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Abstract

Recently, there is a surge of interest in apply-
ing pre-trained language models (Pr-LM) in
automatic open-domain dialog evaluation. Pr-
LMs offer a promising direction for addressing
the multi-domain evaluation challenge. Yet,
the impact of different Pr-LMs on the per-
formance of automatic metrics is not well-
understood. This paper examines 8 different
Pr-LMs and studies their impact on three typi-
cal automatic dialog evaluation metrics across
three different dialog evaluation benchmarks.
Specifically, we analyze how the choice of Pr-
LMs affects the performance of automatic met-
rics. Extensive correlation analyses on each of
the metrics are performed to assess the effects
of different Pr-LMs along various axes, includ-
ing pre-training objectives, dialog evaluation
criteria, model size, and cross-dataset robust-
ness. This study serves as the first comprehen-
sive assessment of the effects of different Pr-
LMs on automatic dialog evaluation.

1 Introduction

Evaluation is crucial for monitoring the research
progress of dialog systems (Yeh et al., 2021). Even
though human evaluation is the most accurate way
to assess the performance of a dialog system, the
required expenses, and efforts restrict its applica-
tion to large-scale dialog evaluation tasks. There-
fore, automatic dialog evaluation (ADE) serves as
an efficient alternative to human evaluation. An
ideal ADE metric is expected to evaluate dialog
systems of different domains efficiently and effec-
tively. Realizing such a metric is a challenging
task (Yeh et al., 2021). One promising trend is to
leverage large-scale pre-trained language models
(Pr-LMs) (Devlin et al., 2019; Yang et al., 2019;
Liu et al., 2019b; Clark et al., 2020), which have
gained significant momentum in a wide range of
NLP tasks. Several recent studies (Zhang et al.,
2021b; Mehri and Eskenazi, 2020; Zhang et al.,

2021c,a) have also demonstrated their usefulness
in ADE.

However, different Pr-LMs have different pre-
training schemes and they are not directly opti-
mized for dialog evaluation. A dialog metric relies
on dialog-specific features for determining the qual-
ity of dialog responses and whether the pre-training
process of a Pr-LM captures such features has not
been extensively studied. In addition, the choice
of Pr-LM will significantly affect the ADE metrics’
performance and generalizability across various
evaluation tasks and evaluation dimensions (e.g.,
coherence, interestingness, naturalness). Currently,
there is no comprehensive analysis to guide the
choice of Pr-LM for ADE.

To this end, a systematic study on how differ-
ent Pr-LMs affect the evaluation effectiveness of
various ADE metrics is highly sought after. In
this paper, we survey 8 existing state-of-the-art
Pr-LLM variants and analyze their impact on the
performance of three typical ADE metrics, the
embedding-based similarity measure, the normal-
ized sentence-level log probability, and the context-
response coherence metric. These three metrics are
commonly used across multiple domains and can
directly relate to three basic dimensions to eval-
uate a dialog system: adequacy (semantic simi-
larity with existing references), naturalness, and
context coherence. Through extensive correlation
analysis on three dialog evaluation benchmarks,
we try to link the properties associated with the
Pr-LMs, such as model size, source of pre-training
data, and learning objective, with the metrics’ fi-
nal performance. Our work serves as a first step
into understanding the role of different Pr-LMs in
automatic open-domain dialog evaluation. In addi-
tion, it will help guide future research in making
more informed choices when applying pre-trained
language models in various dialog evaluation tasks.
Note that we are not proposing a new evaluation
metric to advance the state-of-the-art, but rather



studying the impact of different Pr-LMs on exist-
ing ADE metrics.

The paper is organized as follows: Section 2 dis-
cusses the 8 different pre-trained language models.
Section 3 talks about the three ADE metrics. Sec-
tion 4 is the experiment results and corresponding
analysis. Finally, Section 5 concludes the paper
and lays out the future work.

2 Pre-trained Language Models

In this section, we discuss eight state-of-the-art
variants of Pr-LMs and group them based on their
pre-training objectives. Specifically, there are five
groups. The first four groups are token-level rep-
resentation models: a) masked language model-
ing (Section. 2.1), b) replaced token detection
(Section. 2.2), ¢) causal language modeling (Sec-
tion. 2.3), and d) permutation language modeling
(Section. 2.4). The final group consists of sentence-
level representation models, which are learned with
specific sentence-level objectives (Section. 2.5).
All of the Pr-LMs are based on the transformer ar-
chitecture (Vaswani et al., 2017), which has greatly
changed the NLP landscape in recent years. Con-
textualized embeddings derived from the Pr-LMs
are beneficial to the evaluation metrics since they
have been demonstrated to carry rich syntactic
structure information (Liu et al., 2019a) and se-
mantic meanings (Tenney et al., 2019) of sentences.
Recent studies have also shown that rich world
knowledge is encoded in the parameters of the Pr-
LMs (Zhou et al., 2020). Such information helps
the metric better determine the linguistic quality of
the generated dialog responses.

2.1 Masked Language Modeling (MLM)

MLM is a self-supervised pre-training task pro-
posed in (Devlin et al., 2019) whereby the language
model randomly masks out some tokens from the
input sequence and the learning objective is to pre-
dict the original vocabulary ids of the masked to-
kens. Formally, given a input text sequence of n
tokens, T = {t1,...,t,}, we corrupt T into T by
randomly masking a portion of tokens. A language
model parameterized by @ is trained to reconstruct
T by predicting the set of masked tokens ¢ condi-
tioned on T":

1 T|T) = 1 & =T
max logpy(T|T) = max Y _ logpy(f; = t:|T)

1ieC
(1

where C presents the set of indices of masked to-
kens. Typical examples in this category include
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019b), DeBERTa (He et al., 2021) and ELEC-
TRA (Clark et al., 2020).

2.1.1 BERT (Devlin et al., 2019)

BERT is currently the most fundamental Pr-LM
and a must-have baseline in a wide range of NLP
tasks. The backbone of BERT is a stack of trans-
former encoders, which is pre-trained with two
learning objectives in a multi-task setting. The
first objective is the aforementioned mask language
modeling. The second objective is next sentence
prediction (NSP). BERT is useful in dialog evalu-
ation in the sense that it reconstructs the original
input text leveraging bidirectional context. This
leads to accurate estimation of the sentence-level
probability rendering it useful for evaluating the
fluency of the generated dialog responses. Sev-
eral previous studies have questioned the necessity
of the NSP objective (Lan et al., 2020; Liu et al.,
2019b). Hence, BERT’s benefits to context coher-
ence metric are questionable.

2.1.2 RoBERTa (Liu et al., 2019b)

RoBERTa is an optimized version of BERT. The
backbone architecture and hyperparameters of
RoBERTa are almost the same as BERT. Unlike
BERT, RoBERTa is solely optimized with the
MLM objective. It has been shown to demon-
strate better performance across a wide range of
natural language understanding tasks compared to
BERT. Since RoBERTa is only pre-trained with the
MLM objective, we hypothesize that it may per-
form worse when evaluating sentence-level dialog
properties, such as context coherence. However,
compared to BERT, it may provide a more accu-
rate estimation of the sentence-level probability
since ROBERTa is a highly optimized token-level
language model with the MLLM objective.

2.1.3 DeBERTa (He et al., 2021)

DeBERTa is a relatively new member in the BERT
family' and it improves upon BERT and RoBERTa
by disentangling the attention mechanism whereby
two separate vectors are used to represent each in-
put token and they encode the token’s semantic
meaning and position in the text sequence accord-
ingly. Then, disentangled matrices are adopted for
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computing the attention weights among all the to-
kens in the input sequence on their contents and
relative positions, respectively. Furthermore, to ac-
count for the syntactical nuances in the input text,
DeBERTa incorporates absolute position token em-
beddings right before the prediction layer. The
model predicts the masked tokens based on aggre-
gated information of the token contents and posi-
tions. Since DeBERTa only modifies the model ar-
chitecture and there is no change in the pre-training
objective. Hence, we hypothesize that applying
DeBERTa for dialog evaluation will obtain similar
performance w.r.t to the use of RoOBERTa or BERT.

2.2 Replaced Token Detection (RTD)

The RTD objective is introduced to pre-train the
ELECTRA framework (Clark et al., 2020), which
consists of an MLM-based generator and a discrim-
inator. The backbone of ELECTRA is BERT with
a binary classification layer on top. The differ-
ence between RTD and MLM is that MLM is a
fill-in-the-blank task while RTD relies on the mask-
and-infill mechanism. Specifically, some tokens
in the input text sequence are replaced with alter-
natives sampled from a small generator. Then, a
discriminator is trained to predict the identity of
each of the tokens in the input sequence (whether it
is the original token or a sampled one). Compared
to MLM, the RTD pre-training objective is more
useful to dialog evaluation because: 1) there is no
mismatch between pre-training and testing as the
model doesn’t have to deal with the artificial mask
tokens. 2) RTD directly optimizes the discriminator
to distinguish tokens from the original distribution
against adversarial samples from a generator con-
ditioned on the bidirectional context. A major goal
of dialog evaluation is to rank dialog responses
sampled from different generators of varying de-
grees of quality conditioned on the dialog context.
Hence, RTD better aligns with the goal of dialog
evaluation compared to MLM. We hypothesize that
applying ELECTRA as the backbone will achieve
good performance for ADE.

2.3 Causal Language Modeling (CLM)

CLM objective is the traditional unidirectional au-
toregressive way of pre-training language models
whereby the model tries to predict the next to-
ken conditioned on all the previous tokens. For-
mally, given a input text sequence of n tokens,
T = {ti,...,t,}, the language model parame-
terized by 6 performs pre-training by maximizing

the likelihood:

n
mgxlogpg(T) = Z logpe (;t <) 2
i=1

In our study, we examine one Pr-LM with the CLM
objective, DialoGPT (Zhang et al., 2020). The
backbone architecture of DialoGPT is the same as
GPT-2 (Radford et al., 2019), which consists of a
stack of masked multi-head self-attention layers.
Unlike GPT-2, which is pre-trained on a massive
amount of web-text data, DialoGPT is pre-trained
on large-scale dialogs extracted from Reddit. The
input to the DialoGPT is the context-response pairs
and the model is pre-trained to maximize the prob-
ability of the response conditioned on the corre-
sponding context. Out of all the Pr-LMs examined
in this paper, DialoGPT is the only dialog-specific
Pr-LM. Given its pre-training objective, we hypoth-
esize that DialoGPT is useful to perplexity-based
evaluation metrics.

2.4 Permutation Language Modeling (PLM)

In (Yang et al., 2019), the authors propose the
XLNET framework and introduce the PLM pre-
training objective, which tries to combine the best
of both CLM and MLM pre-training schemes:
MLM-based Pr-LMs can capture bidirectional con-
textual information whereas CLM-based Pr-LMs
don’t assume the independence of tokens within the
sequence and hence, can model the high-order and
long-range dependency in natural language. With
the PLM objective, the model aims to maximize the
expected log likelihood of a sequence w.r.t. all its
possible permutations of the factorization order. Al-
though PLM addresses the shortcomings of MLM
and CLM, (Liu et al., 2019b) has demonstrated that
with the same amount of pre-training data, XLNET
is not superior compared to BERT. Hence, we hy-
pothesize that its contribution to dialog evaluation
may not be better than Pr-LMs optimized with the
MLM objective.

2.5 Sentence-level Representation Learning

Compared to token-level representation models,
sentence-level representation models may be more
pertinent to the dialog evaluation tasks for the fol-
lowing reasons: 1) a dialog is essentially a coher-
ent structure consisting of multiple utterances. The
dynamics of information exchange among the in-
terlocutors is captured by examining the interac-
tion among utterances instead of a flattened se-



quence of tokens, which is too fine-grained. 2)
Both the embedding-based similarity measure and
the context-response coherence measure operate
at the sentence level. Extra adaptation may be re-
quired for Pr-LMs pre-trained with the token-level
objectives.

2.5.1 Sentence-BERT (Reimers and
Gurevych, 2019)

The backbone framework of Sentence-BERT
(SBERT) is the BERT model. A siamese network
is constructed to encode pairs of sentences. The
model is then fine-tuned with the combination of
SNLI (Bowman et al., 2015) and MNLI (Williams
et al., 2018) datasets. The standard cross-entropy
classification objective is adopted to optimize the
model. Two other supervised objective functions
that operate at the sentence level have also been
experimented with. One is the mean-squared loss
function and the other is the triplet loss function.
Since SBERT is a sentence-level representation
model, we hypothesize its performance will be bet-
ter than BERT or RoBERTa for the embedding-
based similarity and the context-response coher-
ence metrics.

2.5.2 SimCSE (Gao et al., 2021)

SimCSE is the current state-of-the-art in both su-
pervised and unsupervised sentence representation
learning. The unsupervised SimCSE only leverages
dropout for data augmentation whereby the same
sentence is passed into the encoder twice. With an
independently sampled dropout mask, a positive
pair can be obtained. Other sentences in the same
batch serve as negative instances. A contrastive
loss is applied to pull the positive pairs closer and
the negative pairs apart in the vector space. The
supervised SimCSE uses the same contrastive loss
on the entailment and contradiction pairs from the
NLI datasets for sentence representation learning.
Since SimCSE demonstrates state-of-the-art perfor-
mance in a wide array of semantic textual similarity
and transfer tasks, we hypothesize that it will also
greatly benefit the dialog evaluation tasks and ob-
tain better performance as compared to SBERT.

3 Automatic Dialog Evaluation Metrics

In this section, we introduce three simple, but
widely-adopted automatic dialog evaluation met-
rics of which the choice of Pr-LLM can lead to a

significant impact on performance?.

3.0.1 Embedding-based Similarity

The embedding-based similarity metric (ESM) is a
reference-based measure, which evaluates a gener-
ated dialog response based on its similarity w.r.t a
reference sentence written by the human annotators.
Usually, cosine similarity between the response em-
bedding, h and the reference embedding, r is used
as the metric score:
h'r

o) = TR e @
Compared to lexical-overlap metrics, such as
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004), ESM is more flexible by allowing variations
in the lexical form and focusing on the sentence-
level semantics. The choice of embeddings has a
significant impact on the performance of ESM. In
our study, we investigate which Pr-LM provides
useful vector representations to ESM. Several prior
studies (Zhang* et al., 2020; Sellam et al., 2020;
Zhang et al., 2021b) have proposed improvement
versions of ESM leveraging Pr-LMs, but they didn’t
conduct a comprehensive analysis of the effects of
different Pr-LM variants.

3.0.2 Normalized Sentence-level Log
Probability

Language models estimate the true distribution
of natural language and assign probabilities to se-
quences of words. The sentence-level log probabil-
ity (SLP) estimated by a language model can indi-
cate the naturalness of a generated dialog response.
Unlike ESM, SLP is a type of reference-free met-
rics, which doesn’t depend on human-written refer-
ences to determine the quality of generated dialog
responses. In dialog evaluation, we want to ex-
amine how the naturalness of the generated dialog
responses is affected by the corresponding context.
Hence, we formulate SLP by taking into account
the preceding contexts, p of the generated response,
h. For language models pre-trained with the CLM
or PLM objectives, the normalized log probability
is estimated as follows:

M
1 1
J7loere(C) = 77 ;mgm(cﬁ\c@) “)

where C denotes the concatenation of p and h. M
is the total number of tokens in C. For language

2Implementation at https://github.com/
e0397123/dstcl0_metric_track
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models pre-trained with the MLM objective, the
normalized log probability is computed with:

M
1 1 -
Mlngg(C) =M ;10&?9(01"0) )

where C is the corrupted C' with ¢; being masked.

3.0.3 Context-response Coherence

Discourse coherence is a broad area of research and
in dialog evaluation, we try to assess coherence at
different granularity. One is the coherence of the
entire dialog flow (Zhang et al., 2021a) and the
other is the local coherence at the turn-level, i.e.,
context-response coherence (Cervone and Riccardi,
2020). In our study, we focus on the local coher-
ence assessment and adopt a simple metric (CoSim)
to evaluate the coherence between the context, p,
and the response, h:

_p'h
RG]

Unlike existing state-of-the-art model-based met-
rics, of which the evaluation capability may be
jointly influenced by several different factors, such
as learning strategy, training data, and model archi-
tecture, CoSim’s performance heavily relies on the
choice of sentence embeddings, and hence, it helps
us straightforwardly examine the effects of Pr-LMs
without the need to decouple impact due to other
factors.

sim(p,h) = (6)

4 Experiment & Analysis

This section demonstrates our key findings and is
organized as follows: Section 4.1 briefly describes
the three dialog evaluation benchmarks we use.
In section 4.2, we conduct preliminary analysis
on the eight Pr-LMs’ performance along axes, in-
cluding model size and cross-dataset robustness to
select the top-ranked Pr-LMs for further analysis
in the subsequent sections. Section 4.3 includes
the main results of Pr-LMs based on average turn-
level Spearman rank correlations over all three
evaluation benchmarks for each automatic met-
ric. Section 4.4 zooms into the USR-TopicalChat
benchmark and analyzes the performance of the
top-ranked Pr-LMs along each dialog evaluation
dimension for each automatic metric. Note that
all the Pr-LMs are not fine-tuned with any task-
specific datasets in our experiments.

4.1 Dialog Evaluation Benchmarks

We conduct our experiments on the Dailydialog-
Eval (Zhao et al., 2020), USR-PersonaChat (Mehri
and Eskenazi, 2020) and USR-TopicalChat (Mehri
and Eskenazi, 2020) dialog evaluation benchmarks.
The detailed statistics® are presented in table 1. We
select these three benchmarks for the following
reasons:

(1) They can be used for both reference-based
and reference-free evaluation due to the presence
of human-written references.

(2) Annotations of multiple dialog evaluation
dimensions are available. This enables a more
fine-grained analysis of how different Pr-LMs af-
fect individual dimensions. In both USR-Topical
and USR-PersonaChat, each context-response pair
is annotated by three dialog researchers along six
evaluation dimensions based on different Likert
scales: understandability (0-1), naturalness (1-3),
maintaining context (1-3), interestingness (1-3),
using knowledge (0-1) and overall quality (1-5).
For Dailydialog-Eval, 900 dialog context-response
data points are annotated and each data point is
annotated by 4 Amazon Mechanical Turkers. The
turkers rate the response along four different dimen-
sions on a 5-point Likert scale: content, grammar,
relevance, and overall.

(3) The three benchmarks cover the three most
common dialog domains often used in open-
domain dialog system training.

4.2 Initial Analysis

We conduct initial analysis on the Pr-LMs and those
with good performance across all the benchmarks
are selected for more fine-grained analysis.

4.2.1 The Effects of Model Size

For most Pr-LMs, the model size doesn’t have
a significant influence on the performance of the
metrics. The only exception is RoOBERTa-large vs
RoBERTa-base for SLP where RoBERTa-large out-
performs RoBERTa-base by 3.96 percent in terms
of the average turn-level Spearman correlation over
all the three evaluation benchmarks. This may be
related to the fact that ROBERTa is solely optimized
with the MLM objective. With more pre-training
data and a larger size, the Pr-LM will provide
a more accurate estimation of the sentence-level
probability. Hence, in our subsequent analysis, we

3In our experiment, we use the original human response as

the reference w.r.t the dialog context. Hence, the number of
data points in each dataset is less than the original amount.



Dataset Name No. Data Utts Per Data Words Per Utt No. Annotations Domain
Dailydialog-Eval 800 4.9 20.18 128,00 Chit-chat
USR-TopicalChat 300 11.20 23.14 5,400 Knowledge-based
USR-PersonaChat 240 4.72 12.39 4,320 Persona-based

Table 1: The statistics of Dailydialog-Eval, USR-TopicalChat and USR-PersonaChat.

focus on the large version of the Pr-LMs. The de-
tailed results of all Pr-LM variants can be found
athttps://bit.ly/2UFjWOH.

4.2.2 Cross-dataset Robustness

We further analyze the cross-dataset robustness of
each Pr-LM by examining their results for each
of the evaluation benchmarks. Table 2 shows the
per-dataset turn-level average Spearman correla-
tion scores for all the Pr-LMs*. A large varia-
tion in terms of average Spearman correlations
can be observed. The difference between the
best-performing Pr-LM (SimCSE) and the worst-
performing Pr-LM (XLNET) is 10.48 %. This may
be because SimCSE is optimized for natural lan-
guage understanding tasks and thus, provides good
semantic representation of the sentences while XL-
NET or DialoGPT is optimized to generate more
fluent texts. Our evaluation task benefits from bet-
ter semantic representations of the dialogue utter-
ances.

Furthermore, it can be seen that SimCSE per-
forms the best on Dailydialog-Eval and USR-
PersonaChat while ELECTRA performs the
best on both USR-TopicalChat. SimCSE is the
most robust Pr-LLM as its performance is consis-
tently good across all three benchmarks. The con-
sistent performance of SimCSE makes it a good
choice for multi-domain dialog evaluation metrics.

In general, almost all of the Pr-LMs perform
the best on USR-TopicalChat. This is because
the pre-training data domain of the Pr-LMs is close
to that of USR-TopicalChat. Most of the Pr-LMs
are pre-trained with Wikipedia articles and USR-
TopicalChat contains dialogs discussing topics and
facts from Wikipedia.

On the contrary, XLNET and DialoGPT do
not perform as well as Pr-LMs pre-trained with
the masked language modeling objective, such as
BERT and DeBERTa. This may be because the
bidirectional language models provide a more accu-
rate representation of sentence semantics compared

*SLP correlations are not included in the computation as
sentence-level Pr-LMs cannot serve as the backbone of SLP.

to uni-directional language models. More accurate
representation of sentence meanings will greatly
benefit the embedding-based metrics.

4.3 Rankings of Pre-trained Language
Models

After the initial analysis in section 4.2, we try to
assess the impact of different Pr-LMs on the per-
formance of each ADE metric. Table 3 shows the
average Spearman correlation scores of different
PrLM-metric combinations. Each entry in the ta-
ble is computed by taking the unweighted average
of the corresponding correlation scores of all the
three dialogue evaluation benchmarks. Based on
the experiment results, we can make the following
observations:

4.3.1 Sentence-level vs Token-level

The results validate our hypothesis in section 2.5
that sentence-level representation models gener-
ally outperform the token-level representation
models for the adequacy and coherence met-
rics. For ESM (adequacy), SimCSE is the best
and for CoSim (coherence), SimCSE and SBERT
are among the top-3 rank models.

4.3.2 RTD vs MLLM

For CoSim (coherence) and ESM (adequacy) met-
rics, we can observe that ELECTRA is ranked the
first and the second respectively. It outperforms
BERT by a significant margin of around 6 percent
for CoSim (coherence). This validates our hypothe-
sis in section 2.2 that RTD equips the model with
better discrimination power in determining re-
sponses of varying degrees of quality compared
to MLM.

4.3.3 Impact of MLM

Generally, Pr-LMs pre-trained with mask language
modeling (MLM) objective outperform the causal
or permutation language models across all three
metrics. Based on the results, it can be seen
that MLM-based Pr-LMs provide a more use-
ful semantic representation compared to CLM-
based or PLM-based models. This may be at-
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Dataset XLNET DialoGPT RoBERTa BERT DeBERTa ELECTRA SimCSE SBERT
Dailydialog-Eval 421 11.70 8.06" 13.66 15.34 9.47* 18.24 13.60
USR-TopicalChat | 17.61 11.11 18.13 22.17 20.74 37.81 22.89 26.22
USR-PersonaChat | 8.47* 10.43* 8.15* 14.87 14.95 14.20 20.61 15.03

Average 10.10* 11.08 11.45 16.90 17.01 20.49 20.58 18.28

Table 2: Unweighted average turn-level Spearman correlation scores (%) of Pr-LMs across two evaluation metrics
(ESM & CoSim) as well as across evaluation dimensions on each benchmark. The best score for each benchmark
is highlighted in bold. *denotes statistically insignificance (p-value > 0.05)

Pr-LM ‘ ESM (Adequacy) SLP (Fluency) CoSim (Coherence) Average
BERT 17.80 15.56 16.01 16.46
DeBERTa 18.35 8.32% 15.67 14.11
DialoGPT 13.13 10.55% 9.02 10.90*
ELECTRA 18.45 6.58* 22.53 15.85
RoBERTa 12.38 18.37 10.52* 13.75
SBERT 17.57 19.00 -
SimCSE 21.68 19.48 -
XLNET 8.57* 10.85* 11.62* 10.35*

Table 3: Unweighted average turn-level correlation scores (%) of Pr-LMs w.r.t ESM (adequacy metric), SLP
(fluency metric) and CoSim (coherence metric) respectively. The best score for each metric is highlighted in bold.
The second best is italicized and the third one is underlined. * denotes statistically insignificance (p-value > 0.05)

tributed to MLM-based Pr-LMs’ ability to capture
bi-directional contextual information. In addition,
RoBERTa and BERT are ranked the first and the
second for the SLP metric, this validates our hy-
pothesis in section 2.1 that a highly optimized
MLM-based Pr-LM is capable of providing an
accurate estimation of sentence naturalness for
dialog evaluation. Moreover, DeBERTa’s perfor-
mance is not better than that of BERT. This is con-
sistent with our hypothesis that modifications to
model architecture instead of pre-training ob-
jectives may not bring performance improve-
ment in dialog evaluation.

4.3.4 Impact of CLM/PLM

Based on the average correlation scores, XLNET is
the lowest-ranked model for ESM and CoSim met-
rics. This corroborates our hypothesis in section 2.4
that the contribution of PLM-based Pr-LM to di-
alog evaluation is not better than Pr-LMs op-
timized with the MLM objective. Furthermore,
it is surprising that DialoGPT performs poorly in
terms of these three metrics. A possible reason
is that even though DialoGPT is a dialog-specific
language model, it is pre-trained with large-scale
Reddit data, which is more casual and colloquial
in style while the dialogs in the three benchmarks
are written by humans to fulfill specific purposes.

Hence, the language used may be more formal and
the quality of the text is better compared to that
of Reddit conversations. Future work should ex-
plore adaptation techniques of Pr-LMs to per-
form different dialog evaluation tasks.

4.3.5 Correlation Across Metrics

It can be observed that the correlations scores
in the ESM (adequacy) and CoSim (coherence)
categories are generally higher than those in
SLP (fluency). This may be due to the proper-
ties of the dialog responses whereby a coherent
and adequate response is generally fluent while a
fluent response may be off-topic or irrelevant to
the context. ESM (adequacy) and CoSim (coher-
ence) are designed to distinguish relevant responses
from irrelevant ones. They can detect a fluent, yet
off-topic response. However, it is hard for SLP
(fluency), which is specifically designed to evalu-
ate the naturalness of the generated responses, to
distinguish the good from the bad in such scenarios.

4.4 Fine-grained Analysis on Evaluation
Dimension

Section 4.3 provides a holistic comparison of the
Pr-LMs for automatic dialog evaluation. In this
section, we analyze the performance of SimCSE,
RoBERTa, and ELECTRA at a more fine-grained



level on the USR-TopicalChat Benchmark. Ta-
ble 4 showcases the Spearman correlation results
at turn level. It can be seen that ESM-ELECTRA
combination performs the best in 3 out of all 6
evaluation dimensions. The average correlation
scores of ESM-ELECTRA are even approach-
ing that of state-of-the-art USR metric, which is
a model-based metric specifically optimized for the
dialog evaluation task. Remarkably, in the ESM
(adequacy) category, ELECTRA outperforms the
second-best model, SimCSE, by an absolute 13 per-
cent for the overall category. ELECTRA’s supe-
rior performance is due to its RTD pre-training
objective since all three models are pre-trained
on similar datasets and based on similar model
architecture. Future work can consider adapt-
ing RTD to the sentence-level.

In addition, all three Pr-LMs perform quite well
along the using knowledge dimension along the
ESM (adequacy) and CoSim (coherence) cate-
gories even though no specific adaptation is per-
formed to incorporate the external knowledge
sources associated with the dialogs. This corrob-
orates with findings in prior studies mentioned in
section 2 that world knowledge is implicitly en-
coded in the parameters of the Pr-LMs. There-
fore, applying Pr-LMs for multi-domain auto-
matic dialog evaluation is a viable direction.

Furthermore, the interestingness dimension as-
sesses whether a dialog response is generic/dull
or specific to the context and the relevance dimen-
sion determines whether a dialog response is on-
topic or off-topic w.r.t the corresponding context.
Even though RoBERTa, SimCSE, and ELEC-
TRA are not directly pre-trained to determine
the interestingness and relevance of a dialog
response, they perform well when used as the
backbones of CoSim (coherence) and ESM (ad-
equacy). CoSim-ELECTRA even outperforms
USR (49.54 vs 48.77) along the interesting dimen-
sion. The reason may be that for ESM (adequacy),
there is the presence of ground-truth references,
which are not dull nor off-topic. CoSim (coher-
ence) is explicitly designed to look into the context.
ELECTRA, RoBERTa, and SimCSE are state-of-
the-art semantic representation models. When the
meaning of the sentences is accurately encoded,
the performance of both metrics will be greatly
boosted.

When evaluating responses with ESM (ade-
quacy) and CoSim (coherence) along understand-

ability and naturalness, RoBERTa and SimCSE
don’t perform as well as ELECTRA. Their perfor-
mance is also worse than when applied to eval-
uate along other dimensions. However, ESM-
ELECTRA performs exceptionally well along
these two dimensions and it even outperforms
USR. This showcases that ELECTRA may be a
good and robust candidate for future develop-
ment of embedding-reliant ADE metrics.

However, when used for SLP (fluency), ELEC-
TRA’s performance is far worse compared to when
used for ESM (adequacy) and CoSim (coherence).
The RTD pre-training objective of ELECTRA is
to optimize the discriminator instead of the MLM-
based generator. Using ELECTRA’s generator as a
language model to estimate the sentence-level log
probability may not be as accurate as ROBERTa,
which has been highly optimized for the MLM
objective. This explains ELECTRA’s poor perfor-
mance for the SLP metric.

5 Conclusion & Future Work

In conclusion, this paper provides a comprehensive
assessment of the impact of 8 different state-of-
the-art Pr-LMs on ADE metrics. We try to an-
alyze how different pre-training objectives align
with the dialog evaluation task. Through extensive
correlation analysis, we find out that sentence-level
representation models are more robust for multi-
domain evaluation tasks. ELECTRA is good at
distinguishing the relevant or specific responses
from the off-topic or dull responses. Finally, MLM-
based Pr-LMs work better than CLM/PLM-based
Pr-LMs on evaluating the fluency aspect of the re-
sponses. In the future, we will adapt the token-level
RTD objective to sentence-level to better align with
the dialog evaluation task. Additionally, with the
insights from this work, we will try to propose new
metrics that are useful to multi-domain dialog eval-
uation. Lastly, we will further examine the impact
of task-specific fine-tuning of different Pr-LMs on
automatic dialog evaluation metrics.
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