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#### Abstract

The problem of packing as many subgraphs isomorphic to $H \in \mathcal{H}$ as possible in a graph for a class $\mathcal{H}$ of graphs is well studied in the literature. Both vertex-disjoint and edge-disjoint versions are known to be NP-complete for $H$ that contains at least three vertices and at least three edges, respectively. In this paper, we consider "list variants" of these problems: Given a graph $G$, an integer $k$, and a collection $\mathcal{L}_{\mathcal{H}}$ of subgraphs of $G$ isomorphic to some $H \in \mathcal{H}$, the goal is to compute $k$ subgraphs in $\mathcal{L}_{\mathcal{H}}$ that are pairwise vertex- or edge-disjoint. We show several positive and negative results, focusing on classes of sparse graphs, such as bounded-degree graphs, planar graphs, and bounded-treewidth graphs.


## 1 Introduction

Packing as many graphs as possible into another graph is a fundamental problem in the field of graph algorithms. To be precise, for a fixed graph $H$, given an undirected graph $G$ and a non-negative integer $k$, the Vertex Disjoint $H$-Packing problem (resp. the Edge Disjoint $H$-Packing problem) asks for finding a collection $\mathcal{S}$ of $k$ vertex-disjoint (resp. edge-disjoint) subgraphs of $G$ that are isomorphic to $H$. For a connected graph $H$, both problems are polynomially solvable if $H$ has at most two vertices (resp. at most two edges) because they can be reduced to the Maximum Matching problem, whereas the problems are shown to be NP-complete if $H$ has at least three vertices (resp. at least three edges) [11, 24]. Furthermore, both problems are naturally extended to Vertex Disjoint $\mathcal{H}$-Packing and Edge Disjoint $\mathcal{H}$-Packing [10, 24], which respectively ask for finding a collection $\mathcal{S}$ of $k$ vertex-disjoint and edge-disjoint subgraphs of $G$ that are isomorphic to some graph in a (possibly infinite) fixed collection $\mathcal{H}$ of graphs. These problems are also well studied in specific cases of $\mathcal{H}$. In particular, when $\mathcal{H}$ is paths or cycles, it has received much attention in the literature because of the variety of possible applications [4, 5, 8, 25, 27]. In both cases, Vertex Disjoint $\mathcal{H}$-Packing and Edge Disjoint $\mathcal{H}$-Packing remain NP-complete for planar graphs [5, 13].

Recently, Xu and Zhang proposed a new variant of Edge Disjoint $\mathcal{H}$-Packing, which they call Path Set Packing, from the perspective of network design [38]. In the Path Set Packing problem, given an undirected graph $G$, a non-negative integer $k$, and a collection $\mathcal{L}$ of simple paths in $G$, we are required to find a subcollection $\mathcal{S} \subseteq \mathcal{L}$ of (at least) $k$ paths that are mutually edge-disjoint. Notice that $\mathcal{L}$ may not be exhaustive: Some paths in $G$ may not appear in $\mathcal{L}$. If $\mathcal{H}$ consists of a finite number of paths, Edge Disjoint $\mathcal{H}$-Packing can be (polynomially) reduced to Path Set Packing because $\mathcal{H}$ is fixed and hence all paths in $G$ isomorphic to some graph in $\mathcal{H}$ can be enumerated in polynomial time. Xu and Zhang showed that for a graph $G$ with $n$ vertices and $m$ edges, the optimization variant of Path Set Packing is hard

[^0]Table 1: The complexity of Vertex Disjoint $C_{\ell}$-Packing (left) and Edge Disjoint $C_{\ell}$-Packing (right).

|  | $\Delta(G)=3$ | $\Delta(G) \geq 4$ |
| :---: | :---: | :---: |
| $\ell=3$ | $\mathrm{P}[9]$ | NPC $[9]$ |
| $\ell=4$ | $\mathrm{P}[$ Thm 4] | NPC $[$ Thm 6] |
| $\ell=5$ |  | NPC $[$ Thm 5] |  |
| $\ell \geq 6$ |  |  |


|  | $\Delta(G)=3$ | $\Delta(G)=4$ | $\Delta(G) \geq 5$ |
| :--- | :---: | :---: | :---: |
| $\ell=3$ | $\mathrm{P}[9]$ |  | NPC $[9]$ |
| $\ell=4$ | $\mathrm{P}[$ Thm 4] | NPC [Thm 7] |  |
| $\ell=5$ |  | NPC [Thm 5] |  |  |
| $\ell \geq 6$ |  |  |  |

to approximate within a factor $O\left(m^{1 / 2-\epsilon}\right)$ for any constant $\epsilon>0$ unless NP $=$ ZPP, while the problem is solvable in $O\left(|\mathcal{L}| n^{2}\right)$ time if $G$ is a tree and in $O\left(|\mathcal{L}|^{\text {tw } \Delta} n\right)$ time if $G$ has treewidth tw and maximum degree $\Delta$ [38]. Very recently, Aravind and Saxena investigated the parameterized complexity of Path Set Packing for various parameters. For instance, Path Set Packing is W[1]-hard even when parameterized by pathwidth plus maximum degree plus solution size [2]. To the best of our knowledge, except for Path Set Packing, such a variant has not been studied for Edge Disjoint $\mathcal{H}$-Packing, nor Vertex Disjoint $\mathcal{H}$-Packing.

Our contributions. In this paper, motivated by Path Set Packing, we introduce list variants of Vertex Disjoint $\mathcal{H}$-Packing and Edge Disjoint $\mathcal{H}$-Packing. In the Vertex Disjoint List $\mathcal{H}$-Packing (resp. Edge Disjoint List $\mathcal{H}$-Packing) problem, we are given a graph $G$, a non-negative integer $k$, and a collection (list) $\mathcal{L}_{\mathcal{H}}$ of subgraphs of $G$ such that each subgraph in $\mathcal{L}_{\mathcal{H}}$ is isomorphic to some graph in $\mathcal{H}$. The problem asks whether there exists a subcollection $\mathcal{S} \subseteq \mathcal{L}_{\mathcal{H}}$ such that $|\mathcal{S}| \geq k$ and subgraphs of $G$ in $\mathcal{S}$ are vertex-disjoint (resp. edge-disjoint). If $\mathcal{L}_{\mathcal{H}}$ contains all subgraphs of $G$ isomorphic to some graph in $\mathcal{H}$, the problem is equivalent to Vertex Disjoint $\mathcal{H}$-Packing (resp. Edge Disjoint $\mathcal{H}$-Packing). Thus, the tractability of the list variants implies that of the original problems. If $\mathcal{H}=\{H\}$ for a fixed graph $H$, then we call these problems simply Vertex (Edge) Disjoint List $H$-Packing and Vertex (Edge) Disjoint $H$-Packing, respectively. For a positive integer $\ell$, we denote by $P_{\ell}$ and $C_{\ell}$ the path and the cycle of $\ell$ vertices, respectively. (We assume $\ell \geq 3$ for $C_{\ell}$.) When $\mathcal{P}=\left\{P_{\ell}: \ell \geq 1\right\}$, Edge Disjoint List $\mathcal{P}$-Packing is equivalent to Path Set Packing. Therefore, Edge Disjoint List $\mathcal{H}$-Packing generalizes both Edge Disjoint $H$-Packing and Path Set Packing.

We first give sufficient conditions to solve Vertex (Edge) Disjoint List H-Packing on bounded degree graphs in polynomial time. These conditions directly indicate the polynomial-time solvability of Vertex (Edge) Disjoint List $C_{\ell}$-Packing on graphs of maximum degree 3 for $\ell \in\{3,4,5\}$. It is worth noting that Vertex Disjoint $P_{3}$-Packing remains NP-complete even for 2-connected bipartite planar cubic graphs [27]. In contrast, we show that Vertex (Edge) Disjoint $C_{\ell}$-Packing on planar graphs of maximum degree 3 is NP-complete for any $\ell \geq 6$. As Vertex (Edge) Disjoint $C_{\ell}$-Packing can be represented by its list variant, this result also indicates the hardness of Vertex (Edge) Disjoint List $C_{\ell}$-Packing. We also give the NP-completeness of Vertex (Edge) Disjoint $C_{\ell}$-Packing on planar graphs of maximum degree 4 for any $\ell \geq 4$. Therefore, we provide the complexity dichotomy of VERTEX (Edge) Disjoint $C_{\ell}$-Packing with respect to the maximum degree of a given graph and $\ell$, as summarized in Table 1.

Second, we design a polynomial-time algorithm for Vertex Disjoint List $\mathcal{H}$-Packing on boundedtreewidth graphs, provided that all graphs in $\mathcal{H}$ are connected. This implies that Vertex Disjoint List $\mathcal{H}$-Packing belongs to XP parameterized by treewidth. Note that the connectivity condition on $\mathcal{H}$ is essential, because otherwise one can see that the problem is NP-complete even on forests (see Theorem 3). On the other hand, we show that Vertex Disjoint List $\mathcal{P}$-Packing and Vertex Disjoint List $\mathcal{C}$ Packing parameterized by pathwidth plus $k$ are $\mathrm{W}[1]$-hard, where $\mathcal{P}=\left\{P_{\ell}: \ell \geq 1\right\}$ and $\mathcal{C}=\left\{C_{\ell}: \ell \geq 3\right\}$. This result implies that there is probably no FPT algorithm for the problems parameterized by treewidth. One might think that XP algorithms parameterized by treewidth could also be designed for the edge-disjoint versions. We give a negative answer. We show that Edge Disjoint List $\mathcal{P}$-Packing and Edge Disjoint List $\mathcal{C}$-Packing parameterized by bandwidth plus $k$ are $\mathrm{W}[1]$-hard even for outerplanar and two-terminal series-parallel graphs, which have treewidth at most 2. In particular, the W[1]-hardness for Edge Disjoint

List $\mathcal{P}$-Packing, which is equivalent to Path Set Packing, strengthens the result of [2].
The above hardness results prompt us to further investigate the complexity of Edge Disjoint List $P_{\ell}$-Packing and Edge Disjoint List $C_{\ell}$-Packing on bounded-treewidth graphs. In this paper, we focus on series-parallel graphs, also known as graphs of treewidth at most 2. We show that Edge Disjoint List $P_{4}$-Packing and Edge Disjoint List $C_{5}$-Packing remain NP-complete even for series-parallel graphs. Since Edge Disjoint List $P_{3}$-Packing is solvable in polynomial time for general graphs by reducing to Maximum Matching, the former implies the complexity dichotomy of Edge Disjoint List $P_{\ell}$-Packing on series-parallel graphs with respect to $\ell$. The remaining task is to settle the complexity of Edge Disjoint List $C_{\ell}$-Packing on series-parallel graphs for $\ell \leq 4$. We finally provide an algorithm that, given an $n$ vertex series-parallel graph and a collection $\mathcal{L}_{\mathcal{H}}$ of cycles with length $\ell \leq 4$, solves Edge Disjoint List $C_{\ell}$-Packing in $O\left(\left|\mathcal{L}_{\mathcal{H}}\right|+n^{2.5}\right)$ time.

Related work. The packing problems have a long history. Vertex Disjoint $\mathcal{C}$-Packing (also known simply as Cycle Packing) has been studied in numerous papers after the well-known Erdős-Pósa theorem was given [14]. In particular, Cycle Packing has received a lot of attention in the field of parameterized complexity. Cycle Packing is fixed-parameter tractable when parameterized by a solution size $k$ [7, 26] or by treewidth [12]. The complexity of restricted variants of Cycle Packing has also been explored. For any $\ell \geq 3$, Vertex Disjoint $C_{\ell}$-Packing on planar graphs is NP-complete [5]. In addition, Vertex Disjoint $C_{3}$-Packing is NP-complete for planar graphs of maximum degree 4 [9], chordal graphs, line graphs, and total graphs [18], while the problem is solvable in polynomial time for graphs of maximum degree 3 [9], split graphs, and cographs [18].

In the edge-disjoint variant of Cycle Packing, for any $\ell \geq 3$, Edge Disjoint $C_{\ell}$-Packing is NPcomplete for planar graphs [19] and balanced 2-interval graphs [21]. Furthermore, for any even $\ell \geq 4$, Edge Disjoint $C_{\ell}$-Packing on bipartite graphs and balanced 2-track interval graphs is NP-complete [21]. Edge Disjoint $C_{3}$-Packing is solvable for graphs of maximum degree 4 [9] and outerplanar graphs [19], while the problem is NP-complete for planar graphs of maximum degree 5 [9].

As for problems of packing disjoint paths, Vertex Disjoint $P_{\ell}$-Packing for any $\ell \geq 3$ is NP-complete for graphs of maximum degree 3 and Edge Disjoint $P_{\ell^{-}}$-Packing for any $\ell \geq 4$ is NP-complete for graphs of maximum degree 4 [28]. Moreover, Vertex Disjoint $P_{3}$-Packing remains NP-complete even for 2connected bipartite planar cubic graphs [27]. On the other hand, for any positive integer $\ell$, Vertex Disjoint $P_{\ell}$-Packing is solvable in polynomial time for trees [28]. Vertex Disjoint $P_{2}$-Packing is equivalent to Maximum Matching, which is solvable in polynomial time [20]. Vertex Disjoint $P_{3}$-Packing is polynomially solvable for certain cases [1, 22], and the problem is in FPT and has a linear kernel when parameterized by a solution size $[16,33,37]$.

Compared to the other packing problems, as far as we know, not much is known about tractable cases of Edge Disjoint $P_{\ell}$-Packing. Edge Disjoint $P_{\ell}$-Packing for any positive integer $\ell$ is solvable in polynomial time for trees [28] and Edge Disjoint $P_{3}$-Packing is solvable in linear time for general graphs [28].

Vertex (Edge) Disjoint $\mathcal{H}$-Packing is closely related to the Set Packing problem. Given a universe $U$, a non-negative integer $k$, and a collection $\mathcal{L}$ of subsets of $U$, SET Packing asks whether there exists a subcollection $\mathcal{S} \subseteq \mathcal{L}$ such that $|\mathcal{S}| \geq k$ and $\mathcal{S}$ are mutually disjoint. If $\mathcal{H}$ contains all (possibly disconnected) graphs, then these problems are equivalent because it is possible to construct a graph whose vertices (edges) correspond to elements of $U$. If $\mathcal{H}$ contains restricted graphs, then Vertex (Edge) Disjoint $\mathcal{H}$-Packing are special cases of Set Packing. Therefore, all tractable results for Set Packing are applicable to our problems. This paper further seeks tractable cases of SEt Packing from the viewpoint of graph structure.

## 2 Preliminaries

For a positive integer $i$, we denote $[i]=\{1,2, \ldots, i\}$.
Let $G$ be a graph. Throughout this paper, we assume that $G$ is simple, that is, it has neither self-loops nor parallel edges. The sets of vertices and edges of $G$ are denoted by $V(G)$ and $E(G)$, respectively. For $v \in V(G)$, we denote by $N_{G}(v)$ the set of neighbor of $v$, by $E_{G}(v)$ the set of incident edges of $v$, and by $d_{G}(v)$
the degree of $v$ in $G$. The maximum degree of a vertex in $G$ is denoted by $\Delta(G)$ and the minimum degree of a vertex in $G$ is denoted by $\delta(G)$. We may simply write $u v$ to denote an edge $\{u, v\}$. For a positive integer $t$, we denote by $t G$ the disjoint union of $t$ copies of $G$. For a graph $H$, the $H$-vertex-conflict graph of $G$, denoted $I_{H}^{\mathrm{V}}(G)$, is defined as follows. Each vertex of $I_{H}^{\mathrm{V}}(G)$ corresponds to a subgraph isomorphic to $H$ in $G$. Two vertices of $I_{H}^{\mathrm{V}}(G)$ are adjacent if and only if the corresponding subgraphs in $G$ share a vertex. The $H$-edge-conflict graph of $G$, denoted $I_{H}^{\mathrm{E}}(G)$, is defined by replacing the adjacency condition in the definition of $I_{H}^{\mathrm{V}}(G)$ as: two vertices of $I_{H}^{\mathrm{E}}(G)$ are adjacent if and only if they share an edge in $G$.

A claw is a star graph with three leaves. A graph is said to be claw-free if it has no claw as an induced subgraph. Minty [30] and Sbihi [34] showed that the maximum independent set problem can be solved in polynomial time on claw-free graphs. This immediately implies the following proposition, which is a key to our polynomial-time algorithms.
Proposition 1. If $I_{H}^{\mathrm{V}}(G)$ is claw-free, then Vertex Disjoint List $H$-Packing can be solved in $n^{O(|V(H)|)}$ time. Moreover, if $I_{H}^{\mathrm{E}}(G)$ is claw-free, then Edge Disjoint List $H$-Packing can be solved in $n^{O(|V(H)|)}$ time as well.

A tree decomposition of $G$ is a pair $\mathcal{T}=\left(T,\left\{X_{i}: i \in V(T)\right\}\right)$ of a tree $T$ and vertex sets $\left\{X_{i}: i \in V(T)\right\}$, called bags, that satisfies the following conditions: $\bigcup_{i \in V(T)} X_{i}=V(G)$; for $\{u, v\} \in E(G)$, there is $i \in V(T)$ such that $\{u, v\} \subseteq X_{i}$; and for $v \in V(T)$, the bags containing $v$ induces a subtree of $T$. The width of $\mathcal{T}$ is defined as $\max _{i \in V(T)}\left|X_{i}\right|-1$, and the treewidth of $G$ is the minimum integer $k$ such that $G$ has a tree decomposition of width $k$. A path decomposition of $G$ is a tree decomposition of $G$, where $T$ forms a path. The pathwidth of $G$ is defined analogously. Let $\pi: V(G) \rightarrow[|V(G)|]$ be a bijection, which we call a linear layout of $G$. The width of a linear layout $\pi$ of $G$ is defined as $\max _{\{u, v\} \in E(G)}|\pi(u)-\pi(v)|$. The bandwidth of $G$ is the minimum integer $k$ such that $G$ has a linear layout of width $k$.

For the treewidth, pathwidth, and bandwidth of $G$, we denote them by $\operatorname{tw}(G), \mathrm{pw}(G)$, and $\mathrm{bw}(G)$. We may simply write them as tw, pw, and bw without specific reference to $G$. It is well known that $\mathrm{tw}(G) \leq \mathrm{pw}(G) \leq \operatorname{bw}(G)$ for every graph $G[6]$.

## 3 List $C_{\ell}$-packing on bounded degree graphs

In this section, we focus on Vertex Disjoint List $C_{\ell}$-Packing and Edge Disjoint List $C_{\ell}$-Packing on bounded degree graphs. We give sufficient conditions to solve Vertex (Edge) Disjoint $H$-Packing in polynomial time, which extend polynomial-time algorithms for $\ell=3$ [9] to more general cases. We also show that these conditions are "tight" in some sense.

Theorem 1. Vertex Disjoint List $H$-Packing can be solved in polynomial time if the following inequality holds:

$$
\Delta(G) \leq 2 \delta(H)-\left\lfloor\frac{|V(H)|}{3}\right\rfloor .
$$

Proof. By Proposition 1, it suffices to show that if $I_{H}^{\mathrm{V}}(G)$ has a claw as an induced subgraph, then $G$ has a vertex of degree more than $2 \delta(H)-\lfloor|V(H)| / 3\rfloor$. Let $H^{*}, H_{1}, H_{2}$, and $H_{3}$ be induced copies of $H$ in $G$ such that they correspond to an induced claw in $I_{H}^{\mathrm{V}}(G)$ whose center is $H^{*}$. This implies that $V\left(H^{*}\right) \cap V\left(H_{i}\right) \neq \emptyset$ for $1 \leq i \leq 3$ and $V\left(H_{i}\right) \cap V\left(H_{j}\right)=\emptyset$ for $1 \leq i<j \leq 3$. This implies that some copy of $H$, say $H_{1}$, satisfies $\left|V\left(H^{*}\right) \cap V\left(H_{1}\right)\right| \leq\lfloor|V(H)| / 3\rfloor$. Let $v \in V\left(H^{*}\right) \cap V\left(H_{1}\right)$. The vertex $v$ has at least $\delta(H)$ neighbors in each of $H^{*}$ and $H_{1}$ and at most $\lfloor|V(H)| / 3\rfloor-1$ of them belong to $V\left(H^{*}\right) \cap V\left(H_{1}\right)$. Thus,

$$
\begin{aligned}
d_{G}(v) & \geq 2 \delta(H)-\left(\left|V\left(H^{*}\right) \cap V\left(H_{1}\right)\right|-1\right) \\
& \geq 2 \delta(H)-\left(\left\lfloor\frac{|V(H)|}{3}\right\rfloor-1\right) \\
& >2 \delta(H)-\left\lfloor\frac{|V(H)|}{3}\right\rfloor,
\end{aligned}
$$

which proves the claim.
Theorem 2. Edge Disjoint List H-Packing can be solved in polynomial time if the following inequality holds:

$$
\Delta(G) \leq 2 \delta(H)-\left\lfloor\frac{|E(H)|}{3}\right\rfloor
$$

except that $H=t K_{2}$ for $3 \leq t \leq 5$.
Proof. We first assume that $|E(H)| \geq 6$. The proof strategy is analogous to that in Theorem 1. Let $H^{*}$, $H_{1}, H_{2}$, and $H_{3}$ be induced copies of $H$ in $G$ such that they correspond to an induced claw in $I_{H}^{\mathrm{V}}(G)$ whose center is $H^{*}$. We assume that $\left|E\left(H^{*}\right) \cap E\left(H_{1}\right)\right| \leq\lfloor|E(H)| / 3\rfloor$. As $E\left(H^{*}\right) \cap E\left(H_{1}\right) \neq \emptyset$, there are at least two vertices, say $v$ and $w$, in $V\left(H^{*}\right) \cap V\left(H_{1}\right)$. Both $v$ and $w$ have at least $\delta(H)$ incident edges in each of $H^{*}$ and $H_{1}$. If $v$ has at most $\lfloor|E(H)| / 3\rfloor-1$ incident edges that belong to $E\left(H^{*}\right) \cap E\left(H_{1}\right)$, then we have

$$
d_{G}(v) \geq 2 \delta(H)-\left(\left\lfloor\frac{|E(H)|}{3}\right\rfloor-1\right)>2 \delta(H)-\left\lfloor\frac{|E(H)|}{3}\right\rfloor
$$

Suppose otherwise. Then, all the edges in $E\left(H^{*}\right) \cap E\left(H_{1}\right)$ are incident to $v$. This implies that, at most one edge (i.e., $\{v, w\}$ if it exists) in $E\left(H^{*}\right) \cap E\left(H_{1}\right)$ can be incident to $w$. Thus, we have $d_{G}(w) \geq 2 \delta(H)-1$. By the assumption $|E(H)| \geq 6$, we have $d_{G}(w)>2 \delta(H)-\lfloor|E(H)| / 3\rfloor$.

We next consider the other case, that is, $|E(H)| \leq 5$, and show that Edge Disjoint List $H$-Packing is solvable in polynomial time under the assumption that $\Delta(G) \leq 2 \delta(H)-\lfloor|E(H)| / 3\rfloor$. We can assume that $|E(H)| \geq 3$ as otherwise $I_{H}^{\mathrm{E}}(G)$ has no induced claws. If $\delta(H) \geq 3$, then it has at least four vertices, and thus we have $|E(H)| \geq|V(H)| \cdot \delta(H) / 2 \geq 4 \delta(H) / 2 \geq 6$. Thus, we assume $1 \leq \delta(H) \leq 2$. If $\delta(H)=2$, then $\Delta(G) \leq 4-\lfloor|E(H)| / 3\rfloor=3$. In this case, two copies of $H$ appearing in $G$ are edge-disjoint if and only if they are vertex-disjoint. Moreover, as $|E(H)| \geq|V(H)|$, we have $\Delta(G) \leq 2 \delta(H)-\lfloor|V(H)| / 3\rfloor$, yields a polynomial-time algorithm by Theorem 1 . Thus, the remaining case is $\delta(H)=1$, that is, $H=t K_{2}$ for $3 \leq t \leq 5$.

Let us note that the exception in Theorem 2 is critical for the tractability of Edge Disjoint List $H$ Packing. In fact, Edge Disjoint List $H$-Packing is NP-complete even if $G=n K_{2}$ and $H=3 K_{2}$, which satisfy that $\Delta(G)=1 \leq 2 \delta(H)-\lfloor|E(H)| / 3\rfloor$. This intractability is shown by reducing Exact Cover by 3-Sets, which is known to be NP-complete [23], to Edge Disjoint List H-Packing. In Exact Cover by 3-SETS, we are given a universe $U$ and a collection $\mathcal{C}$ of subsets of $U$, each of which has exactly three elements and asked whether there is a pairwise disjoint subcollection $\mathcal{C}^{\prime}$ of $\mathcal{C}$ that covers $U$ (i.e., $U=\bigcup_{S \in \mathcal{C}^{\prime}} S$ ). This problem is a special case of Edge Disjoint List $H$-Packing, where $G$ has a copy of $K_{2}$ corresponding to each element in $U$ and $\mathcal{S}$ consists of all copies of $3 K_{2}$ corresponding to $\mathcal{C}$. This reduction also proves that Vertex Disjoint List $H$-Packing is NP-complete even if $G=n K_{2}$ and $H=3 K_{2}$.

Theorem 3. Vertex Disjoint List $H$-Packing and Edge Disjoint List $H$-Packing are $N P$-complete even if $G=n K_{2}$ and $H=3 K_{2}$.

As consequences of Theorems 1 and 2 , we have the following positive results.
Theorem 4. For $\ell \in\{4,5\}$, there are polynomial-time algorithms for Vertex Disjoint List $C_{\ell}$-Packing and Edge Disjoint List $C_{\ell}$-Packing on graphs of maximum degree 3 .

Contrary to this tractability, for any $\ell \geq 6$, Vertex Disjoint $C_{\ell}$-Packing and Edge Disjoint $C_{\ell^{-}}$ PACKING are NP-complete even on planar graphs of maximum degree 3 .

Theorem 5. For $\ell \geq 6$, Vertex Disjoint $C_{\ell}$-Packing and Edge Disjoint $C_{\ell}$-Packing are $N P$-complete even on planar graphs of maximum degree 3 .


Figure 1: An example of the construction of $G^{\prime}$ for $\ell=6$. Bold lines indicate a matching of each cycle.

Proof. Since Vertex Disjoint $C_{\ell}$-Packing and Edge Disjoint $C_{\ell}$-Packing are equivalent on graphs of maximum degree 3 , we only consider Vertex Disjoint $C_{\ell}$-Packing.

To show NP-hardness, we perform a polynomial-time reduction from Independent SET, which is known to be NP-complete even on planar graphs with maximum degree 3 and girth at least $p$ for any integer $p$ [31]. Here, the girth of $G$ is the length of a shortest cycle in $G$.

Let $G$ be a planar graph with $\Delta(G) \leq 3$ and girth at least $\ell+1$. We construct a graph $G^{\prime}$ as follows. For each $v \in V(G), G^{\prime}$ contains a cycle $C_{v}$ of length $\ell$. These cycles are called primal cycles in $G^{\prime}$. Let $M_{v}$ be an arbitrary matching in $C_{v}$ with $\left|M_{v}\right|=3$. For two adjacent vertices $u, v$ in $G$, we identify one of the edges in $M_{u}$ and in $M_{v}$ as shown in Figure 1. The edges in $M_{v}$ are called shared edges. By removing the shared edges from $C_{v}$, we obtain three paths, which we call private paths in $C_{v}$. Note that each private path belongs to exactly one primal cycle in $G^{\prime}$. The construction of $G^{\prime}$ is done. It is easy to observe that $G^{\prime}$ is planar and has maximum degree 3. Also observe that the degree of each internal vertex of a private path is exactly 2.

We first claim that the length of cycles in $G^{\prime}$ except for primal cycles is greater than $\ell$. To see this, let $C$ be an arbitrary cycle that is not a primal cycle in $G^{\prime}$. As shared edges form a matching in $G^{\prime}, C$ must contain at least one private path $P$ in $C_{v}$ for some $v \in V(G)$. If $C$ contains all the private paths in $C_{v}$, the length of $C$ is greater than $\ell$, except for the case $C=C_{v}$. Thus, we assume that $C$ does not contain one of the private paths, say $P^{\prime}$, in $C_{v}$. Let $W=\left(v_{0}, v_{1}, \ldots, v_{t}\right)$ be a sequence of vertices of $G$ defined as follows. We first contract all shared edges in $C$. Then, the contracted cycle can be partitioned into maximal subpaths $P_{0}, \ldots, P_{t}$ such that each $P_{i}$ consists of edges of (possibly more than one) private paths in $C_{v_{i}}$ for some $v_{i} \in V(G)$. Due to the maximality of $P_{i}$, we have $v_{i} \neq v_{i+1}$ for $0 \leq i \leq t$, where the addition in the subscript is taken modulo $t+1$. Moreover, the sequence contains at least two vertices as $C$ contains $P$ and does not contain $P^{\prime}$, meaning that it must have a private path in $C_{v^{\prime}}$ for some $v^{\prime} \neq v$. For any pair of private paths in $C_{u}$ and in $C_{w}$, they are adjacent with a shared edge if and only if $u$ and $w$ are adjacent in $G$. Thus, $W$ is a closed walk in $G$.

Suppose that $W$ contains a "turn", that is, $v_{i}=v_{i+2}$ for some $i$. This implies that $C$ contains all private paths of $C_{v_{i+1}}$, which implies that the length of $C$ is more than $\ell$. Otherwise, $W$ contains a cycle in $G$. Since the girth of $G$ is at least $\ell+1, W$ has more than $\ell$ edges. Hence, $C$ contains more than $\ell+1$ private paths.

Now, we are ready to prove that $G$ has an independent set of size at least $k$ if and only if $G^{\prime}$ has a $C_{\ell}$-packing of size at least $k$. From an independent set of $G$, we can construct a vertex-disjoint $C_{\ell}$-packing by just taking primal cycles corresponding to vertices in the independent set. Since every cycle except for primal cycles has length more than $\ell$, this correspondence is reversible: From a vertex-disjoint $C_{\ell}$-packing of $G^{\prime}$ with size $k$, we can construct an independent set of $G$ with size $k$.

Using a similar strategy of Theorem 5, we prove the following theorems.
Theorem 6. For $\ell \in\{4,5\}$, Vertex Disjoint $C_{\ell}$-Packing is NP-complete even on planar graphs of maximum degree 4.

Proof. We again give a polynomial-time reduction from Independent SET on planar graph with maximum degree at most 3 and girth at least $\ell+1$. Let $G$ be a planar graph with maximum degree 3 and girth at least $\ell+1$. We construct a graph $G^{\prime}$ such that $G$ has an independent set of size $k$ if and only if $G^{\prime}$ has $k$ vertex-disjoint $C_{\ell}$ 's. The construction is almost analogous to one used in Theorem 5. For each $v \in V(H), G^{\prime}$


Figure 2: An example of the construction of $G^{\prime}$ for $\ell=4$.


Figure 3: An example of the constructions of $H^{\prime}$ and $G$ for $\ell=4$. Bold lines depict shared edges.
contains a cycle $C_{v}$ of length $\ell$. These cycles are called primal cycles in $G^{\prime}$. We take arbitrary three vertices of $C_{v}$, which are called shared vertices. For two adjacent vertices $u, v$ in $G$, we identify one of the shared vertices in $C_{u}$ and in $C_{v}$ as shown in Figure 2. It is easy to see that the constructed graph $G^{\prime}$ is planar and has degree at most 4 .

Let $C$ be a cycle of $G^{\prime}$ that is not a primal cycle. Since each primal cycle has only three shared vertices, $C$ passes through a primal cycle at most once, where we say that $C$ passes through a primal cycle $C_{v}$ when $C$ contains at least one edge of $C_{v}$. This fact implies that $C$ induces a cycle of $G$ by tracing $C$ as in the proof of Theorem 5. Thus, we can conclude that $C$ has more than $\ell$ edges.

The remaining part of the proof is identical to that in Theorem 5 . For every independent set $S$ of $G$, the primal cycles of them are vertex-disjoint $C_{\ell}$ 's in $G$ and vice versa.

Theorem 7. For $\ell \in\{4,5\}$, Edge Disjoint $C_{\ell}$-Packing is NP-complete even on planar graphs of maximum degree 4.

Proof. The proof is done by showing a polynomial-time reduction from Independent Set on planar graphs with maximum degree 3. Let $G$ be a planar graph with maximum degree 3 . We construct a planar graph $\hat{G}$ with maximum degree at most 4 such that $G$ has an independent set of size $k$ if and only if $\hat{G}$ has $k^{\prime}$ edge-disjoint $C_{\ell}$ 's for some $k^{\prime}$. The construction is done in the same spirit of Theorems 5 and 6 but we need to make a minor modification to keep the upper bound on its degree. We first subdivide each edge of $G$ twice. The subdivided graph is denoted by $G^{\prime}$. It is well known that $G$ has an independent set of size $k$ if and only if $G^{\prime}$ has an independent set of size $k+|E(G)|[32]$. For each vertex $v \in V\left(G^{\prime}\right), \hat{G}$ contains a cycle of length $\ell$, which we call a primal cycle of $v$. For such a cycle $C_{v}$, we take arbitrary three edges if the degree of $v$ is 3 in $G^{\prime}$, and take a matching with two edges otherwise. These edges are called shared edges. We then identify one of shared edges in $C_{u}$ and that in $C_{v}$ if they are adjacent in $G^{\prime}$. See Figure 3 for an illustration. It is easy to see that $\hat{G}$ is planar. As $G^{\prime}$ has no pair of adjacent vertices of degree 3 , for each vertex in $\hat{G}$, there are at most two shared edges and at most two non-shared edges incident to it, which implies that the maximum degree of $\hat{G}$ is at most 4 .

Now, we show that $G^{\prime}$ has an independent set of size $k^{\prime}$ if and only if $\hat{G}$ has $k^{\prime}$ edge-disjoint $C_{\ell}$ 's. This can be shown by observing that every cycle of $\hat{G}$ has more than $\ell$ edges except for primal cycles. The remaining part of the proof is analogous to ones in Theorems 5 and 6.

## 4 Vertex Disjoint List $\mathcal{H}$-Packing on bounded-treewidth graphs

In Section 5, we will see that Edge Disjoint List $\mathcal{H}$-Packing is intractable even if $\mathcal{H}$ contains a single small connected graph and an input graph is series-parallel. In contrast to this intractability, VERtex Disjoint List $\mathcal{H}$-Packing is polynomial-time solvable on series-parallel graphs and, more generally, bounded-treewidth graphs, if $\mathcal{H}$ consists of a finite number of connected graphs. More precisely, we show that Vertex Disjoint List $\mathcal{H}$-Packing is XP parameterized by treewidth, provided that $\mathcal{H}$ consists of connected graphs. We also show that Vertex Disjoint List $\mathcal{P}$-Packing and Vertex Disjoint List $\mathcal{C}$-Packing are $\mathrm{W}[1]$-hard parameterized by pathwidth. (Recall that $\mathcal{P}=\left\{P_{\ell}: \ell \geq 1\right\}$ and $\mathcal{C}=\left\{C_{\ell}: \ell \geq 3\right\}$.)
Theorem 8. Vertex Disjoint List $\mathcal{H}$-Packing is solvable in $n^{O(\mathrm{tw})}$ time, provided that all graphs in $\mathcal{H}$ are connected, where $n$ is the number of vertices in the input graph.

We only sketch the proof of Theorem 8 by giving a rough idea of a dynamic programming algorithm based on tree decompositions. (A similar idea is used in [35] for instance.) Let $G$ be a graph with $n$ vertices. We can find a tree decomposition $\mathcal{T}=\left(T,\left\{X_{i}: i \in V(T)\right\}\right)$ of $G$ of width $\operatorname{tw}(G)$ in time $n^{O(\text { tw })}$ using the algorithm of [3]. By taking an arbitrary node of $T$, we assume that $T$ is rooted. For each bag $X_{i}$ of $\mathcal{T}$, we denote by $G_{i}$ the subgraph of $G$ induced by the vertices contained in $X_{i}$ or descendant bags of $X_{i}$.

Let $\mathcal{L}_{\mathcal{H}}$ be a collection of connected subgraphs of $G$, each of which is isomorphic to some graph in $\mathcal{H}$. For $i \in V(T)$, a partial $\mathcal{H}$-packing of $G_{i}$ is a vertex-disjoint subcollection $\mathcal{S}$ of $\mathcal{L}_{\mathcal{H}}$, each of which contains at least one vertex of $G_{i}$. A subgraph in a partial $\mathcal{H}$-packing is said to be active if it has at least one vertex in $V(G) \backslash V\left(G_{i}\right)$. A key observation to our dynamic programming algorithm is that each active subgraph in any partial $\mathcal{H}$-packing contains at least one vertex of $X_{i}$. This follows from the fact that every graph in $\mathcal{L}_{\mathcal{H}}$ is connected. This implies that there are at most $\left|X_{i}\right|$ active subgraphs in any partial $\mathcal{H}$-packing of $G_{i}$.

To be slightly more precise, we define $\operatorname{opt}(i, \hat{\mathcal{S}})$ as the maximum cardinality of a partial $\mathcal{H}$-packing $\mathcal{S}$ such that $\hat{\mathcal{S}} \subseteq \mathcal{S}$ is the set of active subgraphs in it. By a standard argument in dynamic programming over tree decompositions, we can compute opt $(i, \hat{\mathcal{S}})$ in a bottom-up manner. The total running time of computing all possible $\operatorname{opt}(i, \hat{\mathcal{S}})$ for $i$ and $\hat{\mathcal{S}}$ is upper bounded by $\left|\mathcal{L}_{\mathcal{H}}\right|^{O(\mathrm{tw})} n=n^{O(\mathrm{tw})}$.

We would like to note that the connectivity of $\mathcal{H}$ is crucial as we have seen in Section 3 that Vertex Disjoint List $H$-packing is NP-complete even if $G=n K_{2}$ and $H=3 K_{2}$.

The following theorems complement the positive result of Theorem 8.
Theorem 9. Vertex Disjoint List $\mathcal{P}$-Packing is W[1]-hard parameterized by $\mathrm{pw}+k$.
Proof. The proof is done by showing a parameterized reduction from Multicolored Independent Set, which is known to be $\mathrm{W}[1]$-complete [12, 15]. In Multicolored Independent Set, we are given a graph $G$ with a partition of vertex set $V(G)=V_{1} \cup V_{2} \cup \cdots \cup V_{t}$ and asked whether $G$ has an independent set $S$ of size $t$ that contains exactly one vertex from $V_{i}$ for each $1 \leq i \leq t$.

From an instance of Multicolored Independent Set $G$ with $V(G)=V_{1} \cup \cdots \cup V_{t}$, we construct a graph $G^{\prime}$ as follows. Let $m=|E(G)|$. The vertex set of $G^{\prime}$ consists of $m+1$ vertex sets $V_{0}^{\prime} \cup V_{1}^{\prime} \cup \cdots \cup V_{m}^{\prime}$, where each set $V_{i}^{\prime}$ with $i \geq 1$ is associated with an edge $e_{i}$ of $G$. The vertex set $V_{0}^{\prime}$ contains $t$ vertices $v_{1}, \ldots, v_{t}$ and other sets $V_{i}^{\prime}$ for $i \geq 1$ contain $t+1$ vertices $v_{i, 1}, \ldots, v_{i, t}, w_{i}$. For $1 \leq i \leq m$, we add an edge between every pair of vertices $v \in V_{i-1}$ and $v^{\prime} \in V_{i}$. The graph obtained in this way is denoted by $G^{\prime}$. Observe that the pathwidth of $G^{\prime}$ is at most $2 t+1$. This can be seen by observing that $G^{\prime}$ has a path decomposition consisting of bags $X_{i}:=V_{i-1}^{\prime} \cup V_{i}^{\prime}$ for $1 \leq i<m$, which has width at most $2 t+1$. For each vertex $v \in V_{i}$, we define a path $P_{v}$ in $G^{\prime}$ that consists of (1) $v_{i}$ and (2) for all $1 \leq j \leq m, v_{i, j}$ if $e_{j}$ is not incident to $v$ and $w_{i}$ otherwise. As $P_{v}$ contains exactly one vertex from each $V_{i}^{\prime}, P_{v}$ forms a path in $G^{\prime}$. See Figure 4 for an illustration. Let $\mathcal{L}_{\mathcal{H}}=\left\{P_{v}: v \in V(G)\right\}$. Now, we claim that $G$ has an independent set $S$ that contains exactly one vertex from each $V_{i}$ if and only if there is a $P_{m+1}$-packing $\mathcal{S} \subseteq \mathcal{L}_{\mathcal{H}}$ with $|\mathcal{S}| \geq t$ in $G^{\prime}$.

Suppose that $G$ has an independent set $S$ with $\left|S \cap V_{i}\right|=1$ for $1 \leq i \leq t$. Let $\mathcal{S}=\left\{P_{v}: v \in S\right\}$. For distinct paths $P_{v}, P_{v^{\prime}} \in \mathcal{S}$ with $v \in V_{i}$ and $v^{\prime} \in V_{i^{\prime}}$, suppose that they share a vertex $u$. As $i \neq i^{\prime}$, the vertex $u$ is contained in some $V_{j}$ as $u=w_{j}$. This implies that $v$ is adjacent to $v^{\prime}$, contradicting to the fact that $S$ is an independent set of $G$.


Figure 4: The figure illustrates the graph $G^{\prime}$. The red thick lines indicate the edges of path $P_{v}$ for $v \in V_{3}$. The edge $e_{1}$ is not incident to $v$ but $e_{2}$ is incident to $v$.

For the converse direction, suppose that there is a $P_{m+1}$-packing $\mathcal{S} \subseteq \mathcal{L}_{\mathcal{H}}$ with $|\mathcal{S}| \geq t$ in $G^{\prime}$. Let $S=\left\{v \in V(G): P_{v} \in \mathcal{S}\right\}$. Since each subgraph contains exactly one vertex from $V_{0}$, we have $|\mathcal{S}|=t$. Moreover, $S$ contains exactly one vertex from each $V_{i}$. If there are two vertices in $S$ that are adjacent (by an edge $e_{j}$ ) to each other, the corresponding paths in $\mathcal{S}$ share the vertex $w_{j}$ in $V_{j}$. Hence, $\mathcal{S}$ is an independent set of $G$.

Theorem 10. Vertex Disjoint List $\mathcal{C}$-Packing is W[1]-hard parameterized by pw $+k$.
Proof. This proof is done by modifying the instance constructed in the proof of Theorem 9. For the graph $G^{\prime}$, we additionally give an edge between every pair of vertices $v \in V_{0}^{\prime}$ and $v^{\prime} \in \cup V_{m}^{\prime}$. Observe that there exists a path decomposition consisting of bags $X_{i}:=V_{i-1}^{\prime} \cup V_{i}^{\prime} \cup V_{m}^{\prime}$ for $1 \leq i<m$, which has width at most $3 t+2$. For each vertex $v \in V_{i}$, we define a cycle $C_{v}$ in $G^{\prime}$ that consists of (1) $v_{i}$ and (2) for all $1 \leq j \leq m$, $v_{i, j}$ if $e_{j}$ is not incident to $v$ and $w_{i}$ otherwise. The remaining part of the proof is identical to that in Theorem 9.

## 5 Edge Disjoint List $\mathcal{H}$-Packing on series-parallel graphs

This section is devoted to showing several positive and negative results on series-parallel graphs. The class of series-parallel graphs is a well-studied class of graphs and is equivalent to the class of graphs of treewidth at most 2 .

A two-terminal labeled graph is a graph $G$ with distinguished two vertices called a source $s$ and a sink $t$. Let $G_{1}=\left(V_{1}, E_{1}\right)\left(\right.$ resp. $\left.G_{2}=\left(V_{2}, E_{2}\right)\right)$ be a two-terminal labeled graph with a source $s_{1}$ and a sink $t_{1}$ (resp. a source $s_{2}$ and a sink $t_{2}$ ). A series composition of $G_{1}$ and $G_{2}$ is an operation that produces the two-terminal labeled graph with a source $s$ and a sink $t$ obtained from $G_{1}$ and $G_{2}$ by identifying $t_{1}$ and $s_{2}$, where $s=s_{1}$ and $t=t_{2}$. A parallel composition of $G_{1}$ and $G_{2}$ is an operation that produces the two-terminal labeled graph with a source $s$ and a $\operatorname{sink} t$ obtained from $G_{1}$ and $G_{2}$ by identifying $s_{1}$ and $s_{2}$, and identifying $t_{1}$ and $t_{2}$, where $s=s_{1}\left(=s_{2}\right)$ and $t=t_{1}\left(=t_{2}\right)$. We denote $G=G_{1} \bullet G_{2}$ if $G$ is created by a series composition of $G_{1}$ and $G_{2}$, and denote $G=G_{1} \| G_{2}$ if $G$ is created by a parallel composition of $G_{1}$ and $G_{2}$. We say that a two-terminal labeled graph $G$ is a two-terminal series-parallel graph if one of the following conditions is satisfied: (i) $G=K_{2}$ with a source $s$ and a $\operatorname{sink} t$; (ii) $G=G_{1} \bullet G_{2}$ for two-terminal series-parallel graphs $G_{1}$ and $G_{2}$; or (iii) $G=G_{1} \| G_{2}$ for two-terminal series-parallel graphs $G_{1}$ and $G_{2}$.

We say that a graph $G$ (without a source and a sink) is a series-parallel graph if each biconnected component is a two-terminal series-parallel graph by regarding some two vertices as a source and a $\operatorname{sink}^{1}$.

### 5.1 Hardness

A graph $G$ is outerplanar if it has a planar embedding such that every vertex of $G$ meets the unbounded face of the embedding. Every outerplanar graph is series-parallel but may not be two-terminal series-parallel.

[^1]The following two theorems indicate that Edge Disjoint List $\mathcal{H}$-Packing remains intractable even when a given graph is highly restricted.

Theorem 11. Edge Disjoint List $\mathcal{P}$-Packing parameterized by bw $(G)+k$ is $W[1]$-hard even for outerplanar and two-terminal series-parallel graphs, where $k$ is a solution size.

We prove Theorem 11 by giving a parameterized reduction from Multicolored Independent Set to Edge Disjoint List $\mathcal{P}$-Packing. Recall that, in Multicolored Independent Set, we are given a graph $G^{\prime}$ with a partition of its vertex set $V\left(G^{\prime}\right)=V_{1} \cup V_{2} \cup \cdots \cup V_{t}$. We may assume that $V_{i}$ forms a clique of $G^{\prime}$.


Figure 5: The figure partially illustrates the graph $G$ for $t=3$. The edges in $E_{1}^{1}$, in $E_{1}^{2}$, and in $E_{1}^{3}$ are depicted as green segments, red segments, and blue segments, respectively.

From an instance of Multicolored Independent Set, we construct an instance ( $G, t, \mathcal{L}_{\mathcal{H}}$ ) of Edge Disjoint List $\mathcal{P}$-Packing. To this end, we construct a gadget $G_{i}$ for each $i \in\left[m^{\prime}\right]$, where $m^{\prime}=\left|E\left(G^{\prime}\right)\right|$. (See also Figure 5.) The vertex set of $G_{i}=\left(W_{i}, E_{i}\right)$ is defined as $W_{i}=\left\{u_{i}^{j}: j \in\left[2^{t}\right] \cup\{0\}\right\}$. For $j \in[t] \cup\{0\}$ and $p \in\left[2^{j}\right] \cup\{0\}$, let denote $\lambda(j, p)=2^{t-j} p$. Then we define $E_{i}^{j}=\left\{u_{i}^{\lambda(j, p-1)} u_{i}^{\lambda(j, p)}: p \in\left[2^{j}\right]\right\}$. In other words, $E_{i}^{j}$ consists of all edges in the path starting from $u_{i}^{0}$ to $u_{i}^{q}$ with $q=2^{t}$ that contains $u_{i}^{r}$ for $r=2^{t-j}, 2 \cdot 2^{t-j}, 3 \cdot 2^{t-j}, \ldots,\left(2^{j}-1\right) 2^{t-j}$ as internal vertices. We define the edge set of $G_{i}$ as $E_{i}=\bigcup_{j \in[t] \cup\{0\}} E_{i}^{j}$. After constructing $G_{1}, \ldots, G_{m^{\prime}}$, we concatenate the graphs by identifying $u_{i}^{q}$ of $G_{i}$ and $u_{i+1}^{0}$ of $G_{i+1}$ for every $i \in\left[m^{\prime}-1\right]$. For notational convenience, we relabel a vertex $u_{i}^{q}$ as $u_{i+1}^{0}$ for every $i \in\left[m^{\prime}\right]$. We define the graph constructed above as $G$.

Next, we construct a collection $\mathcal{L}_{\mathcal{H}}$ of paths in $G$. Suppose that $E\left(G^{\prime}\right)=\left\{e_{1}, e_{2}, \ldots, e_{m^{\prime}}\right\}$. For each $v \in V\left(G^{\prime}\right)$, a path $P_{v}$ of $G$ is defined as follows. Suppose that $v \in V_{j}$. The path $P_{v}$ starts at $u_{1}^{0}$ and ends at $u_{m^{\prime}+1}^{0}$. For each $i \in\left[m^{\prime}\right], P_{v}$ passes through $u_{i}^{0} u_{i+1}^{0}$ if $e_{i}$ is incident to $v$; otherwise, $P_{v}$ passes through all edges in $E_{i}^{j}$. For example, consider $t=3$ and a vertex $v \in V_{2}$ such that only edges $e_{1}, e_{4}$ are incident to $v$. Then,

$$
P_{v}=\left(u_{1}^{0}, u_{2}^{0}, u_{2}^{2}, u_{2}^{4}, u_{2}^{6}, u_{3}^{0}, u_{3}^{2}, u_{3}^{4}, u_{3}^{6}, u_{4}^{0}, u_{5}^{0}, u_{5}^{2}, \ldots, u_{m^{\prime}}^{6}, u_{m^{\prime}+1}^{0}\right)
$$

We define $\mathcal{L}_{\mathcal{H}}=\left\{P_{v}: v \in V\left(G^{\prime}\right)\right\}$. This completes the construction of the instance $\left(G, t, \mathcal{L}_{\mathcal{H}}\right)$. Let denote $n=|V(G)|$ and $m=|E(G)|$.

Observe that $G$ is an outerplanar graph and a two-terminal series-parallel graph. For $n^{\prime}=\left|V\left(G^{\prime}\right)\right|$ and $m^{\prime}=\left|E\left(G^{\prime}\right)\right|$, we have $n=2^{t} m^{\prime}+1, m=\left(2^{t+1}-1\right) m^{\prime}$, and $\left|\mathcal{L}_{\mathcal{H}}\right|=n^{\prime}$. Thus, the construction of $\left(G, k, \mathcal{L}_{\mathcal{H}}\right)$ is completed in $O\left(2^{t} n^{\prime} m^{\prime}\right)$ time. Moreover, $\operatorname{bw}(G) \leq 2^{t}$ holds: consider the linear layout $\pi\left(u_{i}^{j}\right)=2^{t}(i-1)+j+1$ for $i \in\left[m^{\prime}\right]$ and $j \in\left[2^{t}-1\right] \cup\{0\}$, which is the same as the ordering of the vertices depicted in Figure 5 . The following lemma completes the proof of Theorem 11.

Lemma 1. The instance $\left(G^{\prime}, t,\left\{V_{1}, V_{2}, \ldots, V_{t}\right\}\right)$ of Multicolored Independent Set is a yes-instance if and only if the instance $\left(G, t, \mathcal{L}_{\mathcal{H}}\right)$ of Edge Disjoint List $\mathcal{P}$-Packing is a yes-instance.

Proof. We first prove the necessity. For a solution $\mathcal{S}$ of a yes-instance $\left(G, t, \mathcal{L}_{\mathcal{H}}\right)$ of Edge Disjoint List $\mathcal{P}$-Packing, let $I=\left\{v \in V\left(G^{\prime}\right): P_{v} \in \mathcal{S}\right\}$. Since $\mathcal{S}$ are mutually edge-disjoint on $G$, at most one path in $\mathcal{S}$ passes through $u_{i}^{0} u_{i+1}^{0}$ for each $i \in\left[m^{\prime}\right]$. This implies that at most one of the endpoints of $e_{i} \in E\left(G^{\prime}\right)$ is in $I$, that is, $I$ is an independent set of $G^{\prime}$. Moreover, we have $|I| \geq t$. Since $V_{j}$ is a clique of $G^{\prime},\left|V_{j} \cap I\right|=1$ holds for every $j \in[t]$. Thus, $\left(G^{\prime}, t,\left\{V_{1}, V_{2}, \ldots, V_{t}\right\}\right)$ is a yes-instance of Multicolored Independent Set.

We next prove the sufficiency. For a solution $I \subseteq V\left(G^{\prime}\right)$ of a yes-instance $\left(G^{\prime}, t,\left\{V_{1}, V_{2}, \ldots, V_{t}\right\}\right)$ of Multicolored Independent Set, let $\mathcal{S}=\left\{P_{v}: v \in I\right\}$. Since $|\mathcal{S}|=t$, it suffices to show that $\mathcal{S}$ is mutually edge-disjoint. Let $u, v \in I$. Suppose that $u \in V_{j}$ and $v \in V_{j^{\prime}}$. Since $\left|V_{j} \cap I\right|=1$ for every $j \in[t]$, $j \neq j^{\prime}$ holds. For paths $P_{u}, P_{v} \in \mathcal{S}$ corresponding to $u, v \in I$ and $i \in\left[m^{\prime}\right]$, we denote by $P_{u, i}$ and $P_{v, i}$, the subpaths of $P_{u}$ and $P_{v}$ that start at $u_{i}^{0}$ and end at $u_{i+1}^{0}$, respectively. In the remainder of this proof, we show that $P_{u, i}$ and $P_{v, i}$ are edge-disjoint for every $i \in\left[m^{\prime}\right]$, meaning that $P_{u}$ and $P_{v}$ are also edge-disjoint. Suppose that $e_{i}$ is incident to neither $u$ nor $v$. Then, it holds that $E\left(P_{u, i}\right)=E_{i}^{j}$ and $E\left(P_{v, i}\right)=E_{i}^{j^{\prime}}$. Since $j \neq j^{\prime}$, we have $E_{i}^{j} \cap E_{i}^{j}=\emptyset$. Suppose otherwise that $e_{i}$ is incident to $u$ or $v$, say $u$. This implies that $e_{i}$ is not incident to $v$ as $u, v \in I$. Therefore, we have $E\left(P_{u}\right)=E_{i}^{0}$ and $E\left(P_{v, i}\right)=E_{i}^{j^{\prime}}$. Since $j^{\prime} \in[t], P_{u, i}$ and $P_{v, i}$ are edge-disjoint.

By a similar proof, we can show the $\mathrm{W}[1]$-hardness of Edge Disjoint List $\mathcal{C}$-Packing.
Theorem 12. Edge Disjoint List $\mathcal{C}$-Packing parameterized by $b w(G)+k$ is $W[1]$-hard even for outerplanar and two-terminal series-parallel graphs, where $k$ is a solution size.

Proof. We reuse the instance $\left(G, k, \mathcal{L}_{\mathcal{H}}\right)$ of Edge Disjoint List $\mathcal{P}$-Packing from the proof of Theorem 11, which is constructed from the instance $\left(G^{\prime}, t,\left\{V_{1}, V_{2}, \ldots, V_{t}\right\}\right)$ of Multicolored Independent Set. Let $G^{c}$ denote the graph obtained by identifying $u_{1}^{0}$ and $u_{m+1}^{0}$ of $G$. Observe that $G^{c}$ is outerplanar and twoterminal series-parallel. Moreover, this identification produces a collection $\mathcal{L}_{\mathcal{H}}^{c}$ of cycles of $G^{c}$ from $\mathcal{L}_{\mathcal{H}}$, because every path in $\mathcal{L}_{\mathcal{H}}$ starts at $u_{1}^{0}$ and ends at $u_{m+1}^{0}$. As in the proof of Lemma 1, we can show that the instance $\left(G^{\prime}, t,\left\{V_{1}, V_{2}, \ldots, V_{t}\right\}\right)$ of Multicolored Independent Set is a yes-instance if and only if the instance $\left(G^{c}, k, \mathcal{L}_{\mathcal{H}}^{c}\right)$ of Edge Disjoint List $\mathcal{C}$-Packing is a yes-instance.

In the remainder of this proof, we show that $\operatorname{bw}\left(G^{c}\right) \leq 3 \cdot 2^{t}$. For each $i \in\left[m^{\prime}\right]$, let $\pi_{i}=\left\langle u_{i}^{0}, u_{i}^{1}, \ldots, u_{i}^{q-1}\right\rangle$, where $q=2^{t}$. In addition, we define a permutation $\rho$ of $\left[m^{\prime}\right]$ as follows:

$$
\rho(i)= \begin{cases}\frac{i+1}{2} & \text { if } i \text { is odd } \\ m^{\prime}+1-\frac{i}{2} & \text { otherwise }\end{cases}
$$

Consider an ordering $\pi=\left\langle\pi_{\rho(1)}, \pi_{\rho(2)}, \ldots, \pi_{\rho\left(m^{\prime}\right)}\right\rangle$. Recall that $W_{i}=\left\{u_{i}^{j}: j \in\left[2^{t}\right] \cup\{0\}\right\}$ and $u_{i}^{2^{t}}=u_{i+1}^{0}$ for the gadget $G_{i}$. From the construction of $G^{c}$, every vertex in $W_{i}$ for $i \in\left[m^{\prime}\right]$ is adjacent to only vertices in $W_{i-1} \cup W_{i} \cup W_{i+1}$, where we consider $W_{m^{\prime}}=W_{0}$ and $W_{1}=W_{m^{\prime}+1}$. Thus, for every vertex $u$ in $\pi_{\rho(i)}$, each adjacent vertex of $u$ appears between $\pi_{\rho(i-2)}$ and $\pi_{\rho(i+2)}$. Since $\pi_{\rho(i)}$ has $2^{t}$ vertices, the bandwidth of $\pi$ is bounded by $3 \cdot 2^{t}$, that is, $\operatorname{bw}\left(G^{c}\right) \leq 3 \cdot 2^{t}$. This completes the proof of Theorem 12 .

We next focus on the case where $\mathcal{H}$ consists of a single graph and show that the problem remains hard. Let $K_{2, n}$ denotes the complete bipartite graph such that one side consists of two vertices and the other side consists of $n$ vertices.

Theorem 13. Edge Disjoint List $P_{4}$-Packing remains $N P$-complete even for the class of $K_{2, n}$.
Observe that $K_{2, n}$ is a two-terminal series-parallel graph. Since Edge Disjoint List $P_{3}$-Packing is solvable for general graphs, Theorem 13 suggests that the complexity dichotomy with respect to path length still holds for very restricted graphs. Moreover, Theorem 13 immediately provides the following corollary, which strengthens the hardness result in [2] that Path Set Packing is $\mathrm{W}[1]$-hard when parameterized by vertex cover number of $G$ plus maximum length of paths in a given collection $\mathcal{L}$.

Corollary 1. Path Set Packing is NP-complete even when a given graph has vertex cover number 2 and every path in $\mathcal{L}$ is of length 3 .

To prove Theorem 13, we perform a polynomial-time reduction from Independent SET on cubic graphs, that is, graphs such that every vertex has degree exactly 3. Indefendent Set on cubic graphs is known to be NP-complete [17].

For a cubic graph $G^{\prime}$, we construct vertex sets $X=\left\{x_{u}, x_{u}^{\prime}: u \in V\left(G^{\prime}\right)\right\}, Y=\left\{y_{u, e}, y_{v, e}: e=u v \in\right.$ $\left.E\left(G^{\prime}\right)\right\}$, and $Z=\left\{z_{e}: e \in E\left(G^{\prime}\right)\right\}$. A graph $G$ consists of a vertex set $X \cup Y \cup Z \cup\{s, t\}$ such that $X \cup Y \cup Z$ forms an independent of $G$ and every vertex in $X \cup Y \cup Z$ is adjacent to both $s$ and $t$. Obviously, $G=K_{2,2 n^{\prime}+3 m^{\prime}}$ 。

We next construct a collection $\mathcal{L}_{\mathcal{H}}$ of paths in $G$ as follows:

- for $u \in V\left(G^{\prime}\right)$, let $P_{u}^{X}=\left\langle s, x_{u}, t, x_{u}^{\prime}\right\rangle$;
- for $u \in V\left(G^{\prime}\right)$ with three incident edges $e, f, g \in E_{G^{\prime}}(u)$, let

$$
\begin{aligned}
P_{u, e}^{Y} & =\left\langle s, y_{u, e}, t, x_{u}^{\prime}\right\rangle \\
P_{u, f}^{Y} & =\left\langle s, y_{u, f}, t, x_{u}\right\rangle \\
P_{u, g}^{Y} & =\left\langle x_{u}, s, y_{u, g}, t\right\rangle
\end{aligned}
$$

- for $e=u v \in E\left(G^{\prime}\right)$, let $P_{u, e}^{Z}=\left\langle y_{u, e}, s, z_{e}, t\right\rangle$ and $P_{v, e}^{Z}=\left\langle y_{v, e}, s, z_{e}, t\right\rangle$.

Then, we define

$$
\mathcal{L}_{\mathcal{H}}=\left\{P_{u}^{X}: u \in V\left(G^{\prime}\right)\right\} \cup\left\{P_{u, e}^{Y}: u \in V\left(G^{\prime}\right), e \in E_{G^{\prime}}(u)\right\} \cup\left\{P_{u, e}^{Z}, P_{v, e}^{Z}: e=u v \in E\left(G^{\prime}\right)\right\}
$$

and $k=k^{\prime}+2 m^{\prime}$. Clearly, the construction of the instance $\left(G, k, \mathcal{L}_{\mathcal{H}}\right)$ for Edge Disjoint List $P_{4}$-Packing is completed in polynomial time. Our remaining task is to prove the following lemma.

Lemma 2. An instance $\left(G^{\prime}, k^{\prime}\right)$ of Independent Set is a yes-instance if and only if an instance $\left(G, k, \mathcal{L}_{\mathcal{H}}\right)$ of Edge Disjoint List $P_{4}$-Packing is a yes-instance.
Proof. We first show the forward implication. For an independent set $I$ with $|I| \geq k^{\prime}$, we construct a subcollection $\mathcal{S} \subseteq \mathcal{L}_{\mathcal{H}}$ as follows:

$$
\mathcal{S}=\left\{P_{u}^{X}: u \in I\right\} \cup\left\{P_{u, e}^{Z}: u \in I, e \in E_{G^{\prime}}(u)\right\} \cup\left\{P_{u, e}^{Y}: u \notin I, e \in E_{G^{\prime}}(u)\right\}
$$

Observe that $|\mathcal{S}| \geq k^{\prime}+3 n^{\prime}$. Since $G^{\prime}$ is a cubic graph, we have $3 n^{\prime}=2 m^{\prime}$ by the handshaking lemma, and hence $|\mathcal{S}| \geq k^{\prime}+2 m^{\prime}=k$. We claim that $\mathcal{S}$ is mutually edge-disjoint. Assume for a contradiction that there are two paths $P$ and $P^{\prime}$ in $\mathcal{S}$ that have a common edge. There are three cases to consider: (i) $P=P_{u}^{X}$ for some $u \in V\left(G^{\prime}\right)$; (ii) $P=P_{u, e}^{Y}$ for some $u \in V\left(G^{\prime}\right)$ and $e \in E_{G^{\prime}}(u)$; and (iii) $P=P_{u, e}^{Z}$ and $P^{\prime}=P_{v, f}^{Z}$ for some $u, v \in V\left(G^{\prime}\right), e \in E_{G^{\prime}}(u)$, and $f \in E_{G^{\prime}}(v)$.

In the case (i), from the construction of $\mathcal{L}_{\mathcal{H}}$, we have $P^{\prime}=P_{u, e}^{Y}$ for some $e \in E_{G^{\prime}}(u)$. As $P_{u}^{X} \in \mathcal{S}$, we have $u \in I$ but as $P_{u, e}^{Y} \in \mathcal{S}$, we have $u \notin I$, a contradiction. Consider the case (ii). Only $P_{u}^{X}$ and $P_{u, e}^{Z}$ can share an edge with $P_{u, e}^{Y}$, and thus we consider the latter case: $P^{\prime}=P_{u, e}^{Z}$. This implies that $u \in I$, while $P_{u, e}^{Y} \in \mathcal{S}$ also implies $u \notin I$, a contradiction. In the case (iii), one can observe that $e=f=u v$. Then, we have $u, v \in I$, a contradiction. Therefore, $\mathcal{S}$ is a solution for $\left(G, k, \mathcal{L}_{\mathcal{H}}\right)$.

We next show the backward implication. Let $\mathcal{S}$ be a subcollection of $\mathcal{L}_{\mathcal{H}}$ such that $\mathcal{S}$ is mutually edgedisjoint and $|\mathcal{S}| \geq k=k^{\prime}+2 m^{\prime}$. Suppose that $\mathcal{S}$ contains both $P_{u}^{X}$ and $P_{v}^{X}$ with $e=u v \in E\left(G^{\prime}\right)$. As they share edges with $P_{u, e}^{Y}$ and $P_{v, e}^{Y}$, we have $P_{u, e}^{Y}, P_{v, e}^{Y} \notin \mathcal{S}$. Furthermore, at least one of $P_{u, e}^{Z}$ and $P_{v, e}^{Z}$ is not contained in $\mathcal{S}$. We then remove $P_{u}^{X}$ from $\mathcal{S}$ and add $P_{u, e}^{Y}$ into $\mathcal{S}$ if $P_{u, e}^{Z} \notin \mathcal{S}$; otherwise, we remove $P_{v}^{X}$ from $\mathcal{S}$ and add $P_{v, e}^{Y}$ into $\mathcal{S}$. This exchange keeps $\mathcal{S}$ mutually edge-disjoint because $P_{u, e}^{Y}$ (resp. $P_{v, e}^{Y}$ ) shares edges only with $P_{u}^{X}$ (resp. $P_{v}^{X}$ ) in $\mathcal{S}$. Hence, we may assume that $\mathcal{S}$ contains at most one of $P_{u}^{X}$ and $P_{v}^{X}$ for every $u v \in E\left(G^{\prime}\right)$. Let denote $\mathcal{P}_{e}=\left\{P_{u, e}^{Y}, P_{u, e}^{Z}, P_{v, e}^{Y}, P_{v, e}^{Z}\right\}$ for $e=u v \in E\left(G^{\prime}\right)$. Observe that $\left|\mathcal{P}_{e} \cap \mathcal{S}\right| \leq 2$ due to the construction of $\mathcal{L}_{\mathcal{H}}$. Thus, $\left|\bigcup_{e \in E\left(G^{\prime}\right)} \mathcal{P}_{e} \cap \mathcal{S}\right| \leq 2 m^{\prime}$. This implies that $\left|\left\{P_{u}^{X}: u \in V\left(G^{\prime}\right)\right\} \cap \mathcal{S}\right| \geq k-2 m^{\prime}=k^{\prime}$. Let $I=\left\{u \in V\left(G^{\prime}\right): P_{u}^{X} \in \mathcal{S}\right\}$. From the assumption of $\mathcal{S}, I$ is an independent set of $G^{\prime}$. This completes the proof of the lemma.

We also show the complexity of Edge Disjoint List $C_{5}$-Packing, which highlights the positive result in Section 5.2.


Figure 6: The gadget $G_{u}^{X}$ for $u \in V\left(G^{\prime}\right)$ with three incident edges $e, f, g \in E_{G^{\prime}}(u)$.

Theorem 14. Edge Disjoint List $C_{5}$-Packing remains NP-complete even for two-terminal series-parallel graphs.

We again perform a polynomial-time reduction from Independent Set on cubic graphs. For a cubic graph $G^{\prime}$, we use a gadget $G_{u}^{X}$ depicted in Figure 6 for each $u \in V\left(G^{\prime}\right)$. The gadget $G_{u}^{X}$ consists of seven vertices $s_{u}^{X}, t_{u}^{X}, x_{u}, x_{u, e}, x_{u, f}, x_{u, g}$, and $x_{u, g}^{\prime}$, where $e, f, g \in E_{G^{\prime}}(u)$. Observe that $G_{u}^{X}$ is a two-terminal series-parallel graph with a source $s_{u}^{X}$ and a sink $t_{u}^{X}$. For each pair $u \in E\left(G^{\prime}\right)$ and $e \in E_{G^{\prime}}(u)$, we prepare an additional two-terminal series-parallel graph $G_{u, e}^{Y}$ consisting of a path $\left\langle s_{u, e}^{Y}, y_{u, e}, t_{u, e}^{Y}\right\rangle$, where $s_{u, e}^{Y}$ and $t_{u, e}^{Y}$ are a source and a sink of $G_{u, e}^{Y}$, respectively. Moreover, for each $e \in E\left(G^{\prime}\right)$, we construct a two-terminal series-parallel graph $G_{e}^{Z}$ consisting of a path $\left\langle s_{e}^{Z}, z_{e}, z_{e}^{\prime}, t_{e}^{Z}\right\rangle$, where $s_{e}^{Z}$ and $t_{e}^{Z}$ are a source and a sink of $G_{e}^{Z}$, respectively. We denote by $G^{X}$ a graph obtained by parallel compositions of the all gadgets $G_{u}^{X}$ for $u \in V\left(G^{\prime}\right)$. The graph $G^{Y}$ and $G^{Z}$ are similarly defined as parallel compositions of the gadgets. We then let $G=G^{X}\left\|G^{Y}\right\| G^{Z}$. Observe that $G$ is also a two-terminal series-parallel graph. Let $s$ and $t$ denote the source and the sink of $G$, respectively.

We next construct a collection $\mathcal{L}_{\mathcal{H}}$ of cycles in $G$ as follows:

- for $u \in V\left(G^{\prime}\right)$, let $C_{u}^{X}=\left\langle s, x_{u}, t, x_{u, g}^{\prime}, x_{u, g}, s\right\rangle$, where $g \in E_{G^{\prime}}(u)$;
- for $u \in V\left(G^{\prime}\right)$ with three incident edges $e, f, g \in E_{G^{\prime}}(u)$, let

$$
\begin{aligned}
C_{u, e}^{Y} & =\left\langle s, x_{u, e}, x_{u}, t, y_{u, e}, s\right\rangle \\
C_{u, f}^{Y} & =\left\langle s, x_{u}, x_{u, f}, t, y_{u, f}, s\right\rangle \\
C_{u, g}^{Y} & =\left\langle s, x_{u, g}, x_{u, g}^{\prime}, t, y_{u, g}, s\right\rangle
\end{aligned}
$$

- for $e=u v \in E\left(G^{\prime}\right)$, let $C_{u, e}^{Z}=\left\langle s, y_{u, e}, t, z_{e}^{\prime}, z_{e}, s\right\rangle$ and $C_{v, e}^{Z}=\left\langle s, y_{v, e}, t, z_{e}^{\prime}, z_{e}, s\right\rangle$.

Then, we define

$$
\mathcal{L}_{\mathcal{H}}=\left\{C_{u}^{X}: u \in V\left(G^{\prime}\right)\right\} \cup\left\{C_{u, e}^{Y}: u \in V\left(G^{\prime}\right), e \in E_{G^{\prime}}(u)\right\} \cup\left\{C_{u, e}^{Z}, C_{v, e}^{Z}: e=u v \in E\left(G^{\prime}\right)\right\}
$$

and $k=k^{\prime}+2 m^{\prime}$, where $m^{\prime}=\left|E\left(G^{\prime}\right)\right|$. The construction of the instance $\left(G, k, \mathcal{L}_{\mathcal{H}}\right)$ for Edge Disjoint List $C_{5}$-PAcking takes in polynomial time. From a vertex set $I$ of $G^{\prime}$, we can construct a set

$$
\mathcal{S}=\left\{C_{u}^{X}: u \in I\right\} \cup\left\{C_{u, e}^{Z}: u \in I, e \in E_{G^{\prime}}(u)\right\} \cup\left\{C_{u, e}^{Y}: u \notin I, e \in E_{G^{\prime}}(u)\right\}
$$

of cycles in $\mathcal{L}_{\mathcal{H}}$. Analogous to Lemma 2, we can prove that $I$ is an independent set of $G^{\prime}$ if and only if cycles in $\mathcal{S}$ are edge-disjoint, which is omitted because, in fact, it is essentially the same as the proof of Lemma 2.


Figure 7: (a) The graph $G$, (b) the decomposition tree of $G$, and (c) the layered decomposition tree of $G$.

### 5.2 Polynomial-time algorithm of Edge Disjoint List $C_{\ell}$-packing for $\ell \leq 4$

We design a polynomial-time algorithm for Edge Disjoint List $C_{\ell}$-Packing for $\ell \leq 4$ on two-terminal series-parallel graphs. Actually, we give a stronger theorem.

Theorem 15. Let $\mathcal{C}_{\leq 4}=\left\{C_{3}, C_{4}\right\}$. Given a series-parallel graph $G$ with $n$ vertices and a collection $\mathcal{L}_{\mathcal{H}}$ of cycles in $G$ of length at most 4, Edge Disjoint List $\mathcal{C}_{\leq 4}$-Packing is solvable in $O\left(\left|\mathcal{L}_{\mathcal{H}}\right|+n^{2.5}\right)$ time.

We first note that we may assume that a given graph $G$ is biconnected: the problem can be solved independently in each biconnected component. Moreover, from the definition of series-parallel graphs, every biconnected series-parallel graph can be regarded as a two-terminal series-parallel graph. We thus consider a polynomial-time algorithm that finds a largest solution of a given two-terminal series-parallel graph.

The recursive definition of a two-terminal series-parallel graph $G$ naturally gives us a rooted full binary tree $T$ representing $G$, called the decomposition tree of $G$ (see Figure $7(\mathrm{a})$ and (b)). To avoid confusion, we refer to a vertex and an edge of $T$ as a node and a link, respectively. For a node $x$ of $T$, let $T_{x}$ be a subtree of $T$ rooted at $x$. Each leaf of $T$ corresponds to an edge of $G$ whose endpoints are labeled with a source $s$ and a sink $t$. Each internal node $x$ of $T$ is labeled either $\bullet$ or $\|$. Suppose that $x$ has exactly two children $x_{1}$ and $x_{2}$. The label $\bullet$ indicates a series composition of two-terminal series-parallel graphs defined by $T_{x_{1}}$ and $T_{x_{2}}$. The label $\|$ indicates a parallel composition of two-terminal series-parallel graphs defined by $T_{x_{1}}$ and $T_{x_{2}}$. We refer to nodes labeled $\bullet$ as $\bullet$-nodes and to nodes labeled $\|$ as $\|$-nodes. We denote by $G_{x}$ the graph composed by $T_{x}$. Let $r$ be the root of $T$. Then, we have $G_{r}=G$. Note that, since $G_{1} \bullet G_{2}$ and $G_{2} \bullet G_{1}$ produce different two-terminal graphs, we assume that children of a $\bullet$-node are ordered. In addition, since we have assumed $G$ is 2 -connected, the root $r$ of $T$ is labeled $\|$ (assuming $G$ has at least three vertices).

At the beginning of our algorithm, we construct a decomposition tree $T^{\prime}$ of a given graph $G$ in linear time [36], and then transform it into a suitable form for our algorithm as follows (see also Figure 7(c)). If a $\bullet$-node $x$ of $T^{\prime}$ has a child $\bullet$-node $x^{\prime}$, then we contract a link $x x^{\prime}$ without changing the order of series compositions. For example, suppose that $x$ has children $x_{1}$ and $x^{\prime} ; x^{\prime}$ has children $x_{2}$ and $x_{3}$; and $G_{x}=G_{x_{1}} \bullet G_{x^{\prime}}$. Then, we contract the link $x x^{\prime}$ so that $G_{x}=G_{1} \bullet G_{2} \bullet G_{3}$. The contracted tree still tells how to construct $G$. Similarly, if a $\|$-node $x$ of $T^{\prime}$ has a child $\|$-node $x^{\prime}$, then we contract the link $x x^{\prime}$. We iteratively contract such links until each •-node has only leaves or $\|$-nodes as its children, and $\|$-node has only leaves or $\bullet$-nodes as its children. Note that each $\|$-node has at most one leaf of $T^{\prime}$ as its children because $G$ has no multiple edges. The tree obtained in this way is called a layered decomposition tree of $G$ and is denoted by $T$.

Let $C$ be a cycle of a graph $G=(V, E)$. For a subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of $G$, we say that $C$ enters $G^{\prime}$ if $C$ has both an edge in $E^{\prime}$ and an edge in $E \backslash E^{\prime}$. Suppose that there is a $\bullet$-node $x$ of $T$ such that $x$ has $c \geq 4$ children $x_{1}, x_{2}, \ldots, x_{c}$. Then, no cycle of length at most 4 enters $G_{x}$; since $G_{x}$ is created by series compositions of at least four two-terminal labeled graphs, every cycle entering $G_{x}$ has length at least 5. Thus, the problem can be solved independently in each of $G_{x}$ and the remaining part.

Assume that each •-node $x$ of $T$ has at most three children. Before explaining dynamic programming over $T$, we give the following key lemma.

Lemma 3. Let $x$ be any node of a layered decomposition tree $T$ of a two-terminal series-parallel graph $G$ and $\mathcal{L}_{\mathcal{H}}$ be a collection of cycles in $G$ of length at most 4 . For any solution $\mathcal{S} \subseteq \mathcal{L}_{\mathcal{H}}$ of $G$, there exists at most one cycle in $\mathcal{S}$ that enters $G_{x}$.

Proof. If $x$ is a leaf or the root of $T$, the lemma trivially holds. Suppose otherwise, and assume for a contradiction that there exist two edge-disjoint cycles $C, C^{\prime} \in \mathcal{S}$ that enter $G_{x}$.

Suppose that $x$ is a $\bullet$-node. Recall that $x$ has two or three children. Suppose that $x$ has exactly two children $y$ and $z$, that is, $G_{x}=G_{y} \bullet G_{z}$. We denote by $s_{y}$ and $t_{y}$ the source and the sink of $G_{y}$, respectively, and by $s_{z}$ and $t_{z}$ analogously. Observe that each of $C$ and $C^{\prime}$ contains at least one edge from $G_{y}$ and at least one edge from $G_{z}$. Moreover, they have at least one edge outside of $G_{x}$, implying that they have at most three edges in $G_{x}$. As $C$ contains at most three edges in $G_{x}$, without loss of generality, we assume that $C$ contains exactly one edge (i.e., $s_{y} t_{y}$ ) of $G_{y}$. As $G$ has no parallel edges and the cycles are edge-disjoint, $C^{\prime}$ contains exactly two edges of $G_{y}$. Similarly, $C$ contains exactly two edges of $G_{z}$ and $C^{\prime}$ contains exactly one edge of $G_{z}$. Thus, both cycles contain exactly three edges of $G_{x}$. This implies that $C$ and $C^{\prime}$ contain the edge $s_{y} t_{z}$ as they have at most four edges, contradicting the fact that $G$ has no parallel edges. We can derive a similar contradiction for the case where $x$ has three children.

Next, suppose that $x$ is a $\|$-node. Let $x^{\prime}$ be the parent of $x$. From the definition of a layered decomposition tree, $x^{\prime}$ is a $\bullet$-node. As $C$ enters $G_{x}, C$ passes through (1) an edge of $G_{y},(2)$ one of the source or sink of $G_{x}$, and (3) an edge of $G_{x}$, where $y$ is a child node of $x^{\prime}$ with $y \neq x$. This implies that $C$ also enters $G_{x^{\prime}}$ as otherwise $C$ passes through the vertex of (2) twice, contradicting the fact that $C$ is a cycle. Also, $C^{\prime}$ enters $G_{x^{\prime}}$, which leads to a contradiction as mentioned above.

Let $\mathcal{S}$ be a largest solution of $G$. Suppose that $x$ is a $\bullet$-node of $T$ with $c$ children $x_{1}, x_{2}, \ldots, x_{c}$. For an integer $i \in[c]$, let $s_{i}$ and $t_{i}$ denote a source and a sink of $G_{x_{i}}$, respectively. We distinguish the following two cases to consider:
$\left(s_{1}\right)$ at least one cycle $C$ in $\mathcal{S}$ enters $G_{x}$ and $s_{i} t_{i} \in E(C)$ for every integer $i \in[c]$;
$\left(s_{2}\right)$ at least one cycle $C$ in $\mathcal{S}$ enters $G_{x}$ and $s_{i} t_{i} \notin E(C)$ for some integer $i \in[c]$.
Similarly, for a $\|$-node $x$ with a source $s$ and a $\operatorname{sink} t$, we also distinguish the following two cases to consider:
$\left(p_{1}\right)$ at least one cycle $C$ in $\mathcal{S}$ enters $G_{x}$ and $s t \in E(C) ;$
$\left(p_{2}\right)$ at least one cycle $C$ in $\mathcal{S}$ enters $G_{x}$ and $s t \notin E(C) ;$
We note that the above cases are not exhaustive: there may be no cycle in $\mathcal{S}$ entering $G_{x}$. It is not necessary to consider such a case in the construction of our algorithm. We also note that by Lemma 3, there are no more than one (edge-disjoint) cycle satisfying these conditions.

Let $\mathcal{L}_{\mathcal{H}}^{x}$ be a restriction of $\mathcal{L}_{\mathcal{H}}$ to $G_{x}$, that is, $\mathcal{L}_{\mathcal{H}}^{x}=\left\{H \in \mathcal{L}_{\mathcal{H}}: E(H) \subseteq E\left(G_{x}\right)\right\}$. In our algorithm, for each node $x$ of $T$, we compute the largest size of a subcollection $\mathcal{S}_{x}$ with $\mathcal{S}_{x}=\mathcal{S} \cap \mathcal{L}_{\mathcal{H}}^{x}$. Let $f^{\bullet}(x)$ be the largest size of $\mathcal{S}_{x}$ for a $\bullet$-node $x$, and let $f^{\|}(x)$ be the largest size of $\mathcal{S}_{x}$ for a $\|$-node $x$. Notice that, originally, leaves of $T$ are labeled neither • nor $\|$, and hence $f^{\bullet}(x)$ and $f^{\|}(x)$ cannot be defined for the leaves. For algorithmic simplicity, we consider a leaf $x$ as a $\bullet$-node if its parent is labeled $\|$, and as a $\|$-node if its parent is labeled $\bullet$. This simplification allows us to define $f^{\bullet}(x)$ and $f^{\|}(x)$ for a leaf $x$ accordingly.

We also define the truth values $b_{j}^{\bullet}(x)$ and $b_{j}^{\|}(x)$ for each $j \in\{1,2\}$ and each node $x$ of $T$. We set $b_{j}^{\bullet}(x)=1$ (resp. $b_{j}^{\|}(x)=1$ ) if and only if there exists a mutually edge-disjoint subcollection $\mathcal{S}_{x}^{\prime}$ of $\mathcal{L}_{\mathcal{H}}^{x}$ that satisfies the following conditions:

- $\left|\mathcal{S}_{x}^{\prime}\right|=f^{\bullet}(x)$ (resp. $\left.\left|\mathcal{S}_{x}^{\prime}\right|=f^{\|}(x)\right) ;$
- there exists a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ corresponding to the case $\left(s_{j}\right)$ (resp. $\left(p_{j}\right)$ );
- all subgraphs in $\mathcal{S}_{x}^{\prime}$ and $C$ are edge-disjoint.

Intuitively speaking, $b_{j}^{\bullet}(x)=1$ (and $b_{j}^{\|}(x)=1$ ) if and only if we can further add a cycle $C$ entering $G_{x}$ into a partial solution at an ancestor of $x$.

We are ready to explain how to compute $f^{\bullet}(x), f^{\|}(x), b_{j}^{\bullet}(x)$, and $b_{j}^{\|}(x)$ for each node $x$ of $T$ and each $j \in\{1,2\}$.

Leaf node. Suppose that $x$ is a leaf of $T$. Let $s$ and $t$ be the source and the sink of $G_{x}$, respectively. One can verify that the following equalities hold: $f^{\bullet}(x)=f^{\|}(x)=0 ; b_{1}^{\bullet}(x)=b_{1}^{\|}(x)=1$ if and only if there exists a cycle $C$ in $\mathcal{L}_{\mathcal{H}}$ such that $s t \in E(C)$; and $b_{2}^{\bullet}(x)=b_{2}^{\|}(x)=0$.

Internal •-node. Suppose that $x$ is a $\bullet$-node with $c$ children $x_{1}, \ldots, x_{c}$. Since $G_{x}$ consists of series compositions of $G_{x_{1}}, \ldots, G_{x_{c}}$, every cycle in $G_{x}$ is contained in $G_{x_{i}}$ for some $i$. We thus have

$$
f^{\bullet}(x)=\sum_{i \in[c]} f^{\|}\left(x_{i}\right) .
$$

We next compute $b_{j}^{\bullet}(x)$ for each $j \in\{1,2\}$. Recall that $x$ has at most three children.
Suppose that $c=3$. If there exists a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ that enters $G_{x}$, then it passes through $s_{1}$ and $t_{3}$, meaning that it enters $G_{x_{i}}$ for all $i \in[3]$. Conversely, for every $i \in[3]$, if there is a cycle $C_{i} \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x_{i}}$ such that $C_{i}$ enters $G_{x_{i}}$, then it must have $E\left(C_{i}\right)=\left\{s_{1} t_{1}, s_{2} t_{2}, s_{3} t_{3}, t_{3} s_{1}\right\}$, that is, the cycle is uniquely determined $C=C_{i}$ for $i \in[3]$. It is easy to observe that $C$ is edge-disjoint from any cycles in $\mathcal{S}_{x}$ if and only if it is edge-disjoint from any cycles in $\mathcal{S}_{x_{i}}$ for all $i \in[3]$. Hence, we have $b_{1}^{\bullet}(x)=b_{1}^{\|}\left(x_{1}\right) \wedge b_{1}^{\|}\left(x_{2}\right) \wedge b_{1}^{\|}\left(x_{3}\right)$. This also implies that there is no cycle $C \in \mathcal{S}$ that enters $G_{x}$ and $s_{i} t_{i} \notin E(C)$, which yields that $b_{2}^{\bullet}(x)=0$.

Suppose next that $c=2$. By the similar argument to the case $c=3$, we have $b_{1}^{\bullet}(x)=1$ if and only if $b_{1}^{\|}\left(x_{1}\right) \wedge b_{1}^{\|}\left(x_{2}\right)=1$ and there is a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ such that $s_{1} t_{1}, s_{2} t_{2} \in E(C)$. We explain how to decide $b_{2}^{\bullet}(x)$. If there is a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ with $s_{1} t_{1} \notin E(C)$ that enters $G_{x}$, then it enters both $G_{x_{1}}$ and $G_{x_{2}}$, and it holds that $s_{2} t_{2} \in E(C)$ because the length of $C$ is at most 4 . Conversely, for a cycle $C_{1} \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x_{1}}$ such that $C_{1}$ enters $G_{x_{1}}$ and $s_{1} t_{1} \notin E\left(C_{1}\right), C_{1}$ also enters $G_{x_{2}}$ and $G_{x}$, and $s_{2} t_{2} \in E\left(C_{1}\right)$ holds. The same argument is applied to a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ with $s_{2} t_{2} \notin E(C)$ that enters $G_{x}$. Thus, we have $b_{2}^{\bullet}(x)=\left(b_{2}^{\|}\left(x_{1}\right) \wedge b_{1}^{\|}\left(x_{2}\right)\right) \vee\left(b_{1}^{\|}\left(x_{1}\right) \wedge b_{2}^{\|}\left(x_{2}\right)\right)$.

Internal $\|$-node. Suppose that $x$ is a $\|$-node with $c$ children $x_{1}, \ldots, x_{c}$. Let $s$ and $t$ be the source and the sink of $G_{x}$, respectively.

To compute $f^{\|}(x)$, we construct an auxiliary graph $A_{x}$ whose vertex set is $\left\{a_{1}, a_{2}, \ldots, a_{c}\right\}$. We associate each child $x_{i}$ of $x$ with a vertex $a_{i}$. Let $i, j \in[c]$ be distinct integers. Suppose that $x_{i}$ and $x_{j}$ are internal nodes of $T$. Then, $A_{x}$ has an edge $a_{i} a_{j}$ if $b_{1}^{\bullet}\left(x_{i}\right) \wedge b_{1}^{\bullet}\left(x_{j}\right)=1$ and there exists a cycle in $\mathcal{L}_{\mathcal{H}}^{x}$ that enters both $G_{x_{i}}$ and $G_{x_{j}}$. Note that such a cycle $C$ satisfies $\left|E(C) \cap E\left(G_{x_{i}}\right)\right|=\left|E(C) \cap E\left(G_{x_{j}}\right)\right|=2$, which means that $C$ must satisfy the case $\left(s_{1}\right)$ for $\bullet$-nodes $x_{i}$ and $x_{j}$. Suppose next that $x_{i}$ is an internal node and $x_{j}$ is a leaf of $T$. In this case, st $\in E\left(G_{x_{j}}\right)$. Then, $A_{x}$ has an edge $a_{i} a_{j}$ if at least one of the following conditions is satisfied:

1. $x_{i}$ has exactly $c$ children with $c \in\{2,3\}, b_{1}^{\bullet}\left(x_{i}\right)=1$, and there exists a cycle $C$ in $\mathcal{L}_{\mathcal{H}}^{x}$ of length $c+1$ that enters both $G_{x_{i}}$ and $G_{x_{j}}$; or
2. $b_{2}^{\bullet}\left(x_{i}\right)=1$.

Note that, in the second case $b_{2}^{\bullet}\left(x_{i}\right)=1$, there is a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x_{i}}$ entering $G_{x_{i}}$ such that $x_{i}$ has a child $y$ with $\left|E(C) \cap E\left(G_{y}\right)\right| \geq 2$. This implies that $C$ has exactly three edges in $G_{x_{i}}$ and hence we have st $\in E(C)$. Also note that there is no case that both $x_{i}$ and $x_{j}$ are leaves because $G$ has no parallel edges. We complete the construction of $A_{x}$.

The intuition of the auxiliary graph $A_{x}$ is as follows. If there is an edge $a_{i} a_{j} \in A_{x}$, then we can further add a cycle $C$ in $G_{x_{i}} \| G_{x_{j}}$ that is edge-disjoint from any cycles in $\bigcup_{h \in[c]} \mathcal{S}_{x_{h}}$. We can simultaneously add such cycles for other edges in $A_{x}$. However, by Lemma 3, we cannot add more than one cycles entering $G_{x_{i}}$.

Thus, in order to add as many such cycles as possible, the corresponding edges must form a matching in $A_{x}$. In fact, the following equality holds.

$$
\begin{equation*}
f^{\|}(x)=\sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right| \tag{1}
\end{equation*}
$$

where $M_{x}^{*}$ be a maximum matching of $A_{x}$. The correctness of Equation (1) will be given in Section 5.2.1.
To compute $b_{j}^{\|}(x)$ for each $j \in\{1,2\}$, we construct additional auxiliary graphs $A_{x}^{1}$ and $A_{x}^{2}$ from $A_{x}$. Let $A_{x}^{1}$ be the graph obtained from $A_{x}$ as follows. We first add a vertex $a^{\prime}$. Then, we add an edge $a^{\prime} a_{i}$ if $x$ has a leaf child $x_{i}$ and there is a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ such that $C$ enters $G_{x}$ and st $\in E(C)$.

Similarly, let $A_{x}^{2}$ be the graph obtained from $A_{x}$ as follows. We first add a vertex $a^{\prime \prime}$. Then, for each $i \in[c]$, we add an edge $a^{\prime \prime} a_{i}$ if $x_{i}$ is an internal node of $T, b_{1}^{\bullet}\left(x_{i}\right)=1$ and there is a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ that enters $G_{x_{i}}$.

Let $M_{x}^{1}$ and $M_{x}^{2}$ be maximum matchings of $A_{x}^{1}$ and $A_{x}^{2}$, respectively. We let $b_{1}^{\|}(x)=1$ if and only if $\left|M_{x}^{1}\right|>\left|M_{x}^{*}\right|$; and $b_{2}^{\|}(x)=1$ if and only if $\left|M_{x}^{2}\right|>\left|M_{x}^{*}\right|$. The correctness of the computation of these truth values will be given in Section 5.2.1.

Finally, we conclude that $f^{\|}(r)$ is the size of a largest solution of $G$.

### 5.2.1 Correctness

Lemma 4. Equation (1) is correct.
Proof. We first show that $f^{\|}(x) \geq \sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right|$. For $i \in[c]$, let $\mathcal{S}_{x_{i}}$ be a mutually edge-disjoint subcollection of $\mathcal{L}_{\mathcal{H}}^{x_{i}}$ such that $\left|\mathcal{S}_{x_{i}}\right|=f^{\bullet}\left(x_{i}\right)$. Recall that each edge $a_{i} a_{j}$ in $M_{x}^{*}$ corresponds to a cycle in $\mathcal{L}_{\mathcal{H}}^{x}$ that enters both $G_{x_{i}}$ and $G_{x_{j}}$ and edge-disjoint from any cycle in $\mathcal{S}_{x_{i}} \cup \mathcal{S}_{x_{j}}$. Let $\mathcal{M}_{x}$ be a subcollection of cycles in $\mathcal{L}_{\mathcal{H}}^{x}$ corresponding to $M_{x}^{*}$. Observe that cycles in $\mathcal{M}_{x}$ are mutually edge-disjoint because $M_{x}^{*}$ is a matching of $A_{x}$. Therefore, $\left(\bigcup_{i \in[c]} \mathcal{S}_{x_{i}}\right) \cup \mathcal{M}_{x}$ is mutually edge-disjoint, and hence we have $f^{\|}(x) \geq \sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right|$.

We next show that $f^{\|}(x) \leq \sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right|$. Suppose that $\mathcal{S}_{x}$ is a mutually edge-disjoint subcollection of $\mathcal{L}_{\mathcal{H}}^{x}$ such that $\left|\mathcal{S}_{x}\right|=f^{\|}(x)$. Consider a cycle $C$ in $\mathcal{S}_{x}$ entering both $G_{x_{i}}$ and $G_{x_{j}}$ such that $x_{i}$ and $x_{j}$ are internal nodes of $T$. If $a_{i} a_{j} \notin E\left(A_{x}\right)$, then it holds that $b_{1}^{\bullet}\left(x_{i}\right) \wedge b_{1}^{\bullet}\left(x_{j}\right)=0$. Without loss of generality, assume that $b_{1}^{\bullet}\left(x_{i}\right)=0$. Let $\mathcal{S}_{x_{i}}=\mathcal{S}_{x} \cap \mathcal{L}_{\mathcal{H}}^{x_{i}}$. Observe that $\left|\mathcal{S}_{x_{i}}\right|-1 \leq f^{\bullet}\left(x_{i}\right)$ as otherwise, the fact that the cycle $C$ is edge-disjoint from any cycles in $\mathcal{S}_{x_{i}}$ implies that $b_{1}^{\bullet}\left(x_{i}\right)=1$. Then, we can replace $\mathcal{S}_{x_{i}} \cup\{C\}$ with an edge-disjoint subcollection $\mathcal{S}_{x_{i}}^{\prime}$ with $\left|\mathcal{S}_{x_{i}}^{\prime}\right|=f^{\bullet}\left(x_{i}\right)$ in $\mathcal{S}_{x}$ (i.e., $\mathcal{S}_{x}:=\left(\mathcal{S}_{x} \backslash\left(\mathcal{S}_{x_{i}} \cup\{C\}\right) \cup \mathcal{S}_{x_{i}}^{\prime}\right)$. The same argument is applicable to the case where one of $x_{i}$ and $x_{j}$ is a leaf of $T$. Applying the above replacement exhaustively, we eventually obtain a mutually edge-disjoint subcollection $\mathcal{S}_{x}^{*} \subseteq \mathcal{L}_{\mathcal{H}}^{x}$ with $\left|\mathcal{S}_{x}^{*}\right|=f^{\|}(x)$ that satisfied the following condition: For each cycle $C$ in $\mathcal{S}_{x}^{*}$ that enters both $G_{x_{i}}$ and $G_{x_{j}}$ for distinct $i, j \in[c]$, $A_{x}$ has an edge $a_{i} a_{j}$. We denote by $\mathcal{C} \subseteq \mathcal{S}_{x}^{*}$ the set of cycles, each of which enters $G_{x_{i}}$ and $G_{x_{j}}$ for distinct $i, j \in[c]$. Let $M$ be the subset of $E\left(A_{x}\right)$ corresponding to $\mathcal{C}$. Then, $M$ forms a matching of $A_{x}$; otherwise, there are two edge-disjoint cycles that enter $G_{x_{i}}$ for some $i \in[c]$, which contradicts Lemma 3. Denote $\mathcal{S}_{x_{i}}^{*}=\mathcal{S}_{x}^{*} \cap \mathcal{L}_{\mathcal{H}}^{x_{i}}$ for each $i \in[c]$. Obviously, it holds that $\left|\mathcal{S}_{x_{i}}^{*}\right| \leq f^{\bullet}\left(x_{i}\right)$. Since $\mathcal{S}_{x}^{*}=\left(\bigcup_{i \in[c]} \mathcal{S}_{x_{i}}^{*}\right) \cup \mathcal{C}$, we thus have $f^{\|}(x) \leq \sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+|M| \leq \sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right|$ as $M_{x}^{*}$ is a maximum matching of $A_{x}$. This completes the proof of Lemma 4.

Lemma 5. Let $M_{x}^{1}$ and $M_{x}^{2}$ denote maximum matchings of $A_{x}^{1}$ and $A_{x}^{2}$, respectively. Then, $b_{1}^{\|}(x)=1$ if and only if $\left|M_{x}^{1}\right|>\left|M_{x}^{*}\right|$; and $b_{2}^{\|}(x)=1$ if and only if $\left|M_{x}^{2}\right|>\left|M_{x}^{*}\right|$.

Proof. We prove the former claim of the lemma. Suppose that $b_{1}^{\|}(x)=1$. From the definition of $b_{1}^{\|}(x)$, there exists a mutually edge-disjoint subcollection $\mathcal{S}_{x}^{\prime}$ of $\mathcal{L}_{\mathcal{H}}^{x}$ with $\left|\mathcal{S}_{x}^{\prime}\right|=f^{\|}(x)$ and a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ with $s t \in E(C)$ that is edge-disjoint from any cycle in $\mathcal{S}_{x}^{\prime}$. Then, we can construct a matching $M$ of $A_{x}$ corresponding to a maximum subcollection $\mathcal{C} \subseteq \mathcal{S}_{x}^{\prime}$ such that each cycle in $\mathcal{C}$ enters $G_{x_{i}}$ and $G_{x_{j}}$ for some $i, j \in[c]$. By Lemma 3, such a subcollection $\mathcal{C}$ is uniquely determined. As $M_{x}^{*}$ is a maximum matching of
$A_{x}$, we have $|M| \leq\left|M_{x}^{*}\right|$. We now claim that $|M|=\left|M_{x}^{*}\right|$. Suppose to the contrary that $|M|<\left|M_{x}^{*}\right|$. Denote $\mathcal{S}_{x_{i}}^{\prime}=\mathcal{S}_{x}^{\prime} \cap \mathcal{L}_{\mathcal{H}}^{x_{i}}$ for each $i \in[c]$. Since $\mathcal{S}_{x}^{\prime}=\left(\bigcup_{i \in[c]} \mathcal{S}_{x_{i}}^{\prime}\right) \cup \mathcal{C}$, we have $\left|\mathcal{S}_{x}^{\prime}\right|=\left(\sum_{i \in[c]}\left|\mathcal{S}_{x_{i}}^{\prime}\right|\right)+|M|$. Combined with the facts $f^{\|}(x)=\sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right|,|M|<\left|M_{x}^{*}\right|$, and $\left|\mathcal{S}_{x}^{\prime}\right|=f^{\|}(x)$, we can observe that there exists $p \in[c]$ such that $\left|\mathcal{S}_{x_{p}}^{\prime}\right|>f^{\bullet}\left(x_{p}\right)$, which contradicts the definition of $f^{\bullet}\left(x_{p}\right)$. Thus, we have $|M|=\left|M_{x}^{*}\right|$.

Let $x_{i}$ be the child of $x$ corresponding to the edge st. Since st $\in E(C)$ and $C$ is edge-disjoint from any cycles in $\mathcal{S}_{x}^{\prime}$, every edge in $M$ is not incident to $a_{i}$. Thus, $M \cup\left\{a^{\prime} a_{i}\right\}$ forms a matching of $A_{x}^{1}$. As $|M|=\left|M_{x}^{*}\right|$, we have $\left|M_{x}^{1}\right| \geq\left|M \cup\left\{a^{\prime} a_{p}\right\}\right|>|M|=\left|M_{x}^{*}\right|$.

Conversely, suppose that $\left|M_{x}^{1}\right|>\left|M_{x}^{*}\right|$. This implies that there is an edge $e \in M_{x}^{1}$ incident to $a^{\prime}$. Let $C$ be the cycle in $\mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ corresponding to $e$. As in the proof of Lemma 4, we can construct a mutually edge-disjoint subcollection $\mathcal{S}_{x}^{\prime}$ of $\mathcal{L}_{\mathcal{H}}^{x}$ such that $\left|\mathcal{S}_{x}^{\prime}\right|=\sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{1} \backslash\{e\}\right|$. Since $\left|M_{x}^{1} \backslash\{e\}\right|=\left|M_{x}^{1}\right|-1 \geq\left|M_{x}^{*}\right|$, we have $\left|\mathcal{S}_{x}^{\prime}\right| \geq \sum_{i \in[c]} f^{\bullet}\left(x_{i}\right)+\left|M_{x}^{*}\right|=f^{\|}(x)$. It clearly holds that $\left|\mathcal{S}_{x}^{\prime}\right| \leq f^{\|}(x)$, and hence we have $\left|\mathcal{S}_{x}^{\prime}\right|=f^{\|}(x)$. Moreover, every subgraph in $\mathcal{S}_{x}^{\prime}$ and $C$ are edge-disjoint. Therefore, we have $b_{1}^{\|}(x)=1$.

The latter claim can be proved in the similar way, which completes the proof of Lemma 5 .

### 5.2.2 Running time

Let $n$ and $m$ be the number of vertices and edges of a given series-parallel graph $G$, respectively, and let $\mathcal{L}_{\mathcal{H}}$ be a collection of cycles in $G$ of length at most 4. As noted at the beginning of Section 5.2, our algorithm is applied to each of $\beta^{*}$ biconnected components $G_{1}, G_{2}, \ldots, G_{\beta^{*}}$ of $G$. We can enumerate biconnected components of $G$ in $O(n+m)$ time [20] and partition $\mathcal{L}_{\mathcal{H}}$ into $\mathcal{L}_{\mathcal{H}}^{1}, \mathcal{L}_{\mathcal{H}}^{2}, \ldots, \mathcal{L}_{\mathcal{H}}^{\beta^{*}}$ so that $\mathcal{L}_{\mathcal{H}}^{\beta}$ is the subcollection of $\mathcal{L}_{\mathcal{H}}$ consisting of all cycles in $G_{\beta}$ for each $\beta \in\left[\beta^{*}\right]$ in $O\left(\left|\mathcal{L}_{\mathcal{H}}\right|\right)$ time.

For $\beta \in\left[\beta^{*}\right]$, we denote by $n_{\beta}$ and $m_{\beta}$ the number of vertices and edges of $G_{\beta}$, respectively. We may assume that edges of $G_{\beta}$ are labeled distinct integers $1,2, \ldots, m_{\beta}$. Each cycle $C$ of $G_{\beta}$ with $h$ edges produces a word $x_{1} x_{2} \ldots x_{h}$ such that $x_{i} \in\left[m_{\beta}\right]$ for every $i \in[h]$ and $x_{1}<x_{2}<\cdots<x_{h}$. As a preprocessing, we convert every cycle in $\mathcal{L}_{\mathcal{H}}^{\beta}$ to a corresponding word, and then lexicographically sort $\mathcal{L}_{\mathcal{H}}^{\beta}$ with radix sort. Since every cycle in $\mathcal{L}_{\mathcal{H}}^{\beta}$ is of length at most 4 , this can be done in $O\left(\left|\mathcal{L}_{\mathcal{H}}^{\beta}\right|+m_{\beta}\right)$ time. Using this data structure, we can check whether given a cycle $C$ is in $\mathcal{L}_{\mathcal{H}}$ in time $O\left(\log \left|\mathcal{L}_{\mathcal{H}}^{\beta}\right|\right)$ with binary search.

After the preprocessing, we construct an (original) decomposition tree of $G_{\beta}$ in $O\left(n_{\beta}\right)$ time [36]. It is not hard to see that the decomposition tree can be modified into a layered decomposition tree $T_{\beta}$ in $O\left(n_{\beta}\right)$ time with depth-first search. Moreover, we record the source and the sink of $G_{x}$ in each node $x$ of $T_{\beta}$.

We bound the running time of our dynamic programming. Obviously, for each leaf $x$ of $T_{\beta}$, we can compute $f^{\bullet}(x), f^{\|}(x), b_{j}^{\bullet}(x)$, and $b_{j}^{\|}(x)$ for each $j \in\{1,2\}$ in $O(1)$ time. Moreover, $f^{\bullet}(x), b_{\mathbf{1}}^{\bullet}(x)$, and $b_{2}^{\bullet}(x)$ are computed in $O(1)$ time for each $\bullet$-node $x$ of $T_{\beta}$.

Consider the case where $x$ is an internal $\|$-node of $T_{\beta}$. Let $c_{x}$ denote the number of children of $x$. Our algorithm first constructs the auxiliary graph $A_{x}$ with the vertex set $\left\{a_{1}, \ldots, a_{c_{x}}\right\}$. Let $i, j \in\left[c_{x}\right]$ be distinct integers. Suppose that $x_{i}$ and $x_{j}$ are internal nodes of $T_{\beta}$. We check whether $b_{1}^{\bullet}\left(x_{i}\right) \wedge b_{\mathbf{1}}^{\bullet}\left(x_{j}\right)=1$ in $O(1)$ time. Moreover, we check whether there exists a cycle $C$ that enters both $G_{x_{i}}$ and $G_{x_{j}}$. In fact, the cycle $C$ is uniquely determined if it exists: each of $G_{x_{i}}$ and $G_{x_{j}}$ is obtained by a series composition of two graphs, meaning that $\left|E(C) \cap E\left(G_{x_{i}}\right)\right|=\left|E(C) \cap E\left(G_{x_{j}}\right)\right|=2$. We can compute such a cycle $C$ in $O(1)$ time by recording the source and the sink of a graph corresponding to each node, while we can decide whether $C \in \mathcal{L}_{\mathcal{H}}^{\beta}$ in $O\left(\log \left|\mathcal{L}_{\mathcal{H}}^{\beta}\right|\right)$ time using the above data structure. As $\left|\mathcal{L}_{\mathcal{H}}^{\beta}\right|$ is bounded by $n_{\beta}^{4}$ above, this can be done in $O\left(\log n_{\beta}\right)$ time, which also decides whether $a_{i} a_{j} \in E\left(A_{x}\right)$ or not. Similarly, for the case where $x_{i}$ is an internal node and $x_{j}$ is a leaf of $T_{\beta}$, we can determine in $O\left(\log n_{\beta}\right)$ time whether $a_{i} a_{j} \in E\left(A_{x}\right)$ or not. Therefore, the construction of $A_{x}$ takes $O\left(c_{x}^{2} \log n_{\beta}\right)$ time.

We then construct graphs $A_{x}^{1}$ and $A_{x}^{2}$ from $A_{x}$ to compute $b_{1}^{\|}(x)$ and $b_{2}^{\|}(x)$. For the graph $A_{x}^{1}$, we need to decide whether $a^{\prime} a_{i} \in E\left(A_{x}^{1}\right)$, where $x_{i}$ for $i \in\left[c_{x}\right]$ is the unique leaf child of $x$ (if it exists). To this end, we construct the collection $\mathcal{C}_{x}^{1}$ of all cycles that enter $G_{x}$ and contain the edge of $G_{x_{i}}$. If $x$ is the root of $T$, then clearly $\mathcal{C}_{x}^{1}=\emptyset$. Otherwise $x$ has the parent $y$ labeled $\bullet$ and $y$ has the parent $z$ labeled $\|$ as the root of $T_{\beta}$ has label $\|$. If $y$ has three children, $\mathcal{C}_{x}^{1}$ can be obtained in $O(1)$ time because a possible cycle contained in $\mathcal{C}_{x}^{1}$ is uniquely determined. Suppose that $y$ has exactly two children and let $x^{\prime}$ be a child of $y$
with $x^{\prime} \neq x$. For any cycle $C \in \mathcal{C}_{x}^{1}$, the following two cases are considered: (i) $C$ shares exactly one edge with $G_{x^{\prime}}$; and (ii) $C$ shares exactly two edges with $G_{x^{\prime}}$. In the case (i), for each child $c_{z}$ of $z$, at most two edges in $G_{c_{z}}$ that can be shared with $C$ are uniquely determined because $c_{z}$ is a leaf of $T_{\beta}$ or labeled $\bullet$. In the case (ii), for each child $c_{y}$ of $y$, exactly two edges in $G_{c_{y}}$ that can be shared with $C$ are uniquely determined and $C$ contains an edge between the source and the sink of $G_{z}$. In both cases, $\mathcal{C}_{x}^{1}$ of size $O\left(n_{\beta}\right)$ can be constructed in $O\left(n_{\beta}\right)$ time. We thus decide in $O\left(n_{\beta} \log n_{\beta}\right)$ time whether there is a cycle $C \in \mathcal{C}_{x}^{1} \cap \mathcal{L}_{\mathcal{H}}^{\beta}$, that is, $a^{\prime} a_{i} \in E\left(A_{x}^{1}\right)$. For the graph $A_{x}^{2}$, we decide whether $a^{\prime \prime} a_{i} \in E\left(A_{x}^{1}\right)$ for each $i \in\left[c_{x}\right]$ such that $x_{i}$ is an internal node of $T_{\beta}$. We check whether $b_{1}^{\bullet}\left(x_{i}\right)=1$, and if so, there exists a cycle $C \in \mathcal{L}_{\mathcal{H}} \backslash \mathcal{L}_{\mathcal{H}}^{x}$ that enters $G_{x_{i}}$. Since $G_{x_{i}}$ shares exactly two edges with $C$, the cycle is uniquely determined for each $i \in\left[c_{x}\right]$ as in the case (ii) above. Thus, $A_{x}^{2}$ is constructed in $O\left(c_{x} \log n_{\beta}\right)$ time. After the construction of $A_{x}, A_{x}^{1}$, and $A_{x}^{2}$, we obtain maximum matchings $M_{x}^{*}, M_{x}^{1}$, and $M_{x}^{2}$ in $O\left(c_{x}^{2.5}\right)$ time, respectively [29]. Therefore, $f^{\|}(x)$ is computed in $O\left(c_{x}^{2} \log n_{\beta}+n_{\beta} \log n_{\beta}+c_{x}^{2.5}\right)$ time for each $\|$-node $x$ of $T$.

In summary, $f^{\|}(r)$ is obtained in time

$$
O\left(m_{\beta}+\left|\mathcal{L}_{\mathcal{H}}^{\beta}\right|+\sum_{x \in V(T)}\left(c_{x}^{2} \log n_{\beta}+n_{\beta} \log n_{\beta}+c_{x}^{2.5}\right)\right) .
$$

Recall that $\sum_{x \in V(T)} c_{x}=O\left(n_{\beta}\right)$ and $m_{\beta}=O\left(n_{\beta}\right)$ hold. Therefore, our algorithm for $G_{\beta}$ runs in $O\left(\left|\mathcal{L}_{\mathcal{H}}^{\beta}\right|+\right.$ $n_{\beta}^{2.5}$ ) time. Since $\sum_{\beta \in\left[\beta^{*}\right]} n_{\beta}=n+b^{*} \leq 2 n$, we conclude that the total running time for a given series-parallel graph $G$ is bounded by $O\left(\left|\mathcal{L}_{\mathcal{H}}\right|+n^{2.5}\right)$. This completes the proof of Theorem 15.
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