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Abstract

Real estate appraisal is a crucial issue for urban applications,
which aims to value the properties on the market. Traditional
methods perform appraisal based on the domain knowledge,
but suffer from the efforts of hand-crafted design. Recently,
several methods have been developed to automatize the valu-
ation process by taking the property trading transaction into
account when estimating the property value. However, ex-
isting methods only consider the real estate itself, ignoring
the relation between the properties. Moreover, naively aggre-
gating the information of neighbors fails to model the re-
lationships between the transactions. To tackle these limita-
tions, we propose a novel Neighbor Relation Graph Learning
Framework (ReGram) by incorporating the relation between
target transaction and surrounding neighbors with the atten-
tion mechanism. To model the influence between communi-
ties, we integrate the environmental information and the past
price of each transaction from other communities. Moreover,
since the target transactions in different regions share some
similarities and differences of characteristics, we introduce a
dynamic adapter to model the different distributions of the
target transactions based on the input-related kernel weights.
Extensive experiments on the real-world dataset with various
scenarios demonstrate that ReGram robustly outperforms the
state-of-the-art methods. Furthermore, comprehensive abla-
tion studies were conducted to examine the effectiveness of
each component in ReGram.

1 Introduction

Property technology (proptech) has developed proprietary
systems by bringing properties and their owners from offline
to online and has stimulated several productive studies for
digital marketing, e.g., virtual tours and online appraisal, es-
pecially due to the COVID-19 situation (Bruvels et al. 2022).
In this paper, we focus on one of the proptech applications,
real estate appraisal, which come to play a vital role, not only
for the society but also for the government, as it reduces the
burden of triad relationships (e.g., buyers, sellers, and own-
ers) when bargaining for the proper value of a property. For
example, real estate appraisal provides an objective price to
prevent buyers from being deliberately sold overpriced prop-
erties by sellers. Furthermore, it also avoids underestimating
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Figure 1: Illustration of a real scenario in Taipei with AVMs
for real estate appraisal.

or overestimating the value of the property, which assists the
owners in more reasonably measuring their assets. On the
other hand, the price of real estate can be viewed as one
of the development metrics in urban areas; thus real estate
appraisal benefits the government in terms of planning ur-
ban development. Therefore, it is essential to develop real
estate appraisal algorithms for eliminating unfair trades and
boosting economic prosperity.

Generally, there are several domains in the real world that
are also tasked with modeling information according to such
geographic location for analysis, e.g., rental pricing (Ye et al.
2018) and traffic forecasting (Lan et al. 2022). A key solu-
tion for taking the surrounding information into account is
to adopt a graph neural network (GNN) (Fig. 1), which has
drawn significant attention due to its capability of modeling
non-Euclidean data like social networks (Sankar et al. 2021)
and financial trading (Cheng et al. 2022; Yin et al. 2022).
In real estate appraisal, the only existing approach exploits
GNN by considering the neighbor information from differ-
ent perspectives and dividing the final prediction as multitask
learning based on the urban district of the target transaction
to model value distribution in different regions (Zhang et al.
2021). Despite the above progress, there are three shortcom-
ings in the previous work. First, there is some irrelevant
information of real estate neighbors (e.g., number of rooms),
which would not directly affect the price per unit area of other
transactions, even if they are close. Therefore, naively fus-
ing whole features of neighbor transactions will hamper the
model performance due to the noise. Second, the values of
the properties are significantly influenced by the geographic
location, which can represent the regional economic situation
of the target transaction. For instance, if a property is located



in a wealthy area, the corresponding value is more likely to
be expensive. However, existing works ignore that the value
of surrounding properties will affect the target transaction,
which neglects the impact of the geographic location. Third,
when sharing some similarities and differences of character-
istics with the transactions in different regions, the existing
works fail to consider that there are few transactions in some
regions (e.g., remote areas), which causes underfitting and
worsens the performance. Therefore, we believe that real es-
tate appraisal with modeling neighbor information is still an
unsolved but essential problem.

To tackle the above challenges, we present a novel Neigh-
bor Relation Graph Learning Framework (ReGram) for real
estate appraisal. For the first issue, we aggregate the rela-
tion between the target transactions and their neighbors by
learning the weighted neighbor relationship. For the second
issue, in order to consider the impact of geographic location,
we introduce a preliminary appraisal of real estate based
on the neighbors’ prices, which provides surrounding price
information for the target property. For the third issue, we
introduce a dynamic adaptor to consider the discrepancies
between each target transaction for modeling the distribution
of the real estate value.

In summary, the main contributions of our paper are as
follows:

1. We propose ReGram, a novel neighbor relation graph
learning framework to appraise real estate by leverag-
ing the neighborhood relations and their corresponding
prices, which can be applied to other geographic urban
applications (e.g., rental pricing and traffic forecasting).

2. Weintroduce a preliminary appraisal of the target transac-
tion based on the neighbors’ prices to provide surround-
ing price information. Moreover, we further propose a
dynamic adaptor to flexibly model the price of target
transactions based on different characteristics.

3. Extensive experiments show that ReGram achieves a
state-of-the-art performance on the real-world real estate
appraisal dataset with various scenarios.

2 Preliminaries

2.1 Related Work

To estimate the value of properties, traditional approaches
conduct the process of valuation based on domain experts
(McCluskey and Borst 1997; Baum et al. 2013), but lack the
ability to appraise automatically. In recent years, several au-
tomated valuation methods (AVMs) have been proposed by
adopting machine learning (Lin and Chen 2011; Ahn et al.
2012; Azimlu, Rahnamayan, and Makrehchi 2021) and deep
learning techniques (Law, Paige, and Russell 2019; Ge et al.
2019) but ignoring spatially proximal real estate (Fu et al.
2014). Besides, several works have utilized artificial neural
networks or big data approach (Ge et al. 2019; Law, Paige,
and Russell 2019; Bin et al. 2019b; Lee, Kim, and Huh
2021) to appraise the real estate. However, most of the previ-
ous works ignored the spatio-temporal dependencies among
real estate transactions. The information of peer-dependency

were utilized with k-nearest neighbors by sampling a fixed
number of similar transactions, and generating sequences
from target transactions and nearby transactions for estimat-
ing the price of real estate (Bin et al. 2019a). Still, the sam-
pling process treated each feature as being equally important,
which causes sampling noise from unrelated features.

Recently, MugRep, which is the only existing method ex-
ploiting GNN in real estate appraisal, was proposed with a
multitask hierarchical graph based framework by construct-
ing the graphs at the transaction level and community level
(Zhang et al. 2021). To predict the value of real estate,
MugRep learned the prediction weights independently by
separating the tasks via urban districts. However, MugRep
hampers the model prediction due to considering irrelevant
information by aggregating all features of neighbors directly,
and fails to take the neighbor transactions’ price into ac-
count, which is critical information to estimate the value of
the target real estate. Moreover, they predict the value based
on district divisions, which ignores the correlation between
each region and is prone to incorrect prediction in regions
with insufficient transactions. Our novel approach, in con-
trast, considers the relation between the target transactions
and their neighbors as a weighted relation representation.
Besides, we integrate the neighbors’ prices to take the sur-
rounding appraisal information of the target property into
account, and dynamically model the distributions based on
the target transactions.

2.2 Definitions of Real Estate Appraisal

Definition 1: Real Estate Transaction. Consider a set of
property trading records as real estate transactions S in
chronological order; a real estate transaction at the #-th trans-
action denotes §; = {s¢, 57} € S where s¢ is the environment
feature and sy is the object feature.

Definition 2: Real Estate Value. Consider a set of property
unit prices as real estate value P in chronological order; a
real estate value at the ¢-th transaction denotes p, € P, where
p; is the value of the real estate transaction.

Definition 3: Target Transaction. Target transaction ;41 =
{5,557, } is the real estate transaction that will be ap-
praised.

Definition 4: Environment Feature. Environment features
represent the surrounding environment information of the
property. In this paper, we denote the Pol (point of interest)
feature, geographic information (longitude, latitude), land
usage and house age as environment features.

Definition 5: Object Feature. Object features represent the
information about the property such as the size of the house,
the number of rooms in the house, and the floor number of
the house, etc.

Definition 6: Pol Feature. Pol features consist of two types
of features. The first is the number of Pol with a Euclidean
distance. For example, there are two schools around Skm
from the property. The other is the minimum distance to
each Pol category. For example, the shortest distance to the
hospital or gas station.

Definition 7: Community. A community is a hyper node
containing multiple transactions that are built in the same
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Figure 2: An overview of the proposed ReGram. The community aggregator encodes the transactions with intra-level and
inter-level communities. The neighbor aggregator considers the neighbor information of the target transaction to generate the
relation representation and preliminary appraisal. The dynamic adaptor generates input-related weights for appraising the real

estate.

region at the same time. In this paper, two transactions belong
to the same community if and only if they meet the following
conditions: (1) The completion dates (month and year) of
construction are the same. (2) The distance between two
transactions is less than 500m (Zhang et al. 2021).

Definition 8: Real Estate Appraisal Problem. Given a tar-
get transaction 41 with its previous transactions Sy.,] and
corresponding unit price Py ], the task is to estimate the
transaction unit price py41.

3 Approach

Figure 2 illustrates an overview of the proposed model.
The graph construction is divided into the transaction-level
subgraph, intra-level community and inter-level community
for modeling various relationships between transactions and
communities. Specifically, we used the transaction-level sub-
graph to model the information of surrounding transactions
with similar geographic locations and property characteris-
tics. On the other hand, we constructed the community-level
subgraph in order to model the information at the higher level
aspect. Furthermore, the community-level subgraph was di-
vided into the intra-level community and inter-level commu-
nity to build the connection from transaction to community
and the relation between communities, respectively. After
the graph construction, real estate transactions were first em-
bedded by the transaction projection to get transaction rep-
resentations. Then we utilized the neighbor aggregator to
produce the relation embedding and a preliminary real estate
value from surrounding neighbor transactions, and adopted
the community aggregator to get the community-level rep-
resentation. Afterwards, the dynamic adaptor generated the
weighted kernels based on the above contexts and appraised
the target transaction.

3.1 Graph Construction

We construct the transaction-level subgraph, intra-level com-
munity, and inter-level community similar to (Zhang et al.
2021). However, previous work heavily relies on plentiful
and various data (e.g., check-in, and user-trip) for construct-
ing the community; thus, it is hard to generalize to differ-
ent situations. Therefore, we introduce the community node
using a simple yet effective method by discussing with do-
main experts, and only used the Pol feature to construct the
community-level subgraph, which demonstrates the robust-
ness shown in the experiments.

Transaction-Level Subgraph. To model the relation be-
tween transactions, we build the transaction-level subgraph,
where each node is a real estate trading transaction. For each
edge, the edge between two nodes needs to satisfy all condi-
tions:

1. Numeric Difference. The distance between two proper-
ties is less than 500m, the trading date difference is no
more than 1 year unless they are both in the same month,
and the difference of house age is less than 10 years.

2. Property Characteristic. The building type and the
property’s main purpose (4 and 1622 types, respectively)
of the two transactions are required to be the same. For
instance, if two properties are both apartment and for
commercial-used, then these properties will satisfy this
condition.

3. Characteristic Indicator. There are also indicators to
characterize the property, including the small house in-
dicator, shop indicator, and first-floor indicator. The two
properties need to have the same indicator results to match
this condition. For example, the two transactions have the
same characteristic indicator if both are small and first-
floor houses but are not shops.

Intra-Level Community. It is expected that surrounding
communities will influence the real-estate transaction. There-
fore, the objective of the intra-level community is to model



the relation between transaction and community, where each
node represents a transaction or a community. We formu-
late the community nodes and construct the relation between
transaction and community according to Def. 7. Besides, we
filter out the transactions for which the trading time is far
from the current target transactions (two months was set in
this paper) to avoid considering irrelevant information to the
current target time.

Inter-Level Community. To model the influence between
communities and the target transaction, we designed an inter-
level community for modeling the relation between commu-
nities, where each node in the inter-level community repre-
sents the community. Specifically, we first averaged the Pol
features of transactions in that community to indicate the
general living environment in that area. Then we iterated all
community pairs, connecting the communities if the 12 dis-
tance of the pair was the top 0.1% smallest of all the pairs
(Zhang et al. 2021).

3.2 Transaction Encoding

To model the contextualized information of transactions, we
first divided the ¢-th transaction features into environment
feature sy (Def. 4) and object feature s? (Def. 5). The envi-
ronment embedding e, was obtained by:

er = We,0(We,s7), (1)

where W,, € R?dm>de and W,, € R9n*2dm are learnable
matrices, and o (-) is the Mish activation function (Misra
2019).

For the object embedding, we first followed the process
of environment embedding to transform the object feature,
and we fused with the environment embedding to obtain
the object embedding o, for considering the interactions be-
tween the property characteristics and the surrounding envi-
ronment:

oy =Wxo(lo; ®e]);0, = Wo,00(Wp,s7), 2)

where W, € Rd"1><‘7lv,W02 € Rmxdm and W, € Rm*2dm
are learnable matrices, and @ is the concatenation operator.
To consider the relation of information and the price of
the transaction, we concatenated the environment embedding
e;, object embedding o,, and its price p; as the transaction
embedding x;:
x; = [e; ® 0; ® py], 3)

where x; € R% and d, = 2d,, + 1. It is noted that we set the
house price of the target transaction as zero since the target
price was the value we wanted to estimate.

3.3 Neighbor Aggregator

The neighbor aggregator aims to consider the relations be-
tween the target transaction and its neighbors with two steps:
relation modeling and relation aggregation.

Relation Modeling. We generated the transaction relation
7(:+1)r by projecting the concatenation of the target transac-
tion embedding x;; and the neighbor transaction embedding

xp, where ¢’ indicates the index of the neighbor transaction
(Def. 1):

ra+lyr = We[xXe © xp], €]

where W, € R9*24x is a learnable kernel weight.

After generating the transaction relation, the attention
mechanism is adopted to characterize the importance of each
neighbor transaction for the target transaction. Specifically,
the i-th head coefficient is computed as follows:

Bl i1y = LeakyReLU(W.,o (r41yr)) (5)

where w, € R is a learnable weight. To extend the
potential important neighbors, we computed the attention

weight a'i 1) with softmax temperature 7t as follows:

i exp(Aer)
X1y = ﬁf » s (6)
t+
ZkeN,, exp(—5—)

where N,y is the set of the target transaction’s neighbor
indexes.

For the multi-head attention, we took the average of all
the attention heads to enhance the capability from different
perspectives:

H
1 .
ety = 27 D Wy (7)
i=1

where H is the number of attention heads.

On the other hand, we propose the delta value to reflect
the potential price difference between neighbor transaction
and target transaction. The computation of the delta value
d(r+1)r 18 as follows:

dirstyr = wao (Fs1)rr) 3

where w; € R4 i5 a learnable weight.
Relation Aggregation. After computing the attention weight
and delta value, the relation aggregation produces a prelim-
inary estimated real estate value and the weighted relation
embedding from nearby neighbors.

Formally, the neighbor’s price is fused with the delta value
and aggregate corresponding importance to generate the pre-
liminary value p:

Di+l = Z G’(z+1)t’(l7t’ +d(t+1)t’)- 9
I/ENH]

On the other hand, the relation embedding is obtained by
aggregating with the attention weights of the neighbors as:

el = Z A (t+1) T (e+1)1 - (10
t'€Nps1
3.4 Community Aggregator

To further consider the information from a higher level per-
spective, we designed a community aggregator to integrate



the representation from neighbor communities. Specifically,
the environmental representation ¥, was computed as:

Xy = [er ® pr], 0y

where %, € R% and dz = d,,, + 1.

In the community aggregator, we calculated the attention
weight a;, for each transaction in the community to quantify
the corresponding impact:

exp(Br)

s = vytanh(Wy, %), @), = c———"— 2
By = v tanh(W,, %), a; Yrec;exp(Br) 2

where W,, € R9n*ds y, e Rdm and C; is the trans-
action set in community j. The community embedding is
computed by aggregating the environmental representation
of each transaction with the attention weight:

w!, | = ReLU(W,, ( Z al i), (13)

I'ECJ‘

where W,,, € R9n*ds is a learnable weight.

Then we propagated the embedding of the target transac-
tion’s community neighbors to the target transaction itself.
Instead of passing through the community of the target trans-
action, we focused on the connection between the target it-
self and the community neighbors to enable the flexibility for
community modeling for the other target transactions in the
same community. Specifically, we calculated the attention
weight for each community to engage with the influential
community for the target transaction based on the concate-
nation of the target transaction’s object embedding 0,4 and

: : i
the community embedding u;_,:

7{+1 = v tanh(We, [0141 ® u{+l]),
exp(y/,,) (14)

Zrene exp(yX,))’

J o
Ay =

where W, € R4m*2dm and vy, € R¥m are learnable
weights, and Ny, is the set of the target transaction’s com-
munity neighbors.

Finally, the neighbor community embedding c;,; was ag-
gregated by the community neighbors:

Civ1 = ReLUWe, ( Y af i), (15)

N,
where W, € R%m*dm ig the learnable weight.

3.5 Dynamic Adaptor

Generally, prices of properties are influenced differently
based on multiple factors. For example, the demand of public
transportation affects the real estate price in metropolitan ar-
eas, while this demand has fewer effects in remote areas since
people mostly drive by themselves. One of the potential solu-
tions is to separate the prediction based on different districts.
However, this ignores the correlation between each region
and is hard to learn for areas with insufficient transactions.
To this end, we propose the dynamic adaptor to adaptively

learn the distribution of different target transactions to predict
the real estate price.

Specifically, multiple learnable kernel weights are de-
signed in the dynamic adaptor and are used to appraise the
target transaction based on the input-generated weighted ker-
nel. To obtain the input-related importance of the kernels,
we used the object embedding 0,1, environment embedding
e:+1, neighbor relation embedding r,,; and neighbor com-
munity embedding ¢4 of the target transaction to generate

. ’ 4d,
the target representation /; | € R

h;+1 = [0741 ® €141 D Fr41 ® Cr41]. (16)

Then we computed the attention weight of the k-th kernel
weight:

Zkl
1+
K exp(—4
+1 = K 1 2

3, exp(Z)
=1

Z£(+1 =wro(Wy, h;+1)’ﬂ (17

where W,, € Rém*4dm v, € R1Xdm and K is the number of
kernels. It is noted that we also applied the softmax temper-
ature to use near-uniform attention in early training epochs,
which can better optimize multiple kernels simultaneously
and avoid focusing on only one kernel before fully training
the kernels.

To generate the input-related weights Wy €
R>@dm+l) b e R for the target transaction, we per-
formed the aggregation of kernels based on these attention
weights:

K K
Win = D xfy Wi, bt = ) wf b, (18)
k=1 k=1
where W, € RIX@dmtD F. e RIX! are learnable kernel
weights of the k-th kernel.

Finally, we adopted linear regression with the weights of
the aggregated kernel, and integrated the concatenation of
the target representation 4/ |, preliminary estimation 4| as
the final representation /;4; to predict the target appraisal
value p;i1:

hiy1 = [h;+1 ® Prs1l, Pre1 = Wt+1ht+1 + ];z+1- (19)

Training Objective. We minimized the mean square error
loss to learn the prediction of real estate:

1 R
Loss = 51 Z (BPrs1 — Pes1)%s (20)

St+1 €S

where S is the set of target transactions and p, is the ground
truth value of the target transaction.

4 Experiments

In the experiment, we aim to study three research questions:
RQ1: How does ReGram perform compared with different
groups of models for real estate appraisal? RQ2: How does
neighbor price affect prediction results? RQ3: How does
each component of ReGram contribute to the effectiveness?



| Train  Validation Test | Total
New Taipei | 89,964 4,349 2,474 | 96,787
Taipei 34,311 1,815 1,176 | 37,302
Taoyuan 61,592 2,074 1,170 | 64,836
Taichung 40,916 1,669 988 43,573

Tainan 17,710 586 423 18,719
Kaohsiung | 38,335 1,875 1,142 | 41,352

Total | 282,828 12,368 7,373 | 302,569

Table 1: The numbers of transactions.

4.1 Experimental Setup

Dataset Description. Since there is no public real estate
transaction dataset, the experiments were conducted on the
collected dataset in Taiwan special municipalities, including
New Taipei, Taipei, Taoyuan, Taichung, Tainan, and Kaohsi-
ung!. We collected the transaction data from Taiwan Real Es-
tate Transaction Website? and the Pol data from E.Sun Bank.
The target transactions in the dataset ranged from 2015/7/1
to 2021/6/30, of which we used 3 months of transactions as
validation data (2021/1 - 2021/3), 3 months of transactions
as testing data (2021/4 - 2021/6), and the others as training
data. Table 1 shows the statistics of the training, validation
and testing transactions.

Implementation Details. We performed standard normal-
ization on numeric data, and used one-hot encoding for cate-
gorical data city by city. For the object feature, the dimension
d,, ranged from 500 to 700, and the dimension of the environ-
ment feature d, was 1750. The hyperparameters were tuned
based on the validation set for each model. The dimensions
of both object embedding and environment embedding d,,
were set to 256, and we set the number of dynamic kernels
K to 8 and the number of attention heads H to 8. Besides, we
took the softmax temperature 7 = 30, and performed batch
normalization (Ioffe and Szegedy 2015) before the attention
calculation in Equations 6 and 17. To learn the weight of
our model, Adam optimizer (Kingma and Ba 2014) was em-
ployed with a learning rate of 0.001 and a batch size of 64
for 50 epochs. The hyperparameters were tuned based on
the validation set and all the experiments were conducted on
a GeForce RTX 2080 Ti 11GB GPU. The best result in the
comparison experiments is in boldface, while the second-best
result is underlined.

Baselines. To evaluate the performance of ReGram, we com-
pared with the following models: The Machine Learning
based methods include (1) LR, (2) KNN, (3) SVR, and (4)
LGBM. The Deep Neural Network based model (DNN)
consists of multilayer perceptrons. The Graph-based Neu-
ral Network (GNN) includes the following (1) The Graph
Convolutional Network (GCN) aggregates the neighbors’
features in equal weight, (2) the Graph Attention Network
(GAT) aggregates the neighbors’ features in the weight com-

1'We note that both Beijing and Chengdu datasets used in (Zhang
et al. 2021) have not been released; thus, we could not test our model
on them.

2https://lvr.land.moi.gov.tw/

puted by node features, (3) MugRep is the state-of-the-art
model in the real estate appraisal with a transaction mod-
ule and a hierarchical community module in the multitask
learning manner. For fair comparisons, the embedding by
our transaction projection without the price information was
also used in DNN, GCN, GAT, and MugRep. For the ma-
chine learning baselines, we report the testing score due to
the non-stochasticity. We trained the model in 5 different
random seeds for the DNN and GNN models. In the experi-
ments, we report the average and standard deviation of these
5 testing scores.

Evaluation Metrics. To evaluate the performance, we used
Mean Absolute Percentage Error (MAPE) following (Zhang
et al. 2021), which can be viewed as the prediction accuracy
of the estimated value3.

4.2 Overall Performance

Performance Comparison. Table 2 reports the experiment
results of our model and baselines, which shows that our
model consistently outperformed other baselines in terms
of MAPE. Specifically, ReGram reached at least 8.8% of
MAPE performance improvement compared to all the base-
lines, which also signifies the importance of the cooperation
of ReGram modules and the price information from other
transactions.

It can be seen that MugRep performed the best among
the graph-based baselines since it utilizes the community-
level information and original transaction feature. However,
the non-graph based methods achieved better performance
compared to the graph-based methods in some municipali-
ties. This indicates that naively aggregating the transaction
features also takes some noise into account and degrades the
model performance, while our relation aggregator eliminates
the aggregation issue by considering the relation between
the target transaction and surrounding important neighbors.
Moreover, another reason for inferior performance of Mu-
gRep may be the lack of multi-source data in the dataset,
which also shows the demand for a large variety of data
for MugRep and the robustness of our proposed method. It is
worth noting that KNN achieves competitive performance by
only averaging the price of nearest neighbors. This demon-
strates the importance and necessity of considering the price
information of neighbors, which is also attributed in our
model.

In order to further testify the effect of neighbors’ prices,
we aligned the settings of the graph-based baselines with Re-
Gram by appraising the preliminary value of the target trans-
action by referencing neighbors’ price information (denoted
as + neighbor price). It is observed that MugRep, GAT, and
GCN reach 15%, 5%, and 3% significant MAPE improve-
ment after taking the price information of neighbors into
account, which shows the effectiveness of using neighbors’
prices and generalizability to be applied in any graph-based
model. ReGram still outperforms these models even when

3We also tested the performance with 10% and 20% hit-rates to
test the accuracy of the absolute percentage error less than 10% and
20% respectively in Appendix.



Model/Municipalities ‘ New Taipei Taipei Taoyuan Taichung Tainan Kaohsiung ‘ ‘ Average
LR 98.24 412.06 14.17 15.75 18.98 15.57 95.80
SVR 33.27 23.01 27.69 24.59 27.13 27.46 27.19
KNN 8.67 10.23 10.04 13.14 15.65 11.99 11.62
LGBM 8.37 9.48 10.46 13.16 16.12 10.70 11.38
DNN \ 8.03+0.20 9.16+0.09 9.07+0.24 11.3840.09 17.13+0.16  11.34+0.15 H 11.02+0.16
GCN 28.38+1.19 2591+0.17 26.75+0.37 28.29+1.51 29.77+0.55 27.21+0.89 || 27.72+0.78
GCN + neighbor’s price 26.80+£1.29  25.05+£0.26 26.06+0.30 28.52+1.08 29.15+£0.56 26.46+0.64 || 27.01+£0.69
GAT 10.42+0.09 12.07+0.06 12.68+0.25 13.42+0.17 18.18+0.40 12.28+0.11 13.18+0.18
GAT + neighbor’s price 9.71+0.09 11.56+0.18 11.95+0.15 13.20+£0.14 16.11+0.32 12.52+0.10 12.51+0.16
MugRep 10.86+0.26  11.70+0.15 11.25+£0.28 13.20+0.33 16.83+1.17 12.23+0.43 12.68+0.44
MugRep + neighbor’s price | 7.97+0.14 9.45+0.56 8.86+0.22  11.70+0.15 14.52+0.21 11.79+0.37 10.72+0.28
ReGram (ours) \ 7.15£0.15 8.31+0.06 8.33+0.18  11.24+0.10 14.36x0.39 10.92+0.12 H 10.05+0.17

Table 2: Overall performance in Mean Absolute Percentage Error (MAPE). + neighbor’s price is denoted as appraising the
preliminary value of the target transaction by referencing neighbors’ price information.

Neighbor .

price relation Community Adaptor Average
v Dynamic 10.54+0.21
v v Dynamic 10.12+0.15
GAT v Dynamic 10.68+0.27
v v Dynamic 10.13£0.16
v v Dynamic 10.15+0.15
v v v Single 10.15+0.11
v v v Region 10.35+0.18
v v v Dynamic ||  10.05+0.17

Table 3: Ablation study of ReGram in MAPE.

the neighbors’ price information is considered in the base-
line models, which illustrates the strength of our model’s
robustness.

4.3 Ablation Study

To better understand the contributions of each module, we
replaced the neighbor aggregator with GAT using the same
settings to generate relation embedding. Furthermore, we not
only changed our dynamic adaptor to a single adaptor, which
uses one linear kernel weight to appraise the value for all
the regions, but also applied region-aware multitask learning
based on the district to learn independent adaptors. Table
3 illustrates the results in terms of the average MAPE. We
summarize the observations as follows.

As expected, removing any one component from ReGram
degrades the prediction performance. In addition, it is also
observed that adding the neighbor aggregator boosts the
MAPE performance by 4.6%, which demonstrates the ef-
fectiveness of our relation modeling. Besides, the MAPE
performance is significantly improved by 4% if we only con-
sider either the weighted relation embedding or the price
information (the MAPE is improved from 10.54 to 10.12 and
10.13, respectively). Furthermore, the MAPE performance
results are inferior when applying GAT to model the relation

embedding (the MAPE is degraded from 10.54 to 10.68 com-
pared to ReGram without the neighbor aggregator), which
also implies that directly aggregating the neighbors’ features
introduces some irrelevant noise (e.g., neighbors’ house area,
floor number) which hampers the performance, while our
neighbor aggregator aggregates the relation between target
transactions and their neighbors to alleviate this issue.

When we replaced a single fully connected layer (i.e.,
one kernel) in the final adaptor with a multi-adaptor based
on region-aware separation as in (Zhang et al. 2021), the
MAPE performance relatively deteriorated from 10.15 to
10.35, indicating that a region-aware adaptor is not suitable if
the information is insufficient. However, our dynamic adaptor
with multiple kernels predicting the value of real estate based
on the different transactions again demonstrates the robust
capability.

5 Conclusion

In this paper, we present a neighbor relation graph learning
framework, ReGram, for tackling the challenging real estate
appraisal problem. We constructed the community node from
the transaction data and built the real estate network at the
transaction level and community level to model the relation
between the properties in various aspects. To tackle the issue
of directly aggregating the feature of the neighbors, we pro-
pose the neighbor aggregator to aggregate the information
by modeling the relation between the target transaction and
their neighborhoods, and predict the preliminary value of
real estate. Moreover, we introduce the dynamic adaptor by
adaptively learning the distribution of different target trans-
actions to consider the similarities and discrepancies between
each target transaction. Comprehensive experiments on the
real-world dataset demonstrate the effectiveness of our model
compared to state-of-the-art baselines in different scenarios.
For future research, we aim to explore the model explain-
ability for real estate appraisal, which is an important topic
in financial applications.



ReGram MugRep GAT GCN DNN LGBM | KNN SVR LR
(ours)
New Taipei 76.17+£0.77 57.76£2.10| 59.41+0.90 | 24.90+0.51 | 72.13+0.99| 68.51 68.63 18.55 57.68
Taipei 71.09+1.00 55.48+1.45| 52.36+1.36| 24.66£1.40 | 66.17+0.77 | 61.48 61.90 2491 48.13
Taoyuan 73.25+0.84 58.63+1.40| 49.06+x1.99 | 23.33£1.51 | 68.56+0.79| 57.09 63.16 24.44 47.35
Taichung 58.46x1.11 49.17£2.74 | 49.35+1.17 | 24.86+0.58 | 57.59+0.73 | 46.86 49.80 26.82 38.26
Tainan 43.78+1.04 37.26£5.54 | 32.15+2.15| 19.67%£1.25| 36.97+0.61 | 36.41 43.97 21.28 31.91
Kaohsiung 59.67+0.69 54.19+1.73 | 52.47+0.69 | 24.34+0.75| 57.74+0.80| 59.37 56.74 19.44 42.47
Average | 63.74£0.91 | 52.08+2.49| 49.13+1.38| 23.63+1.00 | 59.86+0.78 | 54.95 | 57.37 | 22.57 44.30
Table 4: Overall performance in terms of a 10% hit-rate.
ReGram MugRep GAT GCN DNN LGBM | KNN SVR LR
(ours)
New Taipei 94.62+0.76 86.27+0.86 | 88.70+0.37 | 45.55+1.69| 93.03£0.41 | 94.26 91.75 37.31 86.18
Taipei 93.10+0.21 85.48+0.93 | 84.61+0.57 | 48.52+0.58 | 92.16+£0.18 | 92.43 88.10 53.23 78.83
Taoyuan 92.60£0.60 85.35+0.58 | 80.92+0.48 | 45.68+0.98 | 91.91+0.37| 87.52 87.52 45.98 80.09
Taichung 86.03+£0.63 80.83%£1.36 | 78.62+0.35| 47.11+x1.62| 85.16+0.37 | 80.26 80.77 49.49 70.45
Tainan 75.32+0.89 68.56+4.15 | 64.26+2.13 | 39.20£1.13 | 66.62+0.84 | 67.85 72.34 42.08 59.10
Kaohsiung 85.66+0.81 82.84£1.71 | 81.42+0.73 | 46.58+0.60 | 83.63+0.98 | 86.34 81.26 4431 73.12
Average || 87.89%0.65 | 81.56+1.60| 79.76+0.77 | 45.44£1.10| 85.42+0.53 | 84.78 | 83.62 | 4540 | 74.63

Table 5: Overall performance in terms of a 20% hit-rate.
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Appendices

A Hyperparameters of Baselines

In this section, we conduct a grid search on the validation
data and list the selected hyperparameters of our baselines.
LGBM. The shared hyperparameters of LGBM are listed as
follows: The boosting method is gbdt. The number of leaves
is 31, the learning rate is 0.1, the number of estimators is
100, and both reg_alpha and reg_lambda are 0. For the other
different hyperparameters, we set max_depth in Taoyuan as
11 and all the other data as -1. For min_split_gain, we set
Taipei and Tainan as 0.05, New Taipei as 0.07, Taoyuan as
0.02, and all the others as 0.

SVR. The kernel in SVR is rbf, and we set tol (tolerance for
stopping criterion) as 0.001, C (aregularization parameter) as
2 and shrinking to true value. For the other hyperparameters,
we set epsilon as 0.1 for all the data. And for hyperparameter
gamma, we set New Taipei and Taoyuan as “scale”, and the
other data as “auto”.

KNN. The number of neighbors to calculate the price of the
target transaction of New Taipei is 5, Taipei is 3, Taoyuan is
4, Taichung is 9, Tainan is 8, and Kaohsiung is 7.

DNN and GNN. For DNN, GCN, GAT and MugRep, we
set the dimension of object and environment embedding,
learning rate, batch size and training epochs as the setting of
ReGram. Additionally, for GAT, we set the number of heads
as 8. For MugRep, we also set the dimension of all the other
embedding in MugRep as 256.

B Implementation Environment

In this paper, all the experiments were conducted on a ma-
chine with Intel Xeon Silver 4110 CPU 2.1GHz, GeForce
RTX2080Ti 11GB GPU, and 252GB RAM in Ubuntu 18.04.

C Opverall Performance with Hit-Rate

Table 4 and Table 5 report the overall performance of ReGram
and our baselines with 10% hit-rate and 20% hit-rate. It is also
obvious that ReGram steadily outperforms other baselines in
all the metrics on the average scores, which also demonstrates
the effectiveness of our model.

D Case Study: Why Consider Neighbors?

When executing a real estate transaction, buyers, sellers, and
owners tend to consider information about the surroundings
to investigate whether the target price is reasonable. In gen-
eral, characteristics of neighbors are one of the important
factors to appraise real estate (Nadai and Lepri 2018). In this
case, we aim to study the relations of geographic locations



Target Transaction
30y, 7F, 109 m2, T dist.,
Pol ..., $3.9K / m?

Neighbor B
36y, 6F, 37 m2, T dist.,
POI ..., $3.8K / m?

Non-neighbor D
35y, 5F, 25 m2,T dist.,
Pol ..., $5.6K / m?

Non-neighbor E
32y, 4F, 62 m2,T dist.,
Pol ..., $5.0K / m?

Neighbor A
32y, 4F, 142 m?, T dist,,
Pol ..., $4.3K / m?

Neighbor C
34y, 12F, 94 m2, T dist.,
Pol ..., $4.9K / m?

Figure 3: A scenario of the target transaction (black) and its
neighbors (gray) and non-neighbors (blue) in Taipei.

and surrounding information between the target transaction
and its neighbors. Figure 3 shows a target transaction and cor-
responding neighbors and non-neighbors in Taipei, which is
the newest building compared with its neighbors. The house
areas of Neighbor A and Neighbor C are larger than that
of the target transaction, and Neighbor B, Non-neighbor D,
and Non-neighbor E are smaller. All of the houses in this
case are aged between 30 and 36 years. Our ReGram ap-
praises this target transaction with $4.0K /m?, while the DNN
model without considering neighbor information estimates
$4.3K /m?, which might be because its characteristics make
it more likely to appraise a higher price. However, it can be
observed that neighbors’ factors imply the situations in this
area, e.g., the possible price range. We note that although fea-
tures of non-neighbors D and E are also similar to the target
transaction but have higher prices, they are excluded due to
the distance constraints of distances. This case demonstrates
a scenario of the reason to consider neighbor information to
appraise real estate, and our model is capable of providing
objective appraisal between triad relationships to bargain for
the proper value of the property.
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