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Abstract. Most existing personalized federated learning approaches are based
on intricate designs, which often require complex implementation and tuning.
In order to address this limitation, we propose a simple yet effective person-
alized federated learning framework. Specifically, during each communication
round, we group clients into multiple clusters based on their model training sta-
tus and data distribution on the server side. We then consider each cluster center
as a node equipped with model parameters and construct a graph that connects
these nodes using weighted edges. Additionally, we update the model parameters
at each node by propagating information across the entire graph. Subsequently,
we design a precise personalized model distribution strategy to allow clients to
obtain the most suitable model from the server side. We conduct experiments
on three image benchmark datasets and create synthetic structured datasets with
three types of typologies. Experimental results demonstrate the effectiveness of
the proposed FEDCEDAR.
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1 Introduction

Federated learning (FL) [18] enables different data holders to cooperatively train ma-
chine learning models without sharing data. However, data heterogeneity poses a sig-
nificant challenge in FL. To tackle this issue, personalized FL (PFL) has been proposed.
Among the various research tracks in PFL, local model personalization through param-
eter decoupling [21] and clustering [} 27]] have been explored. Parameter decoupling-
based PFL has several drawbacks: (1) It demands intensive computational resources
and is complex to implement. (2) It encounters the challenge of dividing the private
or federated parameters [1]. In contrast, clustering-based approaches do not have such
additional requirements or limitations. However, existing clustering-based approaches
overlook the hidden relations between clusters and may require additional designs to
handle the intricate mechanism [2], which complicates implementation and deploy-
ment on other frameworks. Consequently, a challenging yet practical question arises:
Is it possible to design a simple yet effective PFL framework that can address the data
heterogeneity problem while considering the capture of hidden relations across clients?

* This work was done when Jiagi Wang interned at Visa.
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To address this question, we encounter several non-trivial challenges: C1: Hid-
den relation capturing. In real-world applications, there may exist a physical topol-
ogy among clients. Utilizing this topology effectively would contribute to local model
updating. However, clients are unable to share data or access global topology informa-
tion. Accurately capturing the hidden relations among clients becomes a challenging
task. C2: Clustering-based knowledge sharing. In FL frameworks, a random subset
of clients participates in iterative model learning. Learning client-level hidden relations
can be inefficient. Also, propagating under-trained models among all clients can lead
to failure in FL model training. Clustering approaches allow similar clients to cooper-
ate, which helps avoid such issues. However, most research focuses solely on gathering
knowledge within clusters, disregarding information across multiple clusters. Extract-
ing appropriate knowledge to facilitate model updates across all clusters becomes an
urgent matter to address. C3: Fitted model acquisition. Distributing the most fitting
models back to clients as their initialization in the next communication round is not
trivial. Designing an accurate model distribution strategy is crucial to maintain and in-
herit the benefits of iterative training, maximizing the utilization of model updates and
effectively supporting model training in subsequent rounds. Moreover, the proposed ap-
proach should be easy to implement without requiring specific or complicated tuning.

To address all the aforementioned challenges, we propose a simple yet effective
personalized federated learning framework, denoted as FEDCEDAR. The framework is
shown in Figure [[] In our approach, we first perform local model training using the
respective client’s data and upload the model parameters to the server. On the server
side, we cluster the collected models into different groups based on their parameters.
To enhance our framework, we propose a method incorporating dynamic graph con-
struction and weighted knowledge propagation. Each cluster center is treated as a node
with associated model parameters, and a graph is constructed connecting these nodes
with weighted edges. Subsequently, the model parameters stored at each node are up-
dated across the entire graph by leveraging information from other nodes through the
weighted edges. Throughout the federated learning iterations, the active clients may
vary, causing the clusters and graphs to change dynamically in each communication
round. Finally, we design a simple yet precise personalized model distribution strategy
to maintain the benefits of iterative training and further enhance model personalization.
Depending on whether an active client was selected in the previous update iteration,
we assign either the personalized cluster center models or the aggregated ones to the
clients.

2 Related Work

FL is initially proposed in [18], which proposes a classical algorithm named FedAvg.
Till this research, FL has recently been explored in multiple directions[16} 24} 20, (17,
104 23} 112, 22} 11} [13]. Considering our proposed work, we discuss related works
of model personalization and graph in FL in the following. Personalized Federated
Learning: Personalized FL cares more about each local model’s performance, which is
more sufficient and practical under the non-IID setting. One research track to solve this
problem is named FedAvg+, which focuses on how to balance the global aggregation
and local training[9} |4, [21]]. Besides the research track that we discussed, some research
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Fig. 1: Overview of the proposed FEDCEDAR (K = 4 as an example). Note that clients
selected at time ¢ may be different from those that are selected at time ¢ 4 1. Condition
1 means that the clients are selected at time ¢ as well as (¢ + 1), and Condition 2 means
that the clients are not selected at time ¢.

works focus on parameter decoupling [21]] and clustering [S}[27] to conduct local model
personalization in FL. However, all discussed personalization FL works ignore the hid-
den relations between the clients or the clusters. Graph in Federated Learning: Most
research works, which get the graph involved in FL, focus on training GNN (Graph
Neural Network) models with graph structure data distributedly[26, 6, 28, [7, [15]]. In
a recent work [3]], authors treat each local client as a node to conduct GCN learning
at the server. But the number of models maintained at the server is the same as the
client number, which would take intensive computation resources. Besides that, the ad-
jacency matrix is required to be known or learned in their proposed work, which affects
its practicability.

3 Methodology

3.1 Model Overview

Figure [I] shows the overview of the proposed framework, which consists of two main
modules, i.e., local update and server update. In the local update step, we first train a
local model w,, with local data D,,, where D,, = {(z,y)} szni and H,, is the number
of data examples at client n. Specifically, we use the cross entropy (CE) loss to train
w,, as follows: £, = CE (f (x";w,),y"), where f(-;-) represents the neural net-
work, x" represents the client data representations, and y™ is the corresponding label
vector. Following the training procedure of general federated learning models such as
FedAvg [18]], a small subset of clients with size B will be randomly selected to conduct
the local model learning at the ¢-th communication round. The outputs from the local
client update are a set of trained model parameters {w, 1, w; 2, -, w; g}, which will
be uploaded to the server for the server update.
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There are four critical components including client model clustering, dynamic graph
construction, knowledge propagation, and precise personalized model distribution. Af-
ter receiving {w; 1, W2, -, W g}, FEDCEDAR will conduct the client model clus-
tering using the K-means algorithm, i.e., dividing the B uploaded clients into K clus-
ters, where K is the predefined number of clusters. The outputs of this step are a set
of cluster centers V; = {wit7 w;t, e ,wft}, where W’;,t denotes the center of the
k-th cluster at the ¢-th communication round. In the dynamic graph construction step,
FEDCEDAR treats each cluster center as a node and constructs a dynamic weighted
graph G, = V4, &, Re), where & C V; x V), is the set of edges between nodes, and
R, is the set of weights on edges. FEDCEDAR then executes the knowledge propa-
gation step across the whole graph G; to update node representations, i.e., model per-
sonalization learning. Finally, FEDCEDAR distributes the learned personalized models
{v‘vi,l, W2, ,v“vft} back to the corresponding clients with the precise model dis-
tribution sfrategy. Next, we describe the details of the four components in the server
update step.

3.2 Client Model Clustering

At the ¢-th communication round, the B selected clients will upload their models
{w¢1, -+ ,w; g} to the server. These models will be grouped into K clusters using
K-means [14]][5] by optimizing the following loss function:

), (1)

Ji = Z Z‘Sﬁb(HW?t — Witp

k=1 1

K B
=1 b=

where ||w¥ , — wy 4]|? is the Euclidean distance between the k-th center w% , and the
client model wy p. 55’ , is the indicator. If the b-th client belongs to the k-th cluster,
then 6§ » = 1. Otherwise, 55 » = 0. Note that for each communication round ¢, we will
generate a new set of K cluster centers {w} ,,--- ,wl}.

3.3 Dynamic Weighted Graph Construction

The clustering process helps local clients with similar data distributions or character-
istics to aggregate together based on their model parameters. However, simply utiliz-
ing the results of the clustering algorithm to conduct the personalization in FL [27, |5]]
has several limitations. On the one hand, the cluster centers {w;t, EE ,wft} are ob-
tained by averaging the client parameters within each cluster. In other words, the per-
sonalization information is only from the clients within each cluster by modeling the
inner-cluster characteristics, which ignores that between clusters. On the other hand,
the performance of existing clustering approaches is mainly determined by the quality
of the cluster assignment. One low-quality cluster may lead to slow convergence and
poor overall performance. When modeling the relations between clusters, high-quality
information can flow to other clusters, which may neutralize the negative effect of low-
quality clusters. Thus, it is essential to model the hidden relations between clusters.
Towards this end, we build a dynamic weighted graph to capture the hidden re-
lations between the local models to enhance the mode updates further. However, it is
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highly non-trivial to design a novel mechanism satisfying the following conditions and
requirements. First, in the FL setting, it would be better not to increase the network
transmission load due to the constraints of communication cost. Second, in a typical FL
framework, we randomly sample clients at each communication round, which means
different batches of clients contribute to the updates. Then the center model w¥ , in each
cluster carries different information with huge differences. How to leverage the itera-
tive heterogeneous knowledge appropriately is a challenge. FedAvg-based aggregation
approach [18]] enables rough information sharing by obtaining one global model, which
cannot handle the data or model heterogeneity. Thus, solving such challenges requires
a more reliable and convincing aggregation strategy to maintain the personalization
property for each local client.

Specifically, we use G; = (V;,&,R:) to denote a graph, where V; =
{Wi,t, e ,Wft} is the node set, and each node corresponds to a cluster. & C V, x V,

is the set of edges, where any pair of nodes exists an edge with a corresponding weight.
'Ry is the set of edge weights. The weight is defined as the normalized cosine similarity
between two cluster centers w?, , and w7, ;, where ZJK: it =1

3.4 Knowledge Propagation and Aggregation
After we build the graph with the weighted edges, we are able to reveal and describe the
hidden relations between cluster centers corresponding to a set of model parameters.
The next question is how we could utilize the connection to help the model update
across the graph appropriately. To answer this question, we design an effective approach
to enable the model parameters saved at each node to gather information from other
nodes for knowledge propagation across the whole graph.

Mathematically, given a constructed graph G; = (V, &, R,), for Vk € K, we
update the center in a weighted sum way as follows:

k<—i4—j<—--4—usz(# path= P)

where g is the function to conduct the knowledge propagation with the updated model

. . .P—1 .
parameters, and P denotes the times we repeat the propagation process. w.;  is the
updated model parameter of node 7 after P — 1 rounds of propagation and aggregation,
ry,; 1s the weight between node k and . When P = 1, wj? = w;,, which is the
output from Section 3.3. After this procedure, we have a set of new models named
{VAV;’t, vAvit, e ,wg{t} with the weighted information from in-cluster clients and out-
of-cluster nodes.

3.5 Precise Personalized Model Distribution

After we get K customized models at the server side, it is challenging to select and dis-
tribute the most fitted model to each individual active client to achieve the optimal local



6 Authors Suppressed Due to Excessive Length

personalization performance at the next communication round. There are two reasons:
(1) To simulate the real-world scenario, we randomly sample clients at each communi-
cation round with the sample ratio ~. In this case, each sampled client set could vary a
lot. (2) We still expect to maintain the model generalization and personalization with the
benefit of the iterative training mechanism in FL. To solve the above challenges, after
obtaining {vAv;t7 Wit, -+, WK}, we design a precise personalized model distribution
strategy. '

Specifically, we need to consider two conditions with respect to the client sampling
at two consecutive communication rounds ¢ — 1 and ¢. Correspondingly, there are sam-
pled client set named C;_; and C, at time ¢ — 1 and ¢, respectively. Given C;_; and
C;, for client n at communication round ¢, different model distribution strategies are
implemented under the following two conditions:

— Condition 1: if n € C* = C;_1NC; (intersection set) at time t, we trace back to the
cluster k, to which client n belongs at time ¢ — 1. Then we distribute model W%,
to client n as the model initialization at time ¢; '

— Condition 2: if n € C' = C; — C;_1 (difference set) at time ¢t — 1, we distribute
(Ws,t—1) to client n as the initial model parameters, where (W ;_1) is calcualted
as follows: (W —1) = (WL, | + W2, |+ +WE_)).

4 Experiment

4.1 Experiment Setup

Dataset Preparation We conduct experiments for the image classification task on
MNIST, SVHN, and CIFAR-10 datasets in both IID and non-IID data distribution
settings, respectively. We split the training datasets into 80% for training and 20% for
testing. For the IID setting, the training and testing datasets are both randomly sampled.
For the non-IID setting, we divide the training dataset following the approach used in
[3] and set the shard = 2, which is an extreme non-IID setting. To test the personaliza-
tion effectiveness, we sample the testing dataset following the label distribution as the
training dataset.

Baselines The proposed FEDCEDAR is a personalized federated learning algorithm. To
achieve personalization, we adopt the clustering technique and construct dynamically
weighted graphs. To fairly evaluate the proposed FEDCEDAR, we use the following
baselines: (1) Classical FL Models: FedAvg [18] and FedProx [9]; (2) Personalized
FL Models: pFedMe [21] and pFedBayes [29]; (3) Graph-based FL Model: SFL [3];
(4) Clustering-based FL Models: IFCA [5] and FedSem[27]].

Implementation Details In our experiments, we leverage convolutional neural net-
works (CNNs) as our basic models for the three image datasets. For the MNIST and
SVHN datasets, the network structure consists of three convolutional layers and two
fully-connected layers. For the CIFAR-10 dataset, we have six convolutional layers and
two fully-connected layers. All the baselines and FEDCEDAR use the same networks to
keep the comparison fair. Following [25], the total client number is N = 100, and the



Title Suppressed Due to Excessive Length 7

Table 1: Performance comparison with baselines.

Catesor Dataset MNIST SVHN CIFAR-10
gory Setting IID nonID 1D non-lID D non-IID
. FedAvg  |96.77% 91.02% 82.65% 81.04% 68.93% 59.85%
Classical

FedProx 97.87% 93.98% 83.09% 82.68% 71.07% 64.07%

Per-FedAvg |(96.57% 93.56% 87.74% 87.09% 71.32% 75.56%
Personalization|pFedMe 96.90% 93.10% 87.79% 86.37% 73.92% 77.21%
pFedBayes (97.23% 92.08% 90.69% 88.03% 80.45% 79.05%

Graph |SFL 196.88% 93.10% 86.97% 86.15% 79.92% 75.44%
Cluster IFCA 97.96% 92.09% 84.44% 83.26% 79.21% 73.08%

. FedSem  |96.52% 93.05% 84.75% 84.96% 79.87% 71.22%
Ours |FEDCEDAR|97.90% 95.96% 91.19% 88.76% 82.80% 81.53%

active client ratio in each communication round is 30%. The total communication round
between the server and local clients is 7" = 100. The local training batch size is 16, the
local training epoch is 5, and the local training learning rate is 0.01. The number of
knowledge propagation P is set to 2. The cluster number K is set to 5. We provide the
hyperparameter study to explore how the key hyperparameters affect the performance
of the proposed FEDCEDAR in the subsection 4.5

4.2 Performance Evaluation

We run each approach three times and report the average accuracy in Table[I] There are
several observations and discussions as below: (1) Overall, our proposed FEDCEDAR
outperforms baselines on MNIST, SVHN, and CIFAR-10 datasets under both IID and
non-IID settings except for the result of IFCA on MNIST under the IID setting. This
is due to the fact that the MNIST dataset under the IID setting is a relatively easy task
where all approaches achieve comparable performance, compared with other datasets
and settings; (2) If we focus on SVHN and CIFAR-10, we find that the advantage of
our algorithm is becoming dominant, with the dataset being more complicated under
the non-IID setting. Compared with FedAvg under the non-IID setting, our approach
increases the accuracy rate by 9.53% and 36.22%, respectively. Compared with the best
performance of other algorithms on SVHN (88.03%) and CIFAR-10 (79.05%) under
the non-TID setting, our algorithm boosts the performance to 88.76% (1 0.73%) and
81.53%(1 2.48%), respectively; (3) Among all baselines, pFedBayes performs the best
on both SVHN and CIFAR-10 datasets. pFedBayes is specifically tailored for personal-
ization. However, it requires the exchange of data distribution information between the
clients and the server, which raises concerns about communication costs and privacy
leakage.

4.3 Ablation Study

In this subsection, we conduct the ablation study to investigate the contribution of key
modules in our proposed model FEDCEDAR. We use the following reduced or modified
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models as baselines: AS-1: Without clustering. We treat each client as a node to build
the graph and conduct the knowledge propagation. Compared with [3]], we do not have
the complicated GCN learning process or the optimal global model but distribute its
own model via our precise model distribution strategy. AS-2: Without building a graph
or knowledge propagation. We only conduct client clustering, and other modules are
kept. Different from [5]], we only conduct one clustering process rather than an iterative
optimization to estimate the cluster identities. AS-3: Wthout precise personalized model
distribution. After conducting dynamic graph construction and knowledge propagation,
we aggregate the models from each node into one single model and distribute it back to
the clients.
Table [2| shows the experimental re-

sults, where we can observe that reducing Table 2: Ablation study.
one or more key modules in FEDCEDAR
leads to performance degradation. There Dataset | MNIST SVHN CIFAR-10
. . . i D nonD 1D nondID 1D non-liD

are several observations and discussions ~ Sin¢ | fon fon fon

below: (1) Th : dwith %) 96.79% 92.16% 82.66% 82.11% 70.10% 72.96%
as below: (1) The results compared wit AS-2 96.80% 92.53% 82.71% 81.39% 70.45% 69.15%
AS-1 show that treating each client as a AS-3 97.04% 92.01% 83.66% 81.05% 71.08% 65.37%

node in the graph may not be able to ex-  FEPCEDAR[97.90% 95.96% 91.19% 88.76% 82.80% 81.53%
tract enough supporting knowledge from

other clients. It also shows that the help

of similar clients within one cluster can enhance the model performance; (2) In AS-2,
we construct the clusters and maintain the precise personalized distribution strategy.
The reduction of the performance can tell the effectiveness of utilizing the hidden rela-
tions between each cluster via graph construction and knowledge propagation. It reveals
that the extra weighted knowledge is able to lift the model performance; (3)The perfor-
mance of AS-3 is the worst compared with AS-1 and AS-2. If we directly aggregate all
the models at the nodes into one global model via doing an average, it essentially can
be simplified as FedAvg.

4.4 Case Study

To further explore the effectiveness of the proposed FEDCEDAR, we design a case study
to demonstrate the process of the graph formulation with respect to the communication
round. We are interested in testing if our model is able to capture and reconstruct the
hidden relations between local clients through iterative updates in FEDCEDAR frame-
work.

Structured Data Construction To achieve our target, we structure a synthetic dataset
via MNIST by building known relations between the nodes shown in Figure 2] and the
goal is to test whether our graph construction method has the capability of identifying
these pre-designed relations. For each node in the graph, we have 20 clients equipped
with designed label distributions. If there are common labels among a pair of nodes,
an edge connects them. For example, in Topology 1, label 2 (denoted as L2) is the
common label between node 1 and node 2, so there is an edge connecting the two
nodes. In this case study, we construct three topologies with 3 nodes, 4 nodes, and 5
nodes, respectively.
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Fig. 2: Structured datasets with synthetic topologies.

Periodic Activation Strategy For each node in the graph, we have 20 clients, where
each client has the corresponding labels from the node as we discussed. Given a peri-
odic round set Q, if t € Q, we sample the clients from each node at the activation ratio
~ to formulate the active client set, which guarantees the formulated client set covers
the label information from all the structured nodes in the graph. At other communica-
tion rounds t ¢ Q, we randomly sample B clients from N clients without consider-
ing where the clients come from, where B = N x . Thus, the total number of active
clients is defined in this simulation experiment as follows: if t € Q: C; = Zfil(Si *7);
ift ¢ Q:C;, = B, where S; is the client set at node 4. Later, we track the graph con-
struction performance at the round set Q through the communication rounds compared
with the synthetic topology structure.

Evaluation Metrics We leverage the random index [19] as the evaluation metric to
represent the performance of the constructed clusters across the iterative update pro-
cess. It measures the similarity of the two clustering outcomes by considering all
pairs of samples: it counts pairs that are assigned in the same or different clusters
in the generated and ground-truth clusters [8]. Specifically in our case, given a set
{wl, w2, -, Wk}, assuming we have two partitions A = {4y, A, ..., A.} and
B = {By, Bs, ..., By}, where there are a and b subsets in each partition respectively, we
have: R = (o + 3)/(5) = 2 x (a + B)/K(K — 1), where « and 3 are the number
of agreements between the two partitions that the pairs belong to the same subsets or
different subsets. Intuitively, it tells the occurrence or the probability that the partitions
agree on the data sample pairs. Thus, the score R = 1 means the perfect clustering, and
R = 0 means poor clustering.

Results Analysis We run the case study with
different cluster numbers K = 3,4, and 5.
We choose to activate the targeted clients from
the designed topology every 5 communication
rounds, which means we have 40 data points dur-
ing the total 200 communication rounds (Q =
{5,10,---,200}). To have a better visualization, ' s
we plot the data with the scatter every 2 data
points, which means we totally have 20 markers
along with each line. Fig. 3: Random index.

The results are shown in Figure 3] In the fig-
ure, the black, blue, and red demonstrate the re-
sults with the number of clusters equal to 3, 4, and 5, respectively. When K = 3, which
is Topology 1, we can observe that there is very limited fluctuation at the first initial
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communication rounds. The lowest score is 0.73 and the score converges to 1 after sev-
eral updates. For K = 4, the convergence speed is slower than the setting when K = 3,
but it is close to 1 finally. Besides that, when K = 5, its convergence speed and score
are not as good as when K = 3 or 4. There are several possible reasons: (1) the com-
plexity of the topology will increase the difficulty of generating the correct clusters and
graphs; (2) with more nodes in our setting, there are more labels and clients involved
in the updates, which increases the heterogeneity of the datasets. Generally, we observe
that the random index score under three settings all reach convergence and converge
to a high value, demonstrating the effectiveness and interpretability of our proposed
algorithm.

4.5 Hyperparameter Study

In this subsection, we investigate how the hyperparameters P and K affect the perfor-
mance of FEDCEDAR. P controls how many times we conduct knowledge propagation
across the graph at each communication round in Eq. (Z). K controls the number of
clusters when we group the clients by optimizing Eq. (I). To explore the parameter
sensitivity, we alter P and K as {1,2,3,4,5} and {3,4, 5,6, 7}, respectively.

We report the three-time average experiment re-
sults in Figure[d} For the experiment results on SVHN,
we observe: (1) The highest accuracy is 88.83% ap-
pearing at {P = 2, K = 4}. (2) In general, with the
increase of P, the accuracy shows non-monotonous
behavior by firstly going up and then going down.
For example, given K = 4,5,6, or 7, the best per-
formance appears at the setting with P = 2 or 3. (3)
With the cluster number K becomes larger, appropri-
ate increase of P is able to boost the performance.
Specifically, when the cluster number K increase from
3 to 6, the best performance appears at the point when
P = 1,2 and 3, respectively.

Fig. 4: Hyperparameter study.

5 Conclusion

We design a personalized federated learning frame-

work FEDCEDAR equipped with the functionalities of clustering, dynamic weighted
graph learning, and precise personalized model distribution to solve the data hetero-
geneity challenge. In particular, we build dynamic weighted graphs to conduct model
aggregation and enable clients to obatain models precisely with our designed strategy.
Our proposed FEDCEDAR outperforms state-of-the-art baselines on three datasets for
the image classification task. To our best knowledge, this is the first FL research work
to embed the clustering and dynamic weighted graph construction to explore the hid-
den relations between clients and thus obtain the optimal personalized local models
via precise personalized model distribution strategies. In future works, we would like
to provide theoretical convergence and generality analysis of our model under more
flexible real-world settings.
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