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Abstract. The increasing demand for web-based digital assistants has
given a rapid rise in the interest of the Information Retrieval (IR) com-
munity towards the field of conversational question answering (ConvQA).
However, one of the critical aspects of ConvQA is the effective selection of
conversational history turns to answer the question at hand. The depen-
dency between relevant history selection and correct answer prediction
is an intriguing but under-explored area. The selected relevant context
can better guide the system so as to where exactly in the passage to
look for an answer. Irrelevant context, on the other hand, brings noise to
the system, thereby resulting in a decline in the model’s performance. In
this paper, we propose a framework, DHS-ConvQA (Dynamic History
Selection in Conversational Question Answering), that first generates
the context and question entities for all the history turns, which are then
pruned on the basis of similarity they share in common with the ques-
tion at hand. We also propose an attention-based mechanism to re-rank
the pruned terms based on their calculated weights of how useful they
are in answering the question. In the end, we further aid the model by
highlighting the terms in the re-ranked conversational history using a
binary classification task and keeping the useful terms (predicted as 1)
and ignoring the irrelevant terms (predicted as 0). We demonstrate the
efficacy of our proposed framework with extensive experimental results
on CANARD and QuAC — the two popularly utilized datasets in Con-
vQA. We demonstrate that selecting relevant turns works better than
rewriting the original question. We also investigate how adding the ir-
relevant history turns negatively impacts the model’s performance and
discuss the research challenges that demand more attention from the IR
community.

Keywords: Dialogue systems - Conversational question answering - Nat-
ural language processing - Intelligent agents - Web retrieval

1 Introduction

The long-standing objective of the IR community has been to design intelligent
agents, whether web-based or mobile-based, that can engage in eloquent inter-
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Table 1: An example of information-seeking conversation. The relevant terms in
the conversational history are shown in boldface.

Topic: Jal-The band

ID Conversation

Q1 Who founded Jal?

Al Goher Mumtaz and Atif Aslam.
Q2 Where was Atif Aslam born?
A2 Wazirabad

Q3 When was the band founded?
A3 2002.

Q4 What was their first album?
A4 Aadat.

Q5 When was it released?

action with humans iteratively [IJ2I3]. The IR community has come closer to the
realization of the dream owing to the rapid progress in conversational datasets
and pre-trained language models [3]. These advancements have resulted in the
birth of the field of conversational question answering (ConvQA). ConvQA pro-
vides a simplified but strong setting for conversational search [4] where the user
initiates the conversation with a specific information need in mind. The sys-
tem attempts to find relevant information pertinent to the question at hand
iteratively based on a user’s response or follow-up questions [4/5/6]. When an-
swering the follow-up questions, the model needs to take the previous conversa-
tional turns into account to comprehend the context [7I8]. Selecting the relevant
context that helps the model in building a clear and strong understanding of
the current question is, therefore, a very critical challenge in ConvQA [6IOIT0].
Adding the entire conversational history may bring the noise to the system with
irrelevant context. This hinders the model’s capability to correctly interpret the
context of the conversation [TTJT0], thus resulting in a decline in the accuracy of
the predicted answer.

Limitations of state-of-the-art. The process of selecting the relevant con-
versational turns and predicting the correct answer span is based on a number
of factors. The flow of conversation keeps on changing because of the presence
of dialog features like dialog shift, topic return, drill down, and clarification [12].
Therefore, prepending k& immediate turns, as suggested in [AI3IT4UT5], won’t be
able to capture the gist of what the current question is about. Table [1| shows
an example of a conversational excerpt. Q2 shows a topic shift, whereas, Q3
represents topic return. Q4 and Qb5 are examples of topic drill. The topic of Q4
is related to the band. Adding Q2, which inquires about the singer, to it would
introduce noise within the input.

Another factor is of incomplete or vague follow-up questions that impede the
model from fully interpreting the conversation to be able to select the relevant
conversational turns. The literature [TO/T7UISIT9] suggests the task of question
rewriting (QR) to address the issue where QR refers to rewriting the current
question by adding missing information pieces or resolving co-references, thereby,
making it context-independent [I6]. However, taking questions out of the con-
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versational context results in losing important cues from the conversational flow.
Also, the rewritten questions might be lengthy and verbose which, in turn, adds
difficulty in selecting relevant conversational history [20]. The model requires
the resolution of ‘it’ and information about missing context (i.e., the band) to
extract the correct answer span of Q4 from Table

Approach. We study and propose a framework, DHS-ConvQA (Dynamic
History Selection in Conversational Question Answering), that focuses on se-
lecting the relevant conversational turns by ensuring the changing conversational
flow and incomplete information requirement expressed in the query in view. The
model first generates the context entities and question entities for the entire con-
versational history using distant supervision learning. The context entity refers
to the entity mentioned from the conversational context whereas question entity
is the entity targeted in the current question. Once the entities are generated,
the turns containing non-similar context entities and question entities as com-
pared to the current question are pruned. The remaining conversational turns
are then re-ranked on the basis of their relevance to the current question. Their
relevance is measured via the weightage assigned to them using the history at-
tention mechanism. In the end, to further aid the answer prediction process, we
utilize a binary classification task to highlight the key terms within the conver-
sation history as 1 and 0. This particularly helps the model with the incomplete
questions by providing hints about what the current question is about. We also
compare our proposed framework to the standard question rewriting module to
evaluate its effectiveness.

Contributions: Our main contributions are as the following;:

— We utilize a distant supervision approach to generate context and question
entities for conversational turns. The turns that do not share similar context
and question entities to the current question are pruned. The remaining
turns are then re-ranked on the basis of their relevance to the question.

— We use binary term classification to highlight the important information
from the conversational history. This helps in adding the missing information
to the current incomplete question so that the model gets a better picture
of the conversational flow.

— We demonstrate by our experimental setup that the dynamic history selec-
tion works better than question rewriting and that the presence of negative
samples or irrelevant turns results in a decline in the model’s performance.
We conclude our paper with two possible research challenges for the IR com-
munity.

2 Related Work

2.1 Conversational Question Answering

The field of ConvQA has seen a rapid boom in terms of research works and
development over the past few years mainly because of the increasing demands
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for digital assistants [3I2I]. This development is further supported by the intro-
duction of pre-trained language models and two large-scale ConvQA datasets,
i.e., CoQA [7] and QuaC [8] resulting in many state-of-the-art ConQA models
[A6ITOIT3I222312425/26]. The task of ConQA can be utilized in three settings;
extractive [8l[7], retrieval [27], and knowledge graph-based QA [2829/30/3TI32].
We focus on extractive ConvQA in our paper. The input to any ConvQA model
generally comprises a context passage, conversational history, and current ques-
tion. The way the model selects and represents conversational history has a di-
rect impact on the prediction of the correct answer span. This presents another
research challenge for the IR community.

2.2 History Selection in ConvQA

ConvQA is still in its infancy and has a number of critical challenges that de-
mand attention. One such challenge is the selection of the relevant history turns
and how to utilize them within the framework [6/10]. The approaches within ex-
tractive ConvQA utilize static and dynamic methods to represent conversational
history. In the case of the static history representation methods, the widely used
approach involves prepending k history turns to the current question [7U8JT4].
On the contrary, the dynamic selection can be further categorized as hard his-
tory selection and soft history selection. Hard history selection is a mechanism
to select a subset of question-relevant conversational turns [4J910]. However,
the more pervasive and reliable method is to generate question-aware contex-
tualized representations of the conversational history [226]. The contextualized
representations are, then, passed on to the neural reader to look for the answer
span within the given context passage.

We utilize a combination of the two techniques (i.e., soft and hard history
selection) to filter out the irrelevant turns and utilize only the relevant conver-
sational history within the model.

2.3 Question Rewriting

A popular research direction that aims to address the challenges pertinent to an
incomplete or ambiguous question is question rewriting (QR). The task of QR
is recently adopted in the field of ConvQA to reformulate the ambiguous and
incomplete questions, that relies on the conversational context for their interpre-
tation and generate self-contained questions that can be answered from the given
context [TOIT7ITRIBIBA3536]. However, the task of QR takes the conversational
questions out of the context by transforming them into self-contained questions
which does not fit well with the whole idea of ConvQA setting [37].

3 Methodology

3.1 Task Formulation

We take the traditional setting on ConvQA into consideration wherein a user
instigates the conversation with a specific information need and the system at-
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Fig. 1: In the traditional pipeline approach, a context-independent question
rewrite is generated by the QR module which is then answered by the QA mod-
ule. The illustration of our proposed framework shows the dotted line modules
which aid the respective process and help the model in finding relevant conver-
sational turns that can help predict the correct answer span.

tempts to provide a relevant and accurate answer after each of the user’s ques-
tions [10]. To answer each question, the model needs to refer to the previous con-
versation turns to get the quintessence of the context of the conversation[T0J9)4].
However, not all the previous turns contribute to aiding the model in understand-
ing the current question. Thus, our model follows a four-step process to make
sure that the most relevant terms are selected from the entire conversation and
those selected turns maximize the probability of correct answer prediction by
providing additional cues to the answer prediction module.

More formally, given a context passage C, current question @;, previous his-
tory turns H, the task of our proposed framework is to select the most relevant
history turns H based on different factors such as having similar context and
question entities to the question at hand and the order based on their weigh-
tage which shows their relevance to the question. Once the conversational turns
are selected, we further aid the answer prediction process by highlighting the
relevant terms using the binary classification task.
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3.2 Pipeline Approach

One of the most common techniques that have been in use to tackle the com-
plexity of ConvQA tasks is by decomposing it into two sub-tasks of QR and
QA [I738/T6l39]. The output from the QR module serves as an input to the
QA module. The QR module is responsible for re-generating the question from
scratch based on the provided context and the question at hand. Different tech-
niques are in practice to produce these rewrites such as neural networks [38] and
pre-trained language models [16I39/40].

The QR module can be trained on CANARD [33] dataset which consists of
context-independent rewrites of the QuAC [8] dataset. The dataset contains 40K
question-answer pairs produced by human annotators. Similar to [40], we utilize
GPT-2 [41] to train the QR module. The conversational turns and the current
question are passed on as input to the module during the training process and
the module is required to generate a question rewrite that is to be answered by
the QA module. Since it is assumed that all the dependencies and co-references
have been resolved when rewriting the question, we use a traditional QA model
instead of a ConvQA model to answer the question. We put together the process
of predicting an answer as follows:

P(a; | ¢i,C, H) = P*(a; | P"(¢; | ¢i, H),C) (1)

where P?% and P9?" represent the probability of the two sub-task modules, re-
spectively. ¢, represents the rewritten question by the QR module and will be
provided as input to the QA module along with conversational history as shown

in Figure [Ta]

3.3 DHS-ConvQA

The task of ConvQA heavily relies on conversational history. The more rele-
vant and curated the conversational history is presented as input, the higher
the chances of predicting the correct answer span. In our proposed method, we
focus on utilizing different techniques to select the most relevant conversational
turns to help the model better understand the question at hand. We emphasize
addressing two issues. The first is to identify the relevance of turns to the cur-
rent question. For this, we aim to generate context and question entities for each
turn. To capture these entities for any incomplete question, we use the context
and question entities from the last question. The underlying intuition is that
the incomplete questions are usually the continuation of the conversation flow
and it is safe to take the information from it to fill in the missing pieces. The
context entity of Q4 in Table[I]is band and the question entity is album. These
two can easily be added to incomplete Q5 and the resultant question would
be “When was the band’s album released?’ To generate these entities, we
employ a seq2seq pre-trained language model, BART [42]. The model takes the
current question and the conversational history as input and is best utilized
when the information is duplicated from the input but manipulated to produce
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the result [42]. Once the entities are generated, the next step is to prune all the
history turns where there is no similarity of context and question entities with
the current question. This comes under hard history selection.

Once the irrelevant turns are pruned, the next step is to calculate the atten-
tion weights for the remaining turns using the attention module. The attention
module consists of a single-layer feed-forward network that learns an attention
vector to map a sentence representation to a logit. Subsequently, the softmax
probability function is utilized to calculate the probabilities across all the se-
quences. More formally, the computation of the weights can be shown as follows:

k
eD'Si

1 D-s’?/
Zi/:1 e

where, D is an attention vector, sf is a sentence representation, and w; is the
attention weight for s¥.

Once the weights are calculated, the vectorized turns are then passed on
to the next module in a sequence where the turn with the highest weight is
added next to the current question. This is how soft history selection is utilized
within the framework. The output of the attention module is then passed on to
RoBERTa [43] as an input. The next step is to introduce a term classification
layer on top of the representations of the sub-token of each representation. The
layer consists of a linear layer, a sigmoid function, and a dropout layer, and out-
puts a scalar value for each token. The terms relevant to the current question are
highlighted as ‘7’ and the remaining terms are set as ‘0’. The terms represented
as 1 serve as a piece of missing information for incomplete questions. Finally, the
decoder will generate the answer span for the current question based on context
passage, conversational history, and the additional cues added to it.

(2)

w; =

3.4 Training of the Model

For the training of the entity generation module and binary term classification,
we follow the strategy of distantly supervised labeling introduced in [20]. The
idea behind the strategy is that if a piece of information is necessary for inter-
preting and answering the current question, it should be considered part of the
current question. We start with the first question and gather all the context and
question entities from it. For the incomplete or ambiguous follow-up questions,
we keep on adding these entities to fill in the missing information. The entities
are considered to be relevant for the incomplete question if an answer span is
retrieved by adding them. For binary term classification, the relevant terms are
tagged as 1 for being relevant and 0 for being irrelevant after passing through
the term classification layer. For the task of answer prediction, the model is
trained on the QuAC [§] dataset.

3.5 Configurations

We train the pipeline model on around 31K pairs of original questions and their
respective rewrites, and validate it on a development set of 3K question pairs.
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The test set of the QR task consists of 5K question pairs from the CANARD [33]
dataset. The DHS-ConvQA model is trained, validated, and tested on around
100K question-answer pairs from QuAC [8] dataset. The entire code was written
in Python, making use of the popular PyTorch library ﬂ

Structured representations: For generating the question and context enti-
ties, we utilize BART. The default hyperparameters were used from the Hugging
Face libraryﬂ Early stopping was enabled with a batch size of 4. Adam optimizer
with a learning rate of 0.00005 is used with a weight decay of 0.01.

Binary term classification: We utilize RoOBERTa’s PyTorch implementa-
tion by Hugging Face libraryﬂ and introduce a term classification layer on top of
it. Adam optimizer is used with a learning rate set in the range of {2e-5, 3e-5,
3e-6}. The dropout on the term classification layer lies in the range {0.1, 0.2,
0.3, 0.4}. The maximum answer length is set to 40 and the maximum question
length is set to 64.

3.6 Dataset

CANARD: We utilize CANRAD [33] dataset to train the QR module to gener-
ate the rewrites of the given question. The CANARD dataset is based on QuAC
and yields the same answer as the original questions. We use the training and

development sets to train and validate the QR model and the test set to evaluate
the QA module.

QuAC: We have experimented with one of the widely utilized datasets that sup-
port the ConvQA setting-QuAC [8]. It comprises 100K question-answer pairs in
a teacher-student setting. The reason for selecting this dataset is that it embod-
ies more dialog features than the other datasets as proved in [12] and gives us
more scope to experiment with our relevant history selection model.

3.7 Competing Methods

Since our proposed method is a combination of steps, we have, therefore, selected
the models that more or less follow the part of our proposed technique in their
models for a fair comparison. The chosen models are widely utilized and have
been proven to perform remarkably well in ConvQA settings. These methods
include:

— BERT-HAE [4]: The BERT-based model incorporates the conversational
turns with history answer embedding (HAE) to predict the correct answer
span. They experimented with different conversational turn settings and
found optimal answers by including 5-6 history turns.

3 https://pytorch.org/
* https://huggingface.co/facebook /bart-base
® https://huggingface.co/docs/transformers/model_ doc/roberta
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Table 2: Performance evaluation of the pipeline approach and our model using
the QUAC and CANARD datasets. The best scores are highlighted in bold.

Models [ Approach [ F1 [ HEQ-Q [ HEQ-D
Pipeline 62.3 58.2 5.5
BERT-HAE Ours 63.1 (+0.8) 58.9 (+0.7) 6.0 (40.5)
Pipeline 63.4 60.1 6.1
BERT-HAM | 65.4 (+2.0) | 61.8 (+1.7) | 6.7 (4+0.6)
BERT- i 644 (+1.3) s6.0 (+0.7) 6.0 (+2.0)
CoQAC . . . . . .
Pipeline 66.1 62.2 6.0
CONVSR Ours 67.5 (+1.4) | 65.3 (+3.1) | 7.5(+1.5)

— BERT-HAM [6]: BERT-based history answer modeling (HAM) performs
soft selection on the relevant conversational turns. The model conducts at-
tentive history selection based on weights assigned to them. These weights
signify how relevant the turn is in answering the current question.

— BERT-CoQAC [10]: Instead of prepending all the conversational turns
to the current question, this model utilizes cosine similarity to select the
relevant turns.

— CONYVSR [44]: The model generates the intermediate structured represen-
tations to help the model in understanding the current question better.

3.8 Evaluation Metrics

For the sake of the evaluation, we follow the metrics suggested in [§] to assess
our proposed model’s performance. The metrics include not only the F1 score to
evaluate the accuracy of the predicted answer but also the human equivalence
score for questions (HEQ-Q) and human equivalence score for dialog (HEQ-D).
HEQ-Q measures the model’s ability to retrieve a more accurate (or, at least,
similar) answer to the current question than the humans. HEQ-D represents the
same performance measure, but instead of a question, it assesses the quality of
the overall conversation.

4 Experimentation Results and Analysis

We conduct experiments on our proposed model using the QuAC [§] and CA-
NARD [33] datasets and compare the results with the competing models.

4.1 DHS-ConvQA is Viable for Selecting Relevant Conversational
Turns

Topic shift and topic return are two main challenges in the field of ConvQA.
Adding k immediate turns as a part of the input to the ConvQA model fails to
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Table 3: The evaluation results of our proposed model with the competing meth-
ods on the QuAC dataset. We also demonstrate the effect of each module on the
model’s performance.

Model \ F1 HEQ-Q \ HEQ-D
BERT-HAE 63.1 58.9 6.0
BERT-HAM 65.4 61.8 6.7

BERT-CoQAC 64.4 59.9 6.9
Ours (w/o pruning) 64.3 62.9 6.6
Ours (w/o re-ranking) 67.3 63.6 6.9
Ours (w/o term 65.7 62.0 6.5
classification)
Ours (complete setup) 67.5 65.3 7.5

capture the essence of the conversational flow. Also, rewriting a question takes
it out of the conversational context and focuses more on generating high-quality
rewrites instead of improving the performance of a ConvQA model. Thus, the
first and foremost takeaway from our experimental results is that selecting rele-
vant history turns aids the model in better understanding the question at hand
and then predicting the accurate answer span. Instead of rewriting the questions
to fill in the missing gaps, which takes out the questions from the conversational
context, selecting relevant turns after going through different stages works well
in yielding higher accuracy as shown in Table

4.2 Role of Relevant Conversational History in the ConvQA Setting

The existing works either opt for soft history selection or employ hard history
selection. We propose a combination of both along with highlighting relevant
terms to the current question as additional cues. From Table [3| we can clearly
deduce that our proposed model consistently improves the model’s performance,
thereby, confirming the fact that our model works well in the ConvQA setting.
We also conduct an in-depth analysis of the proposed model by studying the
effect of each module it brings within the framework. Table[3|shows that omitting
the pruning of the turns step results in a greater decline in the F1 score as
compared to the other modules. The underlying reason is that without pruning,
the model considers all the conversational turns as a part of input which brings
in the noise in terms of irrelevant turns.

4.3 Effect of Negative Samples on Model’s Performance

For each question, we experiment by injecting negative samples together with
the relevant turns identified by the proposed model. The negative samples are
the questions related to the same topic but from different passages of the QuAC
dataset. They are semantically closer to the relevant questions and, therefore,
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Table 4: The evaluation of the model’s performance where the model receives
Negative Samples (NS) as a part of input together with the relevant conversa-
tional turns.

Model F1 Clarification Topic Shift Topic Return
Ours (complete | ¢/ - 90.9 85.4 82.2
setup)
Ours + INF 67.0 90.4 82.0 79.5
Ours + 3NF 64.3 89.4 78.4 77.3
Ours + 5NF 62.5 88.1 73.5 73.9
Ours + 7NF 60.7 86.7 70.9 70.3
Ours + 9NF 54.6 85.0 66.8 65.0
Ours 4+ 11NF 52.4 83.8 63.0 62.1

Table 5: Effect of pruning (in %) on the rest of the modules

Binary-term

Pruning (%) Re-ranking (%) Classification (%) Answer(l;r)ediction
0
100 100 92 90
70 95 86 80
50 89 70 65

they can be considered a part of conversational history by the model. From
Table 4] we can interpret that adding negative samples results in the decline
of the model’s F1 score. Also, the clarification questions are least impacted by
the added noise as compared to the topic return and topic shift questions. The
negative samples can easily be misleading for the model to capture the gist of
the changing conversational flow.

4.4 Effect of Pruning on the Subsequent Modules In-line

From Table [5] it is clearly evident that the pruning of irrelevant conversational
history has a direct effect on the performance of the rest of the modules. The
better the performance of the first module, the higher the chances of correct
answer prediction. If the turns are pruned accurately (100%), the overall per-
formance of all the components would be higher. The performance decreases as
the number of correct pruned turns decreases. However, there are high chances
of error propagation because the output of each module serves as an input to
the next module.

5 Conclusion and Future Work

This paper discusses a significant point of view on the basic concept of the role of
relevance in conversational question answering (ConvQA). We argue that many
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existing research works, even the popular ones, do not take into account the
idea of relevant history selection and modeling. We propose a framework that
combines the notion of both hard history selection and soft history selection to
curate the input for the answer prediction module carefully. The model first gen-
erates context and question entities using distant supervision learning and selects
the relevant terms using ‘hard history selection’. After the pruning of irrelevant
terms, the model assigns attention-based weightage to the remaining turns. The
assigned score is based on how relevant they are to the current question and
accessed in the same order. To further aid the answering prediction process, we
utilize binary classification task to highlight the important terms with respect to
the current question from the conversational history. Our experimental results
depict that the proposed method has the potential to change how conversational
history could be utilized more effectively.

We also highlight two significant future research challenges. The first chal-
lenge is that ConvQA is essentially a modular or cascading architecture that can
be categorized as an information retrieval module responsible for selecting the
relevant turns and the question answering module responsible for predicting the
answer span. Any negative samples or turns selected during the history selection
process would directly affect the model’s performance in predicting the correct
answer span. Thus, there is a need for a mechanism to minimize the retrieval of
irrelevant conversational turns. The second challenge centers on the development
of a framework that would eliminate the chances of error propagation within the
modules.
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