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Abstract

Transformer-based models have been widely demon-
strated to be successful in computer vision tasks by mod-
elling long-range dependencies and capturing global rep-
resentations. However, they are often dominated by fea-
tures of large patterns leading to the loss of local details
(e.g., boundaries and small objects), which are critical in
medical image segmentation. To alleviate this problem, we
propose a Dual-Aggregation Transformer Network called
DuAT, which is characterized by two innovative designs,
namely, the Global-to-Local Spatial Aggregation (GLSA)
and Selective Boundary Aggregation (SBA) modules. The
GLSA has the ability to aggregate and represent both global
and local spatial features, which are beneficial for locat-
ing large and small objects, respectively. The SBA mod-
ule is used to aggregate the boundary characteristic from
low-level features and semantic information from high-level
features for better preserving boundary details and locat-
ing the re-calibration objects. Extensive experiments in six
benchmark datasets demonstrate that our proposed model
outperforms state-of-the-art methods in the segmentation of
skin lesion images, and polyps in colonoscopy images. In
addition, our approach is more robust than existing meth-
ods in various challenging situations such as small object
segmentation and ambiguous object boundaries.

1. Introduction

Medical image segmentation is a computer-aided auto-
matic procedure for extracting the region of interest (Rol),
e.g., tissues, lesions, and body organs. It can assist clini-
cians by making diagnostic and treatment processes more
efficient and precise. For instance, colonoscopy is the gold
standard for detecting colorectal lesions, and accurately lo-
cating early polyps is of great significance for clinical pre-
vention of rectal cancer [17]]. Likewise, melanoma skin can-
cer is one of the most rapidly increasing cancers worldwide.
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Figure 1. Main challenges of medical images. Challengel: Small
object segmentation are difficult to segment due to their low con-
trast and strong camouflage. Challenge2: The object boundary for
medical image is ambiguous due to image acquisition influence.

Segmentation of skin lesions from dermoscopic images is
a critical step in skin cancer diagnosis and treatment plan-
ning [33]. However, it is impractical to manually annotate
these structures in clinical practice due to the tedious, time-
consuming, and error-prone process. There is a growing
need for automatic as well as accurate image segmentation.
With the rapid development of deep learning, an increasing
number of deep convolutional neural networks (DCNNs)
(16} 18] 136, |54, 59] are proposed for medical image seg-
mentation. The limitations of the receptive field in DC-
NNs make it difficult to capture the global representation.
To solve this problem, dilated convolution [L1} 51} 153] is
proposed for semantic segmentation task. Furthermore, at-
tention models [47, 21, 152] are developed to better capture
long-range context information. These alternatives achieve
promising results in semantic segmentation.
Transformer-based methods [1, 8} 9, (19,140, |58, 46[] have
been proposed and achieved comparable performance to
state-of-the-art results. Transformer is originally used for
sequence-to-sequence predictive modelling in natural lan-
guage processing (NLP) tasks with pure attention structure
that is good at capturing long-range dependencies [42]]. Vi-
sion Transformer-based methods [1, |8, |9, [19, 40, |58, 46]
have also been proposed and demonstrate promising perfor-
mance. ViT [[15] constructs a vector sequence by dividing
each image into fixed-size patches, subsequently applies a



multi-head self-attention (MHSA) and the Multilayer Per-
ceptron (MLP) structure which demonstrate the advanced
learning ability for long-distance feature dependence. The
recent works [14} 50, 45] demonstrate that the pyramid
structure is applicable in Transformers and more suitable for
various downstream tasks. Unfortunately, capturing long-
range dependencies destroys part of local features, which
could result in overly smooth predictions for small objects
and blurred boundaries between objects.

Therefore, building a model that retains both local and
global features remains challenging. Li ef al. [26] explore
the local context for the aggregated long-range relationship
to be more accurately distributed in local regions. Recently,
some hybrid architectures of Transformer and CNN are pro-
posed [10, |35} 58], which aim to combine the advantages
of both models. Wang et al. [45] propose progressive lo-
cality decoder to emphasize local features and restrict at-
tention dispersion. Chen ef al. [10] propose TransUnet,
which utilizes the underlying features of CNNs and subse-
quently uses the transformers to model global interactions
to strengthen local features. However, feeding local infor-
mation directly into the transformer cannot precisely han-
dle local context relationships, resulting in the local infor-
mation being overwhelmed by the dominant global context.
Ultimately it leads to inferior results in the medical image
segmentation of small objects.

Considering the problem of unclear object boundary
information in semantic segmentation. Previous studies
[27, [12} [14] explore fusing low-scale boundary informa-
tion and high-scale semantic information to better preserve
boundary details. Moreover, Zhang et al. [56] incorpo-
rate semantic information into low-level features while em-
bedding more spatial information into high-level features to
make up for the semantic and resolution gap between fea-
ture maps. Takikawa et al. [39] and Zhen et al. [57]] design
a boundary stream and couple the task of boundary and se-
mantics modeling. Inspired by [56], we exploit the bound-
ary information to selectively fuse it with the high-level se-
mantic features, which will further enhance the semantic
representations rather than simply combining them.

In this paper, we propose a novel pyramid transformer
for medical image segmentation, referred to as the Dual-
Aggregation Transformer Network (DuAT), consisting of
the Global-to-Local Spatial Aggregation (GLSA) to com-
bine local and global features, as well as the Selec-
tive Boundary Aggregation (SBA) module to enhance the
boundary information and locating the re-calibration ob-
jects. We believe that global spatial features help locate
large objects, and local spatial features are crucial for iden-
tifying small ones. Finally, boundary information is ag-
gregated to fine-tune object boundaries and re-calibrate
coarse predictions, Specifically, the GLSA module is re-
sponsible for extracting and fusing local and global spa-

tial features from the backbone. We separate the chan-
nels, one for global representation extracted by Global con-
text (GC) block [7], and the other for local information
extracted by multiple depth-wise convolutions. The SBA
module aims to simulate the biological visual perception
process, distinguishing objects from background. Specifi-
cally, it incorporates shallow- and deep-level features to es-
tablish the relationship between body areas and boundary,
enhancing the boundaries characteristics. Our experimental
results demonstrate three advantages of our model: more
lightweight, better learning ability and improved general-
ization capability than previous state-of-the-art approaches.

In summary, the main contribution of this paper is three-
fold.

e We propose a novel framework, named Dual-
Aggregation Transformer Network (DuAT), for med-
ical images segmentation, which adapts the pyramid
vision transformer as encoder to extract more robust
features than the existing CNN-based methods.

e We design dual aggregation modules, Global-to-Local
Spatial Aggregation (GLSA) module and Selective
Boundary Aggregation (SBA) module. Their purpose
is to solve two challenges that are intuitively demon-
strated in Figure [}  Specifically, the GLSA mod-
ule simultaneously extract local spatial detail informa-
tion and global spatial semantic information, which re-
duces incorrect information in the high-level features.
The SBA module aims to fine-tune object boundaries,
which can well address the “ambiguous” problem of
boundaries.

e Extensive experiments on five polyp datasets (ETIS
[43], CVC-ClinicDB [37], CVC-ColonDB [3],
EndoScene-CVC300 [38], Kvasir [22]]), skin lesion
dataset (ISIC-2018 [13]) and 2018 Data Science Bowl
[6] demonstrate that the proposed DuAT methods
advances the state-of-the-art (SOTA) performance.

2. Related Work

2.1. Vision Transformer

Transformer has dominated the field of NLP with its
MHSA layer to capture the pure attention structure of long-
range dependencies. Different from convolutional layer,
MHSA layer has dynamic weight and global receptive field,
which makes it more flexible and effective. Dosovitskiy e?
al. propose a vision transformer (ViT) [15], which is an
end-to-end model using the Transformer structure for im-
age recognition task. Specifically, it divides an image into
fixed-size patches, which are sequentially fed to multiple
Transformer encoder blocks to model the patches. In addi-
tion, previous work has proved that the pyramid structure in
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Figure 2. The overall architecture of Dual-Aggregation Transformer Network (DuAT). The entire model is divided into three parts: (a)
pyramid vision transformer (PVT) as backbone; (b) pyramid Global-to-Local Spatial Aggregation (GLSA) Module; (c) Selective Boundary

Aggregation (SBA) module and it shown on the red box.

convolutional networks is also suitable for Transformer and
various downstream tasks, such as Swin Transformer [28]],
PVT [46], Segformer [S0], etc. PVT requires less compu-
tation than ViT and adopts the classical Semantic-FPN to
deploy the task of semantic segmentation.

In medical image segmentation, TransUNet [10] demon-
strates that Transformer can be used as powerful encoders
for medical image segmentation. TransFuse [53] is pro-
posed to improve efficiency for global context modeling
by fusing transformers and CNNs. Furthermore, to train
the model effectively on medical images, Polyp-PVT [14]
introduces Similarity Aggregation Module based on graph
convolution domain [31]]. Inspired by these approaches,
we propose a new transformer-based medical segmentation
framework, which can accurately locate small objects.

2.2. Image Boundary Segmentation

Recently, learning additional boundary information has
shown superior performance in many image segmentation
tasks. In the early research on FCN-based semantic seg-
mentation, Bertasius et al. [4] and Chen et al. [11] use
boundaries for post-starting to refine the result at the end of
the network. Recently, several approaches explicitly model
boundary detection as an independent sub-task in parallel
with semantic segmentation for sharper result. Ma et al.
[32]] explicitly exploit the boundary information for context
aggregation to further enhance the semantic representation

of the model. Li ef al. [25] point out that the object bound-
ary and body parts correspond to the high-frequency and
low-frequency information of an image, respectively, based
on which they decouple the body and edge with diverse su-
pervisions. Ji et al. [24] fuse the low-level edge-aware fea-
tures and constraint it with the explicit edge supervision.
Different from the above works, we propose a novel ag-
gregation method to achieve more accurate localisation and
boundary delineation of objects.

3. Method

As given in Figure 2| our DuAT model consists of the
following:- a pyramid vision transformer (PVT) encoder, a
SBA module, and GLSA module.

3.1. Transformer Encoder

Some recent studies [S)150] report that vision transform-
ers [15] 46] have stronger performance and robustness to
input disturbances (e.g., noise) than CNNs. Inspired by
this, we use the Transformer based on pyramid structure
as the encoder. Specifically, the pyramid vision transformer
(PVT) [46] is utilized as the encoder module for multi-level
feature maps {F;|i € (1,2,3,4)} extraction. Among these
feature maps, F; gives detailed boundary information of
target, and F3, F3 and Fy provide high-level features.
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Figure 3. Overview of the Global-to-Local Spatial Aggregation Module GLSA, it is composed of global spatial attention (GSA) and local

spatial attention (LSA).

3.2. Selective Boundary Aggregation

As observed in [56} [25]], shallow- and deep-layer features
complement each other. The shallow layer has less seman-
tics but is rich in details, with more distinct boundaries and
less distortion. Furthermore, the deep level contains a rich
semantic information. Therefore, directly fusing low-level
features with high-level ones may result in redundancy and
inconsistency. To address this, we propose the SBA mod-
ule, which selectively aggregate the boundary information
and semantic information to depict more fine-grained con-
tour of objects and the location of re-calibrate objects.

Different from previous fusion methods, we design a
novel Re-calibration attention unit (RAU) block that adap-
tively picks up mutual representations from tow inputs
(F*, F®) before fusion. As given in Figure [2| the shallow
- and deep-level information is fed into the two RAU blocks
by different ways to make up for the missing spatial bound-
ary information of the high-level semantic features and the
missing semantic information of low-level features. Finally,
the outputs of two RAU blocks are concatenated after a 3 x 3
convolution. This aggregation strategy realizes the robust
combination of different features and refines the rough fea-
tures. The RAU block function PAU (-, -) process can be
expressed as:

Ti = Wy (T1), Ty = Wy (T3) (1)
PAU(T, o) =T, 0T +Ts 0Ty ® (0(1})) + T1,
2

where 17, T5 are the input features, two linear mapping and

sigmoid functions Wy(-), Wy (-) are applied to the input fea-
tures to reduce the channel dimension to 32 and obtain fea-

ture maps 77 and T4. © is Point-wise multiplication. ©(-)
is the reverse operation by subtracting the feature 77, re-
fining the imprecise and coarse estimation into an accurate
and complete prediction map [16]]. We take a convolutional
operation with a kernel size of 1 x 1 as the linear mapping
process. As a result, the process of SBA can be formulated
as:

Z = Cyy3(Concat(PAU(F*, F®), PAU(F®, F®))), (3)

where C353(+) is a 3 X 3 convolution with a batch normal-
ization and a ReLU activation layer. F'$ € R X5 %32 con-
tains deep-level semantic information after fusirul;g the third
and fourth layers from the encoder, F* € R X *32 i the
first layer with rich boundary details from the backbone.
Concat(-) is the concatenation operation along the chan-
nel dimension. Z € R X732 ig the output of the SBA
module.

3.3. Global-to-Local Spatial Aggregation

The attention mechanism strengthens the information re-
lated to the optimization goal and suppresses irrelevant in-
formation. In order to capture both global and local spa-
tial features, we propose the GLSA module, which fuses
the results of two separate local and global attention units.
As demonstrated in Figure 3] this dual-stream design effec-
tively preserves both local and non-local modeling capabil-
ities. Moreover, we use separating channels to balance the
accuracy and computational resources. Specifically, the fea-
ture map {F;|i € (2,3,4)} with 64 channels is split evenly
into two feature map groups F}, F7(i € (2,3,4)) and sep-
arately fed into Global Spatial attention (GSA) module and
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Figure 4. Qualitative results of different methods. (a) Inputs images, (b) GT, which stands for the ground truths, (h) semantic segmentation
maps produced by our method, (c) U-Net [36]], (d) U-Net++ [59], (e) PraNet [16], (f) TransUnet [10], (g) Polyp-PVT [14].

Local Spatial attention (LSA) module. The outputs of those
two attention units are finally concatenated following by a
1 x 1 convolution layer. We formulate such a process as

FL,F2 = Split(F) &)
]:z/ = Clxl(CODCat(Gsa(]:il)v Lsa(]—?))) (5)

where G4, denotes the global spatial attention and L, de-
notes the local spatial attention. F, € R X' %32 js the
output features. We will introduce LSA and GSA module
in detail in the following.

(1) GSA module: The GSA emphasizes the long-range
relationship of each pixel in the spatial space and can be
used as a supplement to local spatial attention. Many ef-
forts [2], [7] claim that the long-range interaction can make
the feature more powerful. Inspired by the manners of ex-
tracting long-range interaction in [2], we simply generate
global spatial attention map (G, € R¥ * ¥ *32) and F} as

input as following:

Atta(]—"il) = Softmax(Transpose(Cle(]:11)))’ ©)
Gsa(F}) = MLP(Atto(F) @ FH+FL (D)

where Attg(-) is the attention operation, C 1 means 1 X
1 convolution. ® denotes matrix multiplication. M LP(-)
consists of two fully-connection layers with a ReLU non-
linearity and normalization layer. The first layer of MLP
transforms its input to a higher-dimensional space which
the expansion ratio is two, while the second layer restores
the dimension to be the same as the input.

(2) LSA module: The LSA module extracts the local
features of the region of interest effectively in the spatial
dimension of the given feature map, such as small objects.
In short, we compute local spatial attention response (L, €
R& X% *32) and F2 as input as follow:

Att(F2) = o(Crx1 (Fe(FD) + F2)), (®)
Lo, = Attp (F?) © F2 + F2. ©)



Table 1. Quantitative comparison of different methods on Kvasir, ClinicDB, ISIC-2018 and 2018-DSB datasets (seen datasets) to validate

our model’s learning ability. 1 denotes higher the better and | denotes lower the better.

Methods Kvasir ClinicDB ISIC-2018 2018-DSB
mDicet mlouT MAE] |mDicet mlouf MAE| | mDicet mlout MAE] | mDiceT mlout MAE|
U-Net [36] 0.818 0.746 0.055 | 0.823 0.755 0.019 | 0.855 0.785 0.045 | 0.908 0.831 0.040
UNet++ [23] 0.821 0.743 0.048 | 0.794 0.729 0.022 | 0.809 0.729 0.041 | 0911 0.837 0.039
PraNet [16]] 0.898 0.840 0.030 | 0.899 0.849 0.009 | 0.875 0.787 0.037 | 0912 0.838 0.036
CaraNet [30] 0918 0.865 0.023 | 0.936 0.887 0.007 | 0.870 0.782 0.038 | 0.910 0.835 0.037
TransUNet [10] || 0.913 0.857 0.028 | 0.935 0.887 0.008 | 0.880 0.809 0.036 | 0.915 0.845 0.033
TransFuse [55]] 0.920 0.870 0.023 | 0.942 0.897 0.007 | 0.901 0.840 0.035| 0916 0.855 0.033
UCTransNet [44] || 0.918 0.860 0.023 | 0.933 0.860 0.008 | 0.905 0.83 0.035| 0911 0.835 0.035
Polyp-PVT [14] || 0.917 0.864 0.023 | 0.937 0.889 0.006 | 0.913 0.852 0.032 | 0.917 0.859 0.030
DuAT (Ours) H 0.924 0.876 0.023 \ 0.948 0.906 0.006 | 0.923 0.867 0.029 \ 0.926 0.870 0.027

Table 2. Quantitative comparison of different methods on ColonDB, ETIS and EndoScene datasets (unseen datasets) to validate our model’s

generalization capability. T denotes higher the better and | denotes lower the better.

Methods ColonDB ETIS EndoScene
mDicet mlout MAE] | mDicef mloul MAE] | mDicet mlout MAE]
U-Net [36] 0.512 0.444 0.061 | 0.398 0.335 0.036 | 0.710 0.627 0.022
UNet++ [23] 0.483 0410 0.064 | 0401 0.344 0.035 | 0.707 0.624 0.018
PraNet [16] 0.712 0.640 0.043 | 0.628 0.567 0.031 | 0.851 0.797 0.010
CaraNet [30]] 0.773 0.689 0.042 | 0.747 0.672 0.017 | 0.903 0.838 0.007
TransUNet [10] || 0.781 0.699 0.036 | 0.731 0.824 0.021 | 0.893 0.660 0.009
TransFuse [55] || 0.781 0.706 0.035 | 0.737 0.826 0.020 | 0.894 0.654 0.009
SSformer [45] || 0.772 0.697 0.036 | 0.767 0.698 0.016 | 0.887 0.821 0.007
Polyp-PVT [14] || 0.808 0.727 0.031 | 0.787 0.706 0.013 | 0.900 0.833 0.007
DuAT (Ours) H 0.819 0.737 0.026\ 0.822 0.746 0.013\ 0.901 0.840 0.005

where F.(-) denotes cascading three 1 x 1 convolution lay-
ers and 3 x 3 depth-wise convolution layers. The number
of channels is adjusted to 32 in the F.. Atty(-) is the local
attention operation, o (-) is the sigmoid function, ® is point-
wise multiplication. This structural design can efficiently
aggregate local spatial information using fewer parameters.

3.4. Loss function

[34} [49] report that combining multiple loss functions
with adaptive weights at different levels can improve the
performance of the network with better convergence speed.
Therefore, we use binary cross-entropy loss (L% (+)) and
the weighted IoU loss ( £%,,(+)) for supervision. Our loss
function is formulated in Eq[I0] where S is the two side-
outputs (i,e.,51,S52) and G is the ground truth, respec-
tively. A\; and Ao are the weighting coefficients.

L(S,G) = MLy (S, G) + X LB (S, G) (10)
Therefore, the total loss L;,t4; for the proposed DuAT can
be formulated as:

‘Ctotal = £(Sl, G) + E(SQ, G) (11)

4. Experiments
4.1. Datasets

In the experiment, we evaluate our proposed model on
three different kinds of medical image sets: colonoscopy
(Colon) images, dermoscopic (Derm) images, and mi-
croscopy (Micro) images, so as to assess the learning abil-
ity and generalization capability of our model. The detailed
statistics of each dataset are shown in Table

Colonoscopy polyp images: Experiments are conducted
on five polyp segmentation datasets (ETIS [43], CVC-
ClinicDB (ClinicDB) [37], CVC-ColonDB (ColonDB)
[3], EndoScene-CVC300 (EndoScene) [38]], Kvasir-SEG
(Kvasir) [22]). We follow the same training/testing proto-
cols in [14} |16], i.e., the images from the Kvasir and Clin-
icDB are randomly split into 80% for training, 10% for val-
idation, and 10% for testing (seen data). And test on the
out-of-distribution datasets which are ColonDB with 380
images, EndoScene with 60 images and ETIS with 196 im-
ages (unseen data). Since the resolutions of images are not
uniform, we resize them to 352 x352 resolution.

ISIC-2018 Dataset: The dataset comes from ISIC-2018
challenge [13] [41] and is useful for skin lesion analysis.
It includes 2596 images and the corresponding annotations,



Table 3. Statistics on polyp, ISIC-2018 and 2018-DSB datasets.

Dataset | Imaging | Images | Shape | Train | Valid | Test
Kvasir Colon 1000 Variable 800 100 100
ClinicDB Colon 612 384 x 288 488 62 62
ColonDB Colon 380 574 x 500 - - 380
ETIS Colon 196 1225 x 966 - - 196
EndoScene Colon 60 574 x 500 - - 60
ISIC-2018 Derm 2596 512 x 384 2078 259 259
2018-DSB Micro 670 256 X 256 536 67 67

which are resized to 512 x 384 resolution. The images are
randomly split into 80% for training, 10% for validation,
and 10% for testing.

2018 Data Science Bowl (2018-DSB): The dataset comes
from 2018 Data Science Bowl challenge [6] and is used
to find the nuclei in divergent images, including 670 im-
ages and the corresponding annotations, which are resized
to 256 x 256 resolution. The images are randomly split into
80% for training, 10% for validation, and 10% for testing.

4.2. Evaluation Metrics and Implementation De-
tails

Evaluation Metrics. We employ three widely-used met-
rics i.e., mean Dice (mDice), mean IoU (mloU) and mean
absolute error (MAE) to evaluate the model performances.
Mean Dice and IoU are the most commonly used metrics
and mainly emphasise the internal consistency of segmen-
tation results. MAE is used to evaluate the pixel-level ac-
curacy representing the average absolute error between the
prediction and true values.

Implementation Details. We use rotation and horizontal
flip for data augmentation. Considering the differences in
the sizes and color of each polyp image, we adopt a multi-
scale training [16,20] and the color exchange [48]]. The net-
work is trained end-to-end by AdamW [29] optimizer. The
learning rate is set to le-4 and the weight decay is adjusted
to le-4 too. The batch size is set at 16. We use PyTorch
framework for implementation with an NVIDIA RTX 3090
GPU. We will provide the source code after the paper is
published.

4.3. Results

Learning Ability. We first evaluate our proposed DuAT
model for its segmentation performance on seen datasets.
As summarized in Table[I} our model is compared to six re-
cently published models: U-Net [36], UNet++ [23], PraNet
[l16]], CaraNet [|30], TransUNet [10], TransFuse [55]], Trans-
Fuse [55] and Polyp-PVT [14] . It can be observed that
our DuAT model outperforms all other models, and achiev-
ing 0.924 and 0.948 mean Dice scores on Kvasir and Clin-
icDB segmentation respectively. For ISIC-2018 dataset,
our DuAT model achieves a 1.0% improvement in terms of
mDice and 1.5% of mloU over SOTA method. For 2018-
DSB, DuAT achieves a mloU of 0.87, mDice of 0.926 and

Table 4. Number of Parameters and FLOPs on a 352 x 352 input
image. Note that “N/A” means the result is not available.

Method Type Params(M) FLOPs(G)
U-Net [36] CNN 43.93 4347
UNet++ [23] CNN 9.04 64.03
PraNet [16] CNN 30.50 13.01
CaraNet [30] CNN 44.59 21.65
TransUNet [10]  Transformer 93.19 60.84
SSformer [45] Transformer 26.70 28.07
TransFuse [55]] Transformer N/A N/A
Polyp-PVT [14]  Transformer 25.08 10.00
Ours Transformer 24.92 9.88

0.027 of MAE, which are 1.1%, 1.0%, 0.03% higher than
the best performing Polyp-PVT. These results demonstrate
that our model can effectively segment polyps.

Generalization Capabilities. We further evaluate the
generalisation capability of our model on unseen datasets
(ETIS, ColonDB, EndoScene). These three datasets have
their own specific challenges and properties. For example,
ColonDB is a small-scale database that contains 380 im-
ages from 15 short colonoscopy sequences. ETIS consists
of 196 polyp images for early diagnosis of colorectal cancer.
EndoScene is a re-annotated branch with associated polyp
and background (mucosa and lumen). As seen in Table [2]
our model outperforms the existing medical segmentation
baselines on all unseen datasets for all metrics. Moreover,
our DuAT is able to achieve an average dice of 82.2 % on
the most challenging ETIS dataset, 3.5% higher than Polyp-
PVT.

Visual Results. We also demonstrate qualitative the per-
formance of our model on five benchmarks, as given in Fig-
ure ] On ETIS (the first and second row), DuAT is able
to accurately capture the target object’s boundary and de-
tect a small polyp while other methods fail to detect. On
ISIC-2018 (third row), all methods are able to segment the
lesion skin, but our method show the most similar results
compared to the ground truth. On 2018-DSB (the fourth
row), we can observe that our DuAT is better able to cap-
ture the presence of nuclei and obtain better segmentation
predictions. More qualitative results can be found in the
supplementary material.

Computational Efficiency. Table [4| presents the num-
ber of parameters and floating-point operations for differ-
ent methods. As our proposed DuAT and Polyp-PVT [14]
adopt the same backbone, they have similar model size
(Params). DuAT uses 24.92M of parameter and 9.88G of
FLOPs, which is more lightweight and compact than CNN-
based neural network and Transformer-based methods.

Small Object Segmentation Analysis. To demonstrate
the detection ability of our model for small objects, the ra-
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Figure 5. Performance vs. Size on the five polyp datasets. The x-axis is the proportion size % of polyp and y-axis is the averaged mDice

coefficient. Blue is for our DuAT, orange is for the

, green is for the

Table 5. Ablation study for DuAT on the Kvasir, ETIS and ISIC-2018 datasets. 1 denotes higher the better and | denotes lower the better.

Methods Kvasir-SEG (seen) ETIS (unseen) ISIC-2018 (seen)
mDicetT mlouT MAE] |mDice? mlouf MAE] | mDicetT mlout MAE|
Baseline 0.910 0.856 0.030 | 0.759 0.668 0.035 | 0.877 0.783 0.040
+ GSA 0912 0.860 0.029 | 0.772 0.675 0.030 | 0.887 0.803 0.038
+ LSA 0916 0.863 0.028 | 0.785 0.690 0.027 | 0.900 0.839 0.035
+ GSA + LSA (Serial)|| 0914 0.863 0.028 | 0.786 0.695 0.025 | 0.909 0.845 0.034
+ LSA + GSA (Serial)|| 0910 0.860 0.029 | 0.799 0.713 0.021 | 0910 0.852 0.033
+GLSA 0917 0.864 0.025 | 0.814 0.723 0.016 | 0916 0.816 0.031
w/o SBA 0917 0.864 0.025 | 0.814 0.723 0.016 | 0916 0.816 0.031
w/o GLSA 0915 0.863 0.026 | 0.790 0.696 0.023 | 0.901 0.800 0.033
SBA + GLSA (Ours) H 0.924 0.876 0.023 | 0.822 0.746 0.013 \ 0.923 0.867 0.029

tio of the number of pixels in the object to the number of
pixels in the entire image is used to account for the size of
the object. We then evaluate the performance of the seg-
mentation model based on the size of the object. We set
the area with a proportion less than 5%. For the segmen-
tation model, we first obtain the mean Dice coefficient of
the five polyp datasets. Similar to computing the histogram,
we calculate the average of mean Dice of test data whose
size values fall into each interval. For the small object seg-
mentation analysis, we compare our DuAT with Polyp-PVT
and TransUnet, and the results are given in Figure 5| The
overall accuracy of DuAT is higher than TransUnet [[10]] and
Polyp-PVT [46] on samples with small size polyps.

4.4. Ablation Study

We further conduct ablation study to demonstrate the
necessity and effectiveness of each component of our pro-
posed model on three datasets, and we choose mDice, mloU
and MAE for evaluation.

Effectiveness of SBA and GLSA. We conduct an exper-
iment to evaluate DuAT without SBA module “(w/o SBA)”.
The performance without the SBA drops sharply on all three
datasets are shown in Table[5] In particular, the mDice is re-
duced from 0.822 to 0.814 on ETIS. Moreover, we further
investigate the contribution of the Global-to-Local Spatial
Aggregation by removing it from the overall DuAT and re-
placing it with convolution operation with a kernel size of 3,

which is denoted as “(w/o GLSA)”. The performance of the
complete DuAT shows an improvement of 2.2 % and 6.7%
in terms of mDice and mloU respectively on ISIC-2018.
After using the two modules (SBA + GLSA), the model’s
performance is improved again. These results demonstrate
that these modules enable our model to distinguish polyp
and lesion tissues effectively.

The visual results are given in Figure[6] We observe that
the SBA module facilitates the fine-grained of ambiguous
boundaries and the GLSA module greatly improves the ac-
curacies of small object detection and target object location.
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(a) Images (e) Ours (DuAT)

(b) GT (c) w/o GLSA
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Figure 6. The effectiveness of each component.
Arrangements of GSA and LSA. GSA and LSA rep-

resent global spatial attention module and local spatial at-
tention module respectively. We further study the effec-



tiveness and different arrangements of GSA and LSA. The
results tested on Kavsir, ETIS, and ISIC-2018 datasets are
shown in Table E] (the second and sixth row), and all the
methods are using the same backbone PVTV2 [46]. GSA
+ LSA(Serial) means first performing GSA then LSA, while
LSA + GSA(Serial) is the opposite. Overall, all improve
the baseline and our GLSA group achieves more accuracy
and reliable results. The GLSA module outperforms the
GSA, LSA, GSA + LSA (Serial), LSA + GSA (Serial) by
4.2%,2.9%, 2.8%, 1.5% in term of mean Dice on the ETIS
dataset.

5. Conclusions

In this work, we propose DuAT to address the issues re-
lated to medical image segmentation. Two components, the
GLSA and SBA are proposed. Specifically, the GLSA mod-
ule extracts the global and local spatial features from the
encoder and is beneficial for locating the large and small
objects. The SBA module alleviates the unclear boundary
of high-level features and further improves its performance.
As a result, DuAT can achieve strong learning, generaliza-
tion ability, and lightweight segmentation efficiency. Both
qualitative and quantitative results demonstrate the superi-
ority of our DuAT over other competing methods. We hope
that this research will inspire more ideas to solve the med-
ical image segmentation task and we will extend the pro-
posed model to tackle 3D medical image segmentation task
in the future work.
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