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Preface

Progress is impossible without change,
and those who cannot change their minds

cannot change anything.
George Bernard Shaw (1856–1950)

Any sufficiently advanced technology is
indistinguishable from magic.

Arthur C. Clarke (1917– )

This book introduces the new realm of superrecursive algorithms and the develop-
ment of mathematical models for them. Although many still believe that only re-
cursive algorithms exist and that only some of them are realizable, there are many
situations in which people actually work with superrecursive algorithms. Examples
of models for superrecursive algorithms are abstract automata like inductive Turing
machines as well as computational schemes like limiting recursive functions.

The newly emerging field of the theory of superrecursive algorithms belongs to
both mathematics and computer science. It gives a glimpse into the future of comput-
ers, networks (such as the Internet), and other devices for information interchange,
processing, and production. In addition, superrecursive algorithms provide more ad-
equate models for modern computers, the Internet, and embedded systems. Conse-
quently, we hope (and expect) that this theory of superrecursive algorithms will, in
the end, provide new insight and different perspectives on the utilization of comput-
ers, software, and the Internet.

The first goal of this book is to explain how superrecursive algorithms open
new kinds of possibilities for information technology. This is an urgent task. As Pa-
padopoulos (2002) writes, “If we don’t rethink the way we design computers, if we
don’t find new ways of reasoning about distributed systems, we may find ourselves
eating sand when the next wave hits.” We believe that a theory of superrecursive al-
gorithms makes it possible to introduce a new paradigm for computation, one that
yields better insight into future functioning of computers and networks. This form of
computation will eclipse the more familiar kinds and will be commercially available
before exotic technologies such as DNA and quantum computing arrive.

Another goal of this book is to explain how mathematics has explicated and eval-
uated computational possibilities and its role in extending the boundaries of compu-
tation. As we do this, we will present the theory of algorithms and computation in a
new, more organized structure.

It is necessary to remark that there is an ongoing synthesis of computation and
communication into a unified process of information processing. Practical and the-
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oretical advances are aimed at this synthesis and also use it as a tool for further
development. Thus, we use the word computation in the sense of information pro-
cessing as a whole. Better theoretical understanding of computers, networks, and
other information processing systems will allow us to develop such systems to a
higher level. As Terry Winograd (1997) writes, “The biggest advances will come
not from doing more and bigger and faster of what we are already doing, but from
finding new metaphors, new starting points.” In this book, we attempt to show that
such new metaphors already exist and that we need only to learn how to use them to
extend the world of computers in ways previously unimaginable.

Algorithms and their theory are the basis of information technology. Algorithms
have been used by people since the beginning of time. Algorithms rule computers.
Algorithms are so important for computers that even the mistakes of computers result
mostly from mistakes of algorithms in the form of software. Consequently, the term
“algorithm” has become a general scientific and technological concept used in a
variety of areas. The huge diversity of algorithms and their mathematical models
builds a specific “algorithmic universe”. However, the science that studies algorithms
emerged only in the twentieth century.

Since the emergence of the theory of algorithms, mathematicians and computer
scientists learned a lot. They have built mathematical models for algorithms and,
by means of these models, discovered a principal law of the algorithmic universe,
the Church–Turing thesis, and it governs the algorithmic universe just as Newton’s
laws govern our physical universe. However, as we know, Newton’s laws are not
universal. They are true for processes that involve only ordinary bodies. Einstein,
Bohr, Dirac, and other great physicists of the twentieth century discovered more fun-
damental laws in the microworld that go beyond the scope of Newton’s laws. In a
similar way, new laws for the algorithmic universe have been discovered that go be-
yond the Church–Turing thesis. The Church–Turing thesis encompasses only a small
part of the algorithmic universe, including recursive algorithms. This book demon-
strates that superrecursive algorithms are more powerful, efficient, and tractable than
recursive algorithms, and it introduces the reader to this new, expanded algorithmic
universe.

Consider the famous Gödel theorem on the incompleteness of formal arithmetic.
In the context of recursive algorithms, this theorem has absolute and ultimate mean-
ing, vitally restricting the abilities of mathematicians and mathematics. In the context
of superrecursive algorithms, the Gödel theorem becomes relative, stating only dif-
ferences in abilities based on superrecursive and recursive algorithms. That is, the
theory articulates that, for sufficiently rich mathematical theories, such as arithmetic,
superrecursive algorithms allow one to prove much more than conventional methods
of formal deduction, which are based on recursive algorithms (Burgin, 1987). When
Gödel proved his theorem, it was a surprise to most mathematicians. However, from
the superrecursive perspective, the Gödel theorem is a natural result that simply re-
flects the higher computational and deductive power of superrecursive algorithms.

Although the main concern of this book is superrecursive algorithms and hyper-
computation, a variety of other problems are also analyzed. They include general
problems such as: What is an algorithm? What is a description of an algorithm?
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How do we measure computational power, computational efficiency, computational
equivalency for computers, networks, and embedded systems and their mathematical
models? What are the structures, types, and functioning of information processing
systems? Can we provide a systematization of mathematical models of computa-
tional processes and their algorithmic representations? How do they affect computer,
network, and information-processing architectures?

The organization of this book

This book begins with models of conventional, recursive algorithms, with an over-
view of the theory of recursive algorithms given in Chapter 2. We then present even
less powerful, but more tractable and feasible, subrecursive algorithms, giving an
overview of their theory in Chapter 3. We consider some classes of subrecursive
algorithms that are determined by restrictions in construction; for instance, finite au-
tomata. Subrecursive algorithms defined by restrictions on the resources used, e.g.,
Turing machines with polynomial time of computation, are mentioned only tangen-
tially.

Our approach has a three-fold aim. The first aim is to prepare a base for super-
recursive algorithms; an exposition of conventional algorithms helps to understand
better the properties and advantages of new and more powerful algorithmic patterns,
superrecursive algorithms.

The second aim of our approach is to give a general perspective on the theory of
algorithms. Computer scientists and mathematicians have elaborated a huge diversity
of models. Here we try to systematize these models from a practical perspective of
computers and other information processing systems. As far as we know, this is the
first attempt of its kind.

The third aim of our approach is to achieve completeness, making the book self-
contained. This allows a reader to understand the theory of algorithms and computa-
tion as a whole without going to other sources. Of course, other sources may be used
for further studies of separate topics. For instance, Rogers (1967) has more mate-
rial about recursive algorithms, and Hopcroft, Motwani, and Ullman (2001) contains
more material about finite automata and context-free grammars.

But this book allows a reader to better comprehend other theories in computer
science by systematizing them, extending their scope, and developing a more ad-
vanced perspective based on superrecursive algorithms.

After considering conventional models of algorithms, we introduce models of
superrecursive algorithms. In Chapter 4 we consider the computational power of su-
perrecursive algorithms. In Chapter 5 we consider the efficiency of superrecursive
algorithms, which is represented in the theory by a kind of complexity measure. The
book culminates in a positive reevaluation of the future development of communica-
tion and information processing systems.

The exposition is aimed at different groups of readers. Those who want to know
more about the history of computer science and get a general perspective of the
current situation in the theory of algorithms and its relations to information technol-
ogy can skip proofs and even many results that are given in the strict mathematical
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form. At the same time, those who have a sufficient mathematical training and are
interested mostly in computer and information science or mathematics can skip pre-
liminary deliberations and go directly to the exposition of superrecursive algorithms
and automata. Thus, a variety of readers will be able to find interesting and useful
issues in this book.

It is necessary to remark that the research in this area is so active that it is im-
possible to include all ideas, issues, and references, for which we ask the reader’s
forbearance.

Theories that study information technology belong to three disciplines: informa-
tion sciences, computer science, and communication science. All such theories have
a mathematical foundation, so it is no surprise that mathematics has its theories of
computers and computations. The main theory is the theory of algorithms, abstract
automata, and computation, or simply, the theory of algorithms. It explains in a log-
ical way how computers function and how computations are organized. It provides
means for evaluation and development of computers, nets, and other computational
systems and processes. For example, a search for new kinds of computing resulted in
molecular (in particular, DNA) and quantum computing, which are the most widely
discussed. At this point, however, both of these paradigms appear to be restricted to
specialized domains (molecular for large combinatorial searches, quantum for cryp-
tography) and there are no working prototypes of either. The theory of algorithms
finds a correct place for them in a wide range of different computational schemes.
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