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Series Foreword

Traditionally‚ scientific fields have defined boundaries‚ and scientists
work on research problems within those boundaries. However‚ from time to
time those boundaries get shifted or blurred to evolve new fields. For
instance‚ the original goal of computer vision was to understand a single
image of a scene‚ by identifying objects‚ their structure‚ and spatial
arrangements. This has been referred to as image understanding. Recently‚
computer vision has gradually been making the transition away from
understanding single images to analyzing image sequences‚ or video
understanding. Video understanding deals with understanding of video
sequences‚ e.g.‚ recognition of gestures‚ activities‚ facial expressions‚ etc.
The main shift in the classic paradigm has been from the recognition of static
objects in the scene to motion-based recognition of actions and events.

Video understanding has overlapping research problems with other
fields‚ therefore blurring the fixed boundaries. Computer graphics‚ image
processing‚ and video databases have obvious overlap with computer vision.
The main goal of computer graphics is to generate and animate realistic
looking images‚ and videos. Researchers in computer graphics are
increasingly employing techniques from computer vision to generate the
synthetic imagery. A good example of this is image-based rendering and
modeling techniques‚ in which geometry‚ appearance‚ and lighting is derived
from real images using computer vision techniques. Here the shift is from
synthesis to analysis followed by synthesis. Image processing has always
overlapped with computer vision because they both inherently work directly
with images. One view is to consider image processing as low-level
computer vision‚ which processes images‚ and video for later analysis by
high-level computer vision techniques. Databases have traditionally
contained text‚ and numerical data. However‚ due to the current availability
of video in digital form‚ more and more databases are containing video as
content. Consequently‚ researchers in databases are increasingly applying
computer vision techniques to analyze the video before indexing. This is
essentially analysis followed by indexing.

Due to MPEG-4 and MPEG-7 standards‚ there is a further overlap in
research for computer vision‚ computer graphics‚ image processing‚ and
databases. In a typical model-based coding for MPEG-4‚ video is first
analyzed to estimate local and global motion then the video is synthesized
using the estimated parameters. Based on the difference between the real
video and synthesized video‚ the model parameters are updated and finally
coded for transmission. This is essentially analysis followed by synthesis‚
followed by model update‚ and followed by coding. Thus‚ in order to solve
research problems in the context of the MPEG-4 codec‚ researchers from
different video computing fields will need to collaborate. Similarly‚ MPEG-7



is bringing together researchers from databases‚ and computer vision to
specify a standard set of descriptors that can be used to describe various
types of multimedia information. Computer vision researchers need to
develop techniques to automatically compute those descriptors from video‚
so that database researchers can use them for indexing. Due to the overlap of
these different areas‚ it is meaningful to treat video computing as one entity‚
which covers the parts of computer vision‚ computer graphics‚ image
processing‚ and databases that are related to video. This international series
on Video Computing will provide a forum for the dissemination of
innovative research results in video computing‚ and will bring together a
community of researchers‚ who are interested in several different aspects of
video.

Mubarak Shah
University of Central Florida‚ Orlando
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