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#### Abstract

We consider the following problem. A signature authority issues RSAsignatures of certain types to an individual, and the individual tries, by using the signatures he received, to compute an RSA-signature of a type not issued by the authority. Is the individual able to do this? The RSA-signatures are products of rational powers of residue classes modulo the composite number $N$ of the underlying RSA-system, and the residue classes are chosen at random by the signature authority. The rational exponents in the product determine the type of the signature.

We prove that computing an RSA-signature of a particular type, from given RSA-signatures of other types, is polynomial time reducible to computing RSAroots $x^{1 / d}(\bmod N)$ for random $x$ and some positive integer $d$. This extends results of Akl and Taylor [1] and Shamir [11] from one variable to arbitrarily many variables. As an application of this, under the assumption that for the individual it is infeasible to compute RSA-roots, we give necessary and sufficient conditions describing whether it is feasible for that individual to compute RSA-signatures of a prescribed type from signatures of other types that he received before from the authority.


Key words. RSA, RSA-scheme, RSA-signature, Cryptographic protocol.

## 1. Introduction

Several more complicated cryptographic protocols use as a building block simple signature protocols in which only one party, called the signature authority, can create signatures and issues them to the other parties, called the individuals. Such protocols are used, for instance, in credential systems (e.g., [3]) and payment systems (e.g., [2]), in which a signature represents a credential or money. In fact, in such credential

[^0]| Signature authority $\mathscr{Z}$ | Individual $\mathscr{A}$ |  |
| :---: | :--- | :--- |
|  |  | verifies that |
| chooses $x(\bmod N)$ randomly, | $x, S$ | $S^{e_{2}} \equiv x^{\ell_{1}}(\bmod N)$ |
| computes $S \equiv x^{e_{1} / e_{2}}(\bmod N)$ |  |  |

Fig. 1. A signature issuing protocol in which the signature authority $\mathscr{Z}$ issues a signature to individual $\mathscr{A}$.
systems or payment systems, the signature authority issues different types of signatures, corresponding to different credentials or different values of money. The security of these systems depends on whether an individual (or a group of conspiring individuals) is not able to compute a signature of a type not issued by the signature authority, by using the signatures which were issued before by the authority.

In Fig. 1, we give an example of a signature protocol, based on the RSA-system [9], in which the signature authority $\mathscr{Z}$ issues a signature to an individual $\mathscr{A}$. Initially, $\mathscr{Z}$ chooses two large primes $P, Q$ and computes their product $N$. Further, $\mathscr{Z}$ chooses two integers $e_{1}, e_{2}$ with $e_{2}$ coprime to $\varphi(N)=(P-1)(Q-1)$. $\mathscr{Z}$ makes $N, e_{1}, e_{2}$ public, and keeps $P$ and $Q$ secret.

In general, for every integer $b$ coprime to $\varphi(N)$, the congruence $y^{b} \equiv x(\bmod N)$ has a unique solution $(\bmod N)$ which we denote by $x^{1 / b}(\bmod N)$. If $b>1$, we call $x^{1 / b}(\bmod N)$ an RSA-root $\bmod N$. For $a \in \mathbb{Z}$ we put $x^{a / b} \equiv\left(x^{1 / b}\right)^{a}(\bmod N) . \mathscr{Z}$ can easily compute the RSA-root $x^{1 / b}(\bmod N)$ by computing first an integer $b^{\prime}$ with $b b^{\prime} \equiv 1(\bmod \varphi(N))$, and then $x^{b^{\prime}}(\bmod N)$. We assume that for individuals it is infeasible to compute RSA-roots $(\bmod N)$.

We consider a generalization of this protocol: $\mathscr{Z}$ chooses at random several residue classes $(\bmod N)$, computes a number of RSA-signatures which are products of rational powers of these residue classes modulo $N$, and issues these signatures to $\mathscr{A}$, together with the residue classes. The exponents in the product determine the type of signature. It will appear to be useful to consider also the variation in which $\mathscr{Z}$ sends only the signatures but not the residue classes to $\mathscr{A}$ (so that $\mathscr{A}$ cannot verify the signatures). $\mathscr{A}$ might also have received the signatures without the residue classes by eavesdropping. It is conceivable that an individual learns several RSAsignatures issued by $\mathscr{Z}$ (by participating in a signature issuing protocol or by eavesdropping) and that he uses these to compute useful signatures not issued by $\mathscr{Z}$.

We give an example of the kind of problems we are faced with. Suppose that an individual $\mathscr{A}$ received two randomly chosen residue classes $x_{1}, x_{2}(\bmod N)$ and a signature $S \equiv x_{1}^{2 / 3} \cdot x_{2}^{1 / 9}(\bmod N)$, and that he wants to compute $S^{\prime} \equiv x_{2}^{1 / 9}(\bmod N)$. $\mathscr{A}$ can easily compute $x_{2}^{1 / 3}(\bmod N)$, since $x_{2}^{1 / 3} \equiv x_{1}^{-2} S^{3}(\bmod N)$. But then $\mathscr{A}$ has still to compute some cube RSA-root. From our Theorem 1, stated in Section 2 , it follows that computing $x_{2}^{1 / 9}$ from $\left\{x_{1}, x_{2}, S\right\}$ is just as difficult as computing $x^{1 / 3}(\bmod N)$ for each residue class $x(\bmod N)$. So if $\mathscr{A}$ cannot compute RSA-roots, then he cannot compute $x_{2}^{1 / 9}$ from $\left\{x_{1}, x_{2}, S\right\}$.

Akl and Taylor [1] and Shamir [11] considered related problems. Shamir showed, roughly speaking, that for pairwise coprime integers $k_{1}, \ldots, k_{t}$ computing $x^{1 / k_{1}}$ from $\left\{x, x^{1 / k_{2}}, \ldots, x^{1 / k_{t}}\right\}$ is just as difficult as computing $u^{1 / k_{1}}$ from $u$ alone, for random $u$.

Akl and Taylor proved, that if $k, k_{1}, \ldots, k_{t}$ are integers with $\operatorname{gcd}\left(k_{1}, \ldots, k_{t}\right)$ / $\operatorname{gcd}\left(k, k_{1}, \ldots, k_{t}\right)=r$, then computing $x^{k}$ from $\left\{x^{k_{1}}, \ldots, x^{k_{t}}\right\}$ (with $x$ unknown) is at least as difficult as computing $u^{1 / r}$ from $u$ for random $u$. We generalize these results to arbitrarily many variables as in the example above. Our main result is stated in Section 2, independently of the context of protocols mentioned above. Let $S_{1} \equiv \prod x_{j}^{a_{1, j}}, \ldots, S_{s} \equiv \prod x_{j}^{a_{s, j}}, S^{\prime} \equiv \prod x_{j}^{b_{j}}(\bmod N)$, where the $x_{i}$ are uniformly chosen residue classes $(\bmod N)$ and the $a_{i, j}, b_{j}$ are rational numbers (we are not precise here). Then computing $S^{\prime}$ from $S_{1}, \ldots, S_{s}$ is polynomial time reducible to computing a certain RSA-root on random residue classes $(\bmod N)$ and vice versa.

This paper is organized as follows. In Section 2 we state our results and prove these in Section 3. In Section 4 we discuss the consequences of our results for protocols as mentioned above; in particular, we consider two payment systems.

## 2. Statements of the Theorems

We first introduce some notation and terminology.

| $S^{k}$ | the set of vectors $\left(a_{1}, \ldots, a_{k}\right)$ with $a_{1}, \ldots, a_{k} \in S$, for any use boldface characters to denote vectors. |
| :---: | :---: |
| $\mathbf{a} \equiv \mathbf{b}(\bmod m)$ | $m^{-1}(\mathbf{b}-\mathbf{a}) \in \mathbb{Z}^{k} ;$ this is defined for $\mathbf{a}, \mathbf{b} \in \mathbb{Q}^{k}, m, k \in \mathbb{N}$. |
| $\mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$ | $\left\{\sum_{i=1}^{s} \xi_{i} \mathbf{a}_{i} \mid \xi_{1}, \ldots, \xi_{s} \in \mathbb{Z}\right\}$ : the abelian group generated by $\mathbf{a}_{1}$ $\mathbf{a}_{s} \in \mathbb{Q}^{k}$. |
| $\mathbb{Q}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$ | $\left\{\sum_{i=1}^{s} \xi_{i} \mathbf{a}_{i} \mid \xi_{1}, \ldots, \xi_{s} \in \mathbb{Q}\right\}$ : the vector space generated by $\mathbf{a}_{1}$ $\mathbf{a}_{s} \in \mathbb{Q}^{k}$. |
| $\langle\mathbf{a}, \mathbf{b}\rangle$ | $a_{1} b_{1}+\cdots+a_{k} b_{k}$ : the scalar product of $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right)$ $\mathbf{b}=\left(b_{1}, \ldots, b_{k}\right)$. |
| $N$ |  odd primes and $k_{1}, \ldots, k_{t} \in \mathbb{N}$. |
|  | the set $\{a \mid a \in \mathbb{N}, 1 \leq a \leq N, \operatorname{gcd}(a, N)=1\}$. |
| $a^{-1}$ ( | the number $b \in \mathbb{Z}_{N}^{*}$ with $a b \equiv 1(\bmod N)$; for $a \in \mathbb{Z}_{N}^{*}$. |
| $\stackrel{\varphi}{\underline{\mathbb{Q}}}{ }_{N}(N)$ | Euler's Totient function: $\varphi(N)=\left\|\mathbb{Z}_{N}^{*}\right\|=\prod_{i=1}^{i} p_{i}^{k_{i}-1}\left(p_{i}-1\right)$. the ring $\{a / d \mid a, d \in \mathbb{Z}, d>0, \operatorname{gcd}(d, \varphi(N))=1\}$. |
| $\lambda(N)$ | Carmichael's function: $\lambda(N)=\operatorname{lcm}\left(p_{1}^{k_{1}-1}\left(p_{1}-1\right)\right.$, |
| $x^{1 / d}$ | the $d$ th $R S A$-root of $x(\bmod N)$ : the unique solution $S \in \mathbb{Z}_{N}^{*}$ $S^{d} \equiv x(\bmod N)$ for $x \in \mathbb{Z}_{N}^{*}$ and $d \in \mathbb{Z}$ with $\operatorname{gcd}(d, \varphi(N))=1$. |
| ${ }^{2}(\bmod N)$ | the number $S \in \mathbb{Z}_{N}^{*}$ with $S \equiv x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{k}^{a_{k}}(\bmod N)$, for $\mathbf{x}$ $\left(x_{1}, \ldots, x_{k}\right) \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$ and $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right) \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$. |

In this paper we use notions like deterministic and probabilistic algorithms which can be given a precise mathematical meaning, for instance, using deterministic and probabilistic Turing machines, see [4]. The only nondeterministic operations allowed in a probabilistic algorithm are unbiased coin tosses. In the algorithms we consider, the inputs are tuples of integers and rationals, and the length of such an input is the sum of the lengths of the binary representations of the integers and the numerators and denominators of the rational numbers in the input. In general, both the output and the running time of a probabilistic algorithm are stochastic variables depending on the input and the random coin tosses. However, in this paper
we consider only probabilistic algorithms whose running time is determined by only the input. Thus, if a probabilistic algorithm is used to solve a particular problem, then it may output a solution not with certainty but only with some probability of success. Generally, the underlying probability space consists of the strings of bits, chosen during the execution of the algorithm, with uniform distribution, and a set $J$ of possible inputs, from which input $I$ is chosen with probability $p_{I}$. Thus, if some algorithm solves a problem with conditional probability of success $s_{I}$ given input $I$, then its unconditional probability of success is $\sum_{I \in J} p_{I} s_{I}$. By a polynomial time algorithm we mean a deterministic algorithm whose running time depends polynomially on the length of the input.

Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b} \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$. We consider the problem of computing $\mathbf{x}^{\mathbf{b}}$ for random $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$, if $\left\{\mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}\right\}$ (but not necessarily $\mathbf{x}$ ) are given as inputs. We distinguish two cases, to each of which a theorem is devoted.

In Theorem 1 below, $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}$ are vectors in $\left(\tilde{\mathbb{Q}}_{N}\right)^{\boldsymbol{k}}$, satisfying

$$
\left.\begin{array}{l}
\mathbf{b} \in \mathbb{Q}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\} ; \text { length }\left(N, \mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}\right)=L ;  \tag{1}\\
\operatorname{gcd}(d, \varphi(N))=1, \text { where } d=\min \left\{x \in \mathbb{N} \mid x \mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}\right\}
\end{array}\right\}
$$

Theorem 1. Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}$ satisfy (1).
(i) For every probabilistic algorithm AL that with input $\left\{N, \mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}, \mathbf{x}^{\mathbf{a}_{1}}, \ldots\right.$, $\left.\mathbf{x}^{\mathbf{a}_{s}}\right\}$ computes $\mathbf{x}^{\mathbf{b}}$ in time $\leq T_{\mathrm{AL}}$ with probability of success $\geq \varepsilon_{\mathrm{AL}}$ for random $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$, there exists a probabilistic algorithm $\overline{\mathrm{AL}}$ that for arbitrary $u \in \mathbb{Z}_{N}^{*}$ computes $u^{1 / d}$ in time $\leq T_{\mathrm{AL}}+L^{O(1)}$ with probability of success $\geq \frac{1}{2} \varepsilon_{\mathrm{AL}}$.
(ii) For every probabilistic algorithm AL that with input $\{N, u\}$ computes $u^{1 / d}$ in time $\leq T_{\mathrm{AL}}$ with probability of success $\geq \varepsilon_{\mathrm{AL}}$ for random $u \in \mathbb{Z}_{N}^{*}$, there exists a probabilistic algorithm $\overline{\mathrm{AL}}$ that for arbitrary $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$ computes $\mathbf{x}^{\mathbf{b}}$ from $\left\{N, \mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}, \mathbf{x}^{\mathbf{2}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}\right\}$ in time $\leq T_{\mathrm{AL}}+L^{\mathbf{O ( 1 )}}$ with probability of success $\geq \frac{1}{2} \varepsilon_{\mathrm{AL}}$.

Remark 1. Theorem 1 can be generalized to the case that $\operatorname{gcd}(d, \varphi(N))>1$. Let $G_{d}$ be the largest subgroup of $\mathbb{Z}_{N}^{*}$ whose order is coprime to $d$. Then for every $u \in G_{d}$, there is a unique $x \in G_{d}$ with $x^{d} \equiv u(\bmod N)$ and we denote this $x$ by $u^{1 / d}$. We can prove that for every probabilistic algorithm AL as in Theorem 1 there is a probabilistic algorithm $\overline{\mathrm{AL}}$ that for arbitrary $u \in G_{d}$ computes $u^{1 / d}$ in time $\leq T_{\mathrm{AL}}+L^{\mathrm{O}(1)}$ with probability of success $\geq \frac{1}{2} \varepsilon_{\mathrm{AL}}$. As the proof of this generalization is precisely the same as that of Theorem 1, we do not work it out.

Remark 2. Theorem 1 deals with the situation that $\mathbf{x}^{\mathbf{b}}$ has to be computed from $\mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}$ while $\mathbf{x}$ itself is not known. We can treat the case that $\mathbf{x}^{b}$ has to be computed from $\mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}$ and $\mathbf{x}$, by applying Theorem 1 with $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}$, $\mathbf{e}_{1}=(1,0, \ldots, 0), \mathbf{e}_{2}=(0,1, \ldots, 0), \ldots, \mathbf{e}_{k}=(0, \ldots, 0,1)$, instead of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}$. Note that $\mathbf{b} \in \mathbb{Q}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}$ for all $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b} \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$. Further, if $d$ is the smallest positive integer $x$ with $x \mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}$, then $d$ is the gcd of all these integers $x$. Hence if $\mathbf{b} \in\left(\tilde{\mathbb{Q}}_{N}\right)^{k}$, then $\operatorname{gcd}(d, \varphi(N))=1$.

We can also treat the case in which $\mathbf{x}_{1}^{\mathbf{b}_{1}} \cdots \mathbf{x}_{s}^{\mathbf{b}_{s}}$ has to be computed from $\mathbf{x}_{1}^{\mathbf{2}_{1}}, \ldots$, $\mathbf{x}_{s}^{\boldsymbol{a}_{s}}$ for certain $\mathbf{b}_{1}, \ldots, \mathbf{b}_{s} \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$, where $\mathbf{x}_{1}, \ldots, \mathbf{x}_{s}$ are distinct vectors from $\left(\mathbb{Z}_{N}^{*}\right)^{k}$ :
namely, put $\mathbf{x}^{\prime}:=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{s}\right), \mathbf{a}_{1}^{\prime}:=\left(\mathbf{a}_{1}, \mathbf{0}, \ldots, \mathbf{0}\right), \mathbf{a}_{2}^{\prime}:=\left(\mathbf{0}, \mathbf{a}_{2}, \mathbf{0}, \ldots, \mathbf{0}\right), \ldots, \mathbf{a}_{s}^{\prime}:=$ $\left(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{a}_{\mathbf{s}}\right), \mathbf{b}^{\prime}:=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{s}\right)$, and apply Theorem 1 with $\mathbf{x}^{\prime}, \mathbf{a}_{1}^{\prime}, \ldots, \mathbf{a}_{s}^{\prime}, \mathbf{b}^{\prime}$.

In Theorem 2 below, $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}$ are vectors in $\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$, satisfying

$$
\left.\begin{array}{l}
\mathbf{b} \notin \mathbb{Q}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\} ; \text { length }\left(N, \mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}\right)=L ;  \tag{2}\\
d=\min \left\{x \in \mathbb{N} \mid \exists \xi_{1}, \ldots, \xi_{s} \in \mathbb{Z}: x \mathbf{b} \equiv \sum_{i=1}^{s} \xi_{i} \mathbf{a}_{i}(\bmod \lambda(N))\right\} .
\end{array}\right\}
$$

Note that $d$ is the gcd of all the integers $x$ as in (2). Hence $d$ divides $\lambda(N)$. We have:

Theorem 2. Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}$ satisfy (2).
(i) There exists a polynomial (in L) time algorithm that computes a nonzero multiple of $\lambda(N) / d$ from $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}$.
(ii) For every $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$, the cardinality of the set $\left\{z \in \mathbb{Z}_{N}^{*} \mid \exists \mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}: \mathbf{y}^{\mathbf{b}} \equiv z\right.$ $(\bmod N), \mathbf{y}^{\mathbf{a}_{i}} \equiv \mathbf{x}^{\mathbf{a}_{i}}(\bmod N)$ for $\left.i=1, \ldots, s\right\}$ is equal to the number of solutions $z \in \mathbb{Z}_{N}^{*}$ of $z^{d} \equiv 1(\bmod N)$.

For instance, if $d=1$ then from $\mathbf{a}_{1}, \ldots, \mathbf{a}_{\mathbf{s}}, \mathbf{b}$ we can compute in polynomial (in $L$ ) time a multiple of $\lambda(N)$ and from that we can compute in probabilistic polynomial (in length ( $N$ ) ) time the factorization of $N$ [7]. In the other extreme situation that $d=\lambda(N)$, if $\mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}$ are given but $\mathbf{x}$ is unknown, then every number in $\mathbb{Z}_{N}^{*}$ is possible for $\mathbf{x}^{\mathbf{b}}$.

## 3. Proofs

We need some lemmas to prove Theorems 1 and 2.
Lemma 1. There is a polynomial time algorithm that computes for every $\mathbf{a}_{1}, \ldots$, $\mathbf{a}_{s} \in \mathbb{Q}^{k}$ a basis $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}$ of $\mathbb{Z}^{k}$ and $d_{1}, \ldots, d_{t} \in \mathbb{Q}_{>0}$ such that $\left\{d_{1} \mathbf{e}_{1}, \ldots, d_{t} \mathbf{e}_{t}\right\}$ is a basis of $\mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$.

Proof. For $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s} \in \mathbb{Z}^{k}$ this follows from the result of Kannan and Bachem [6] that we can compute in polynomial time the Smith normal form of an integral matrix. For $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s} \in \mathbb{Q}^{k}$, one may first compute $d \in \mathbb{N}$ such that $d \mathbf{a}_{1}, \ldots, d \mathbf{a}_{s} \in \mathbb{Z}^{k}$ and then apply the result of Kannan and Bachem.

Lemma 2. For $a, b \in \mathbb{Z}, a, b \neq 0$, let $(a \backslash b)$ denote the largest positive divisor of $a$ which is not divisible by any prime number dividing $b$. There is a polynomial time algorithm that computes $(a \backslash b)$ from $a, b \in \mathbb{Z}, a, b \neq 0$.

Proof. Consider the sequence of integers $c_{0}=|a|, c_{1}=c_{0} / \operatorname{gcd}\left(c_{0}, b\right), c_{2}=c_{1} /$ $\operatorname{gcd}\left(c_{1}, b\right), \ldots$. There is an $i$ such that $\operatorname{gcd}\left(c_{i}, b\right)=1$; let $i_{0}$ be the smallest such $i$. Since $c_{1} \leq c_{0} / 2, c_{2} \leq c_{1} / 2, \ldots, c_{i_{0}} \leq c_{i_{0}-1} / 2, c_{i_{0}+1}=c_{i_{0}}$, we have $i_{0} \leq \log |a| / \log 2$. Hence it takes polynomial time to compute $c_{i_{0}}$. For each prime number $p$ and each $a \in \mathbb{Z}, a \neq 0$, let $\operatorname{ord}_{p}(a)$ be the integer such that $a \cdot p^{- \text {ord }_{p}(a)}$ is an integer not divisible
by $p$. Obviously, $\operatorname{ord}_{p}\left(c_{i_{0}}\right)=0$ for each prime $p$ dividing $b$. Further, if $p$ is a prime dividing $a$ but not $b$, then $\operatorname{ord}_{p}(a)=\operatorname{ord}_{p}\left(c_{0}\right)=\operatorname{ord}_{p}\left(c_{1}\right)=\cdots=\operatorname{ord}_{p}\left(c_{i_{0}}\right)$. It follows that $c_{i_{0}}=(a \backslash b)$.

Lemma 3. Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s} \in \mathbb{Q}^{k}, \mathbf{b} \in \mathbb{Q}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$, and let $d$ be the smallest positive integer such that $d \mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$. Then there is a vector $\mathbf{r} \in \mathbb{Q}^{k}$ such that the denominators of the coordinates of $\mathbf{r}$ are composed of prime numbers dividing $d$ and such that

$$
\begin{equation*}
\left\langle\mathbf{a}_{i}, \mathbf{r}\right\rangle \in \mathbb{Z} \quad \text { for } i=1, \ldots, t, \quad\langle\mathbf{b}, \mathbf{r}\rangle-\frac{1}{d} \in \mathbb{Z} . \tag{3}
\end{equation*}
$$

Further, there is a polynomial time algorithm that computes $d$ and such a vector $\mathbf{r}$ from $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}$.

Proof. Compute a basis $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}$ of $\mathbb{Z}^{k}$ and $d_{1}, \ldots, d_{t} \in \mathbb{Q}_{>0}$ as in Lemma 1 from $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}$. Further, compute $\xi_{1}, \ldots, \xi_{t} \in \mathbb{Q}$ with $\mathbf{b}=\sum_{i=1}^{i} \xi_{i} d_{i} \mathbf{e}_{i}$, e.g., by Gauss elimination. Then $d$ is the smallest positive integer such that $d \xi_{1}, \ldots, d \xi_{t} \in \mathbb{Z}$ and so it can be computed in polynomial time. Let $u_{1}, \ldots, u_{t}$ be the numerators of $d_{1}$, $\ldots, d_{t}$, respectively. Compute $\left(u_{1} \backslash d\right), \ldots,\left(u_{t} \backslash d\right)$. Note that $\operatorname{gcd}\left(d, \xi_{1} d\left(u_{1} \backslash d\right), \ldots\right.$, $\left.\xi_{t} d\left(u_{t} \backslash d\right)\right)=1$. Now compute $s_{1}, \ldots, s_{t} \in \mathbb{Z}$ satisfying

$$
\begin{equation*}
\sum_{i=1}^{t} \xi_{i} d\left(u_{i} \backslash d\right) s_{i} \equiv 1(\bmod d), \tag{4}
\end{equation*}
$$

with Euclid's algorithm. Finally, compute $\mathbf{r} \in \mathbb{Q}^{k}$, e.g., by Gauss elimination, with

$$
\left\langle\mathbf{e}_{i}, \mathbf{r}\right\rangle= \begin{cases}\frac{s_{i}\left(u_{i} \backslash d\right)}{d_{i}} & \text { for } i=1, \ldots, t  \tag{5}\\ 0 & \text { for } i=t+1, \ldots, k\end{cases}
$$

Note that the denominators of $s_{i}\left(u_{i} \backslash d\right) / d_{i}$ are composed of primes dividing $d$ for $i=1, \ldots, t$. Since $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}$ is a basis of $\mathbb{Z}^{k}$, this implies that the denominators of the coordinates of $r$ are also composed of primes dividing $d$. Further, from (5) and $\mathbf{a}_{i} \in \mathbb{Z}\left\{d_{1} \mathbf{e}_{1}, \ldots, d_{t} \mathbf{e}_{t}\right\}$ it follows that $\left\langle\mathbf{a}_{i}, \mathbf{r}\right\rangle \in \mathbb{Z}$ for $i=1, \ldots, t$. Finally, from (4), (5), and $\mathbf{b}=\sum_{i=1}^{t} \xi_{i} d_{i} \mathbf{e}_{i}$, it follows that $\langle\mathbf{b}, \mathbf{r}\rangle-1 / d \in \mathbb{Z}$. It is easy to verify that all the computations mentioned above cost polynomial time. This proves Lemma 3.

Proof of Theorem 2. We assume that $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b} \in \mathbb{Z}^{k}$ which is no restriction. Indeed, if $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b} \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$, then we can compute in polynomial (in $L$ ) time $m \in \mathbb{N}$ with $\operatorname{gcd}(m, \lambda(N))=1$ such that $\mathbf{a}_{i}^{\prime}:=m \mathbf{a}_{i}(i=1, \ldots, s), \mathbf{b}^{\prime}:=m \mathbf{b} \in \mathbb{Z}^{k}$, and we can proceed further with $\mathbf{a}_{1}^{\prime}, \ldots, \mathbf{a}_{s}^{\prime}, \mathbf{b}^{\prime}$. The integer $d$ is also the smallest positive integer $x$ for which $x \mathbf{b}^{\prime} \equiv \sum_{i=1}^{s} \xi_{i} \mathbf{a}_{i}^{\prime}(\bmod \lambda(N))$ is solvable in $\xi_{1}, \ldots, \xi_{t} \in \mathbb{Z}$ and $x \mapsto x^{m}$ is $1-1$ on $\mathbb{Z}_{N}^{*}$. Hence $\left\{z \in \mathbb{Z}_{N}^{*} \mid \exists \mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}: \mathbf{y}^{b^{b_{2}}} \equiv z, \mathbf{y}^{\mathbf{a}_{i}^{\prime}} \equiv \mathbf{x}^{\mathbf{a}_{i}^{\prime}}(\bmod N)\right.$ for $\left.i=1, \ldots, s\right\}$ has the same cardinality as $\left\{z \in \mathbb{Z}_{N^{*}}^{*} \mid \exists \mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}: \mathbf{y}^{\mathbf{b}} \equiv z, \mathbf{y}^{\mathbf{a} i} \equiv \mathbf{x}^{\mathbf{a} i}(\bmod N)\right.$ for $\left.i=1, \ldots, s\right\}$.
(i) Compute a basis $\left\{\mathbf{e}_{1}, \ldots, \mathrm{e}_{k}\right\}$ of $\mathbb{Z}^{k}$ and $d_{1}, \ldots, d_{t}$ (which are now positive integers) such that $\left\{d_{1} \mathbf{e}_{1}, \ldots, d_{t} \mathbf{e}_{t}\right\}$ is a basis of $\mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$. Further, compute integers $\beta_{1}, \ldots, \beta_{k}$ such that $\mathbf{b}=\sum_{i=1}^{k} \beta_{i} \mathbf{e}_{i}$. Since $\mathbf{b} \notin \mathbb{Q}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$, at least one of the integers $\beta_{t+1}, \ldots, \beta_{k}, \beta_{t+1}$ say, is nonzero. There are integers $\eta_{1}, \ldots, \eta_{t}$ such that
$d \mathbf{b} \equiv \sum_{i=1}^{t} \eta_{i} d_{i} \mathbf{e}_{i}(\bmod \lambda(N))$. This implies that $d \beta_{t+1} \equiv 0(\bmod \lambda(N))$. Hence $\beta_{t+1}$ is a nonzero multiple of $\lambda(N) / d$. All operations mentioned above can be done in polynomial (in $L$ ) time and so $\beta_{r+1}$ can be computed in polynomial (in $L$ ) time. This proves (i).
(ii) Let $S_{1}=\left\{z \in \mathbb{Z}_{N}^{*} \mid \exists \mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}: \mathbf{y}^{\mathbf{b}} \equiv z, \mathbf{y}^{\mathbf{a}_{i}} \equiv 1(\bmod N)\right.$ for $\left.i=1, \ldots, s\right\}$. Then $\left\{z \in \mathbb{Z}_{N}^{*} \mid \exists \mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{\boldsymbol{k}}: \mathbf{y}^{\mathbf{b}} \equiv z, \mathbf{y}^{\mathbf{a}_{i}} \equiv \mathbf{x}^{\mathbf{a}_{i}}(\bmod N)\right.$ for $\left.i=1, \ldots, s\right\}=\left\{z \cdot \mathbf{x}^{\mathbf{b}} \mid z \in S_{1}\right\}$. Hence it suffices to show, that $S_{1}$ is equal to $S_{2}:=\left\{z \in \mathbb{Z}_{N}^{*} \mid z^{d} \equiv 1(\bmod N)\right\}$.

First take $z \in S_{1}$. There are $\xi_{1}, \ldots, \xi_{t} \in \mathbb{Z}$ such that $d \mathbf{b} \equiv \sum_{i=1}^{s} \xi_{i} \mathbf{a}_{i}(\bmod \lambda(N))$. Together with the fact that $a^{\lambda(N)} \equiv 1(\bmod N)$ for every $a \in \mathbb{Z}_{N}^{*}$, this implies that for some $\mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}: z^{d} \equiv \mathbf{y}^{d \boldsymbol{b}} \equiv \prod_{i=1}^{s}\left(\mathbf{y}^{\mathbf{a}_{i}}\right)^{\xi_{i}} \equiv 1(\bmod N)$. Hence $z \in S_{2}$. It follows that $S_{1} \subseteq S_{2}$.
 and $k_{1}, \ldots, k_{\mathrm{t}} \in \mathbb{N}$. Put $\delta_{i}=\operatorname{gcd}\left(d, \varphi\left(p_{i}^{k_{i}}\right)\right)$ for $i=1, \ldots, t$. Then $\delta_{i}$ is the smallest positive integer $x$ such that $x \mathbf{b} \equiv \sum_{i=1}^{s} \xi_{i} \mathbf{a}_{i}\left(\bmod \varphi_{i}\right)$ has a solution in $\xi_{1}, \ldots$, $\xi_{s} \in \mathbb{Z}$, where $\varphi_{i}=p_{i}^{k_{i}-1}\left(p_{i}-1\right)$, i.e., the smallest positive integer $x$ for which $x \mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \varphi_{i} \mathbf{e}_{1}, \ldots, \varphi_{i} \mathbf{e}_{k}\right\}$, where $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}$ is any basis of $\mathbb{Z}^{k}$. By Lemma 3 , there is a vector $\mathbf{r}$, with

$$
\begin{aligned}
\left\langle\mathbf{a}_{j}, \mathbf{r}\right\rangle \in \mathbb{Z} & \text { for } \quad j=1, \ldots, s \\
\left\langle\varphi_{i} \mathbf{e}_{j}, \mathbf{r}\right\rangle \in \mathbb{Z} & \text { for } \quad j=1, \ldots, k \\
\langle\mathbf{b}, \mathbf{r}\rangle-\frac{1}{\delta_{i}} \in \mathbb{Z} &
\end{aligned}
$$

Put $\mathbf{v}:=\varphi_{i} \mathbf{r}$. Then $\mathbf{v}=\left(v_{1}, \ldots, v_{k}\right) \in \mathbb{Z}^{k}$ and

$$
\left.\begin{array}{l}
\left\langle\mathbf{a}_{j}, \mathbf{v}\right\rangle \equiv 0\left(\bmod \varphi_{i}\right) \quad \text { for } \quad j=1, \ldots, s,  \tag{6}\\
\langle\mathbf{b}, \mathbf{v}\rangle \equiv \frac{\varphi_{i}}{\delta_{i}}\left(\bmod \varphi_{i}\right) .
\end{array}\right\}
$$

Since $z \in S_{2}$, we have $z^{\delta_{i}} \equiv 1\left(\bmod p_{i}^{k_{i}}\right)$. Further, the group of residue classes mod $p_{i}^{k_{i}}$ coprime to $p_{i}$ is cyclic of order $\varphi_{i}$. Hence there is a residue class $w_{i}\left(\bmod p_{i}^{k_{i}}\right)$ with $w_{i}^{\varphi_{i} / \delta_{i}} \equiv z\left(\bmod p_{i}^{k_{i}}\right)$. Put $\mathbf{y}_{i}=\left(w_{i}^{\nu_{1}}, \ldots, w_{i}^{v_{k}}\right)$. Then (6) implies that $\mathbf{y}_{i}^{\mathbf{a}_{j}} \equiv w_{i}^{\left\langle\mathbf{a}_{j}, v\right\rangle} \equiv 1$ $\left(\bmod p_{i}^{k_{i}}\right)$ for $j=1, \ldots, s$ and $\mathbf{y}_{i}^{\mathbf{b}} \equiv w_{i}^{\langle\mathbf{b}, v\rangle} \equiv w_{i}^{\boldsymbol{\varphi}_{i} / \delta_{i}} \equiv z\left(\bmod p_{i}^{k_{i}}\right)$. By the Chinese remainder theorem, there is a $\mathbf{y} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$ with $\mathbf{y} \equiv \mathbf{y}_{i}\left(\bmod p_{i}^{k_{i}}\right)$ for $i=1, \ldots, t$. This $\mathbf{y}$ satisfies $\mathbf{y}^{\mathbf{a}_{j}} \equiv 1(\bmod N)$ for $j=1, \ldots, s$, and $\mathbf{y}^{\mathbf{b}} \equiv z(\bmod N)$. Hence $z \in S_{1}$. We conclude that also $S_{2} \subseteq S_{1}$. Therefore $S_{2}=S_{1}$ and part (ii) of Theorem 2 has been proved.

Proof of Theorem 1. Assume we are given $N$ and $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b} \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$ satisfying (1).
(i) Assume there is a probabilistic algorithm AL which from $\mathbf{x}^{\mathbf{Q}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}$ computes $\mathbf{x}^{\mathbf{b}}$ in time $\leq T_{\mathrm{AL}}(L)$ with probability of success $\geq \varepsilon_{\mathrm{AL}}(L)$ for randomly chosen $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$. Fix $u \in \mathbb{Z}_{N}^{*}$. We describe a probabilistic algorithm $\overline{\mathrm{AL}}$ to compute $u^{1 / d}$. The idea is to apply AL to the vector $\mathbf{u}=\left(u^{t_{1}}, \ldots, u^{t_{k}}\right)$ for an appropriate vector $t \in \widetilde{\mathbb{Q}}_{N}$. However, this $\mathbf{u}$ is not a random vector in $\left(\mathbb{Z}_{N}^{*}\right)^{k}$, all its coordinates being a power of the same residue class, and so we do not know anything about the probability of success when AL is applied to $\mathbf{u}$. We use the well-known trick of applying AL instead to a vector of the form $\mathbf{x}=\left(u^{t_{1}} r_{1}^{m}, \ldots, u^{t_{k} r_{k}^{m}}\right)$, where
$\mathbf{r}=\left(r_{1}, \ldots, r_{k}\right)$ is randomly chosen from $\left(\mathbb{Z}_{N}^{*}\right)^{k}$ and $m$ is such that $m \mathbf{a}_{1}, \ldots, m \mathbf{a}_{s}$, $m b \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$. Since $\mathbb{Z}_{N}^{*}$ is a multiplicative group and the mapping $x \rightarrow x^{m}$ on $\mathbb{Z}_{N}^{*}$ is $1-1$ in view of $\operatorname{gcd}(m, \varphi(N))=1$, this vector $\mathbf{x}$ is uniformly distributed on $\left(\mathbb{Z}_{N}^{*}\right)^{k}$.

Below we describe the algorithm $\overline{\mathrm{AL}}($ all congruences are $\bmod N$ ):
Step 1. Compute $t=\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{Q}^{k}$ and $\alpha_{1}, \ldots, \alpha_{k}, \beta \in \mathbb{Z}$ such that $\left\langle\mathbf{a}_{i}, \mathbf{t}\right\rangle=\alpha_{i}$ for $i=1, \ldots, s,\langle\mathbf{b}, \mathbf{t}\rangle+\beta=1 / d$ and the denominators of $t_{1}, \ldots, t_{k}$ are composed of primes dividing $d$. Since $\operatorname{gcd}(d, \varphi(N))=1$, we have $t \in\left(\tilde{\mathbb{Q}}_{N}\right)^{k}$. Compute $m$ such that $\mathrm{ma}_{i}(i=1, \ldots, s), m b \in \mathbb{Z}^{k}$.
Step 2. Choose $\mathbf{r}=\left(r_{1}, \ldots, r_{k}\right)$ from $\left(\mathbb{Z}_{N}^{*}\right)^{k}$.
Step 3. Compute $u^{\alpha_{i}} \mathbf{r}^{\mathbf{m a}_{i}} \equiv u^{\left\langle\mathbf{s}_{i}, \mathbf{t}\right\rangle} \cdot \mathbf{r}^{\boldsymbol{m a}_{i}} \equiv \mathbf{x}^{\mathbf{a}_{i}}$ for $i=1, \ldots, s$, where $\mathbf{x} \equiv\left(u^{t_{1}} r_{1}^{m}, \ldots\right.$, $u^{t_{k}} \boldsymbol{r}_{k}^{m}$ ). This computation is easy since $\alpha_{i} \in \mathbb{Z}, m \mathbf{a}_{i} \in \mathbb{Z}^{k}$ for $i=1, \ldots, s$. We remark that it need not be feasible to compute $\mathbf{x}$.
Step 4. Apply AL to $\mathrm{x}^{\mathrm{a}_{1}}, \ldots, \mathrm{x}^{\mathrm{a}_{s}}$.
Step 5. If AL outputs $\mathbf{x}^{\mathbf{b}}$, then compute $\mathbf{x}^{\mathbf{b}} \mathbf{r}^{-m \mathbf{b}} \boldsymbol{u}^{\beta} \equiv \boldsymbol{u}^{\langle\mathbf{b}, \mathbf{1}\rangle+\beta} \equiv \boldsymbol{u}^{1 / d}$. This is possible since $\beta \in \mathbb{Z}$ and $m b \in \mathbb{Z}^{k}$.

We did not yet specify the way $r$ is chosen from $\left(\mathbb{Z}_{N}^{*}\right)^{k}$ in Step 2 . There is no known polynomial time method to simulate a perfect uniform choice from $\mathbb{Z}_{N}^{*}$ with a probabilistic algorithm whose only possible nondeterministic operations are coin tosses. But we can proceed as follows. Compute the integer $K$ with $N \leq 2^{K}<2 N$. Choose $r$ at random from $\left\{1, \ldots, 2^{K}\right\}$ by doing $K$ coin tosses. Check if $r \in\{1, \ldots, N-1\}$ and $\operatorname{gcd}(r, N)=1$. If so, take the residue class $r(\bmod N)$. Thus, we get an element of $\mathbb{Z}_{N}^{*}$ with probability of success $\varphi(N) / 2^{K} \geq 1 /(12 \log \log N)$, in view of the inequality $\varphi(N) \geq N /(6 \log \log N)$ for $N>3$ [10]. There is a constant $c>0$ with $1-(1-1 /(12 \log \log N))^{c \log k \cdot \log \log N} \geq\left(\frac{1}{2}\right)^{1 / k}$. Hence, after at most $c k \log k$. $K \log \log N$ coin tosses we find a vector $\mathbf{r} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$ with probability of success $\geq \frac{1}{2}$. Moreover, the conditional probability distribution of $r$ given success is uniform on $\left(\mathbb{Z}_{N}^{*}\right)^{k}$.

Steps 1, 2, 3, and 5 of algorithm $\overline{\mathrm{AL}}$ described above have running time $\mathcal{L}^{O(1)}$. Further, Step 4 has running time $T_{A L}$. Hence the running time of $\overline{\mathrm{AL}}$ is $\leq T_{\mathrm{AL}}+L^{O(1)}$. Step 2 has probability of success $\geq \frac{1}{2}$. Given success in Step 2, the conditional probability distribution of $\mathbf{x}$ is uniform on $\left(\mathbb{Z}_{N}^{*}\right)^{k}$ and hence the conditional probability of success in Step 4 is $\geq \varepsilon_{\mathrm{AL}}$. Therefore, the unconditional probability of success of $\overline{\mathrm{AL}}$ is $\geq \frac{1}{2} \varepsilon_{\mathrm{AL}}$. This proves (i).
(ii) Assume we are given a probabilistic algorithm AL which from randomly chosen $u \in \mathbb{Z}_{N}^{*}$ computes $u^{1 / d}$ in time $\leq T_{\mathrm{AL}}$ and probability of success $\geq \varepsilon_{\mathrm{AL}}(L)$. We construct the following algorithm $\overline{\mathrm{AL}}$ (the congruences are $\bmod N$ ):

Step 1. Compute $\xi_{1}, \ldots, \xi_{s} \in \mathbb{Z}$ such that $d \mathbf{b}=\sum \xi_{i} \mathbf{a}_{i}$.
Step 2. Choose $r \in \mathbb{Z}_{N}^{*}$.
Step 3. Compute $u \equiv r^{d} \cdot \prod_{i}\left(\mathbf{x}^{\mathbf{n}_{i}}\right)^{\xi_{i}}$.
Step 4. Apply AL to $u$.
Step 5. If AL outputs $u^{1 / d}$, then compute $r^{-1} u^{1 / d} \equiv \prod_{i}\left(\mathbf{x}^{\mathbf{a}_{i}}\right)^{\xi_{1 / d}} \equiv\left(\mathbf{x}^{d \mathbf{b}}\right)^{1 / d} \equiv \mathbf{x}^{\mathbf{b}}$.
If we choose $r$ in Step 2 as described above, then with essentially the same argument as above, it follows that $\overline{\mathrm{AL}}$ has running time $\leq T_{\mathrm{AL}}+L^{O(1)}$ and probability of success $\geq \frac{1}{2} \varepsilon_{\mathrm{AL}}$ for arbitrary $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$. This proves (ii).

## 4. Some Practical Applications

We go back to the protocols of Section 1. Let $N$ be a composite modulus and let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b} \in\left(\widetilde{\mathbb{Q}}_{N}\right)^{k}$. Signature authority $\mathscr{Z}$ chooses at random $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$ and issues the signatures $\mathbf{x}^{\mathbf{a}^{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}$ to the individual $\mathscr{A} . \mathscr{A}$ wants to compute $\mathbf{x}^{\mathbf{b}}$. Is he able to do this? Of course, we assume that for $\mathscr{A}$ it is infeasible to compute RSA-roots modulo $N$, since otherwise he could forge all signatures. Theorem 1 implies the following.

Corollary. Assume there is an integer $d$ with $(d, \varphi(N))=1$ and $d \mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$. Then it is feasible for $\mathscr{A}$ to compute $\mathbf{x}^{\mathbf{b}}$ from $\left\{N, \mathbf{a}_{1}, \ldots, \mathbf{a}_{s}, \mathbf{b}, \mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}\right\}$ for uniformly chosen $\mathbf{x} \in\left(\mathbb{Z}_{N}^{*}\right)^{k}$ if and only if $\mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$.
(We do not want to make precise the notion of "computational infeasibility.") If $\mathbf{b} \in \mathbb{Z}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{s}\right\}$, then $\mathbf{x}^{\mathbf{b}}$ can be computed from $\mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{s}}$ simply by multiplying and dividing $(\bmod N)$ : if $\xi_{1}, \ldots, \xi_{s} \in \mathbb{Z}$ are such that $\mathbf{b}=\xi_{1} \mathbf{a}_{1}+\cdots+\xi_{s} \mathbf{a}_{s}$, then $\mathbf{x}^{\mathbf{b}} \equiv \prod_{i=1}^{s}\left(\mathbf{x}^{\boldsymbol{a}^{i}}\right)^{\varepsilon_{i}}(\bmod N)$. Hence the corollary means that $\mathscr{A}$ cannot compute RSA-signatures from other ones, unless he is able to do this using only the obvious operations on RSA-signatures: multiplying and dividing $(\bmod N)$. This corollary can also be used in situations where $\mathscr{Z}$ issues also $\mathbf{x}$ or in which $\mathscr{A}$ receives signatures $\mathbf{x}_{1}^{\mathbf{a}^{1}}, \ldots, \mathbf{x}_{s}^{\mathbf{a}_{s}}$ on distinct vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{s}$ (see Remark 2 of Section 2).

We now give two examples related to coin systems to illustrate the corollary.
Example 1. In [2], a user-anonymous off-line check system is introduced. Here we discuss a special attack by the user on this system. We consider only a simplified version of the check system (not providing user anonymity) which, however, makes no difference for the attack we discuss.

The bank chooses a composite modulus $N$ and two one-way functions $f, g$ and makes $N, f, g$ public. Assume the user wants a check of $\$ 1023=\$\left(2^{0}+2^{1}+\cdots+2^{9}\right)$ from the bank. To this end, he chooses numbers $b_{i}, r_{i}, s_{i}$ and computes $M_{i} \equiv$ $f\left(g\left(b_{i}, r_{i}\right)\right), \quad m_{i} \equiv f\left(g\left(b_{i}, s_{i}\right)\right), \quad \alpha_{i} \equiv M_{i}^{310} \cdot m_{i}^{17} \quad(i=0, \ldots, 9)$ (all congruences are $\bmod N$ ), and sends $\alpha_{1}, \ldots, \alpha_{10}$ to the bank. (In the original user-anonymous protocol, the user includes so-called blinding factors in the $\alpha_{i}$ 's to hide the $M_{i}$ 's and $m_{i}$ 's from the bank (see also [3]) and uses a cut-and-choose protocol to convince the bank that he formed the $\alpha_{i}^{\prime}$ 's as described in the protocol). The bank withdraws S1023 from the user's account and sends back the signature $D \equiv \prod_{i=0}^{9} \alpha_{i}^{1 /\left(17 \cdot 3^{10-i}\right)}$. Then the user can compute (note that $6947 \cdot 17-2 \cdot 3^{10}=1$ )

$$
\begin{aligned}
& C \equiv D^{-2 \cdot 3^{10}} \cdot\left(\prod_{i=0}^{9} M_{i}^{3^{i}}\right)^{6947} \cdot\left(\prod_{i=0}^{9} m_{i}^{3^{i}}\right)^{2} \equiv \prod_{i=0}^{9} M_{i}^{3^{i / 17}}, \\
& C^{\prime} \equiv D^{6947 \cdot 3^{10}} \cdot\left(\prod_{i=0}^{9} M_{i}^{3 i}\right)^{-6947} \cdot\left(\prod_{i=0}^{9} m_{i}^{3^{3}}\right)^{-2} \equiv \prod_{i=0}^{9} m_{i}^{3 i-10} .
\end{aligned}
$$

Assume that the user wants to pay $\$ a=\$\left(\sum_{i=0}^{9} a_{i} 2^{10-i}\right)$ at the shop with this check, where $a_{i} \in\{0,1\}$ for $i=0, \ldots, 9$. To this end, the user gives the number $C$ to the shop, as well as the numbers $u_{i}:=g\left(b_{i}, r_{i}\right)$ for those $i$ with $a_{i}=0$, and $b_{i}, r_{i}$ for those
$i$ with $a_{i}=1$. The shop checks that $C$ is correct, i.e., $C \equiv \prod_{a_{i}=0} u_{i}^{3 / 17} \prod_{a_{i}=1} g\left(b_{i}, r_{i}\right)^{3^{i / 17}}$. After some time, the shop sends $C$ and the revealed $u_{i}, b_{i}, r_{i}$ to the bank (since the system is off-line, the shop does not send the numbers he received from a user at once, but first collects the numbers from several users). The bank checks that $C$ is correct and that he did not receive the $b_{i}$ 's before, and stores the $b_{i}$ 's.

The user gets back from the bank the amount from this check which he did not spend (i.e., $\left.\$\left(\sum_{i=0}^{9}\left(1-a_{i}\right) 2^{10-i}\right)\right)$ as follows: he gives $C^{\prime}$ to the bank together with the numbers $g\left(b_{i}, r_{i}\right)$ for those $i$ with $a_{i}=1$, and $b_{i}, r_{i}$ for those $i$ with $a_{i}=0$. The bank checks that $C^{\prime}$ is correct, checks that he did not receive the revealed $b_{i}$ 's before and if so, refunds the user the money.

Assume that the user tries to cheat, i.e., tries to spend $\$ a$ at the shop and to get back from the bank $\$ b$, where $a+b>1023$. Note that the user cannot show the same $b_{i}$ to both the shop (when buying) and the bank (when asking for refund), otherwise he is caught cheating. The user could try to make a new signature $C_{\sigma} \equiv \prod_{i=0}^{9} M_{i}^{3^{\sigma i()} 17}$ or $C_{\sigma}^{\prime} \equiv \prod_{i=0}^{9} m_{i}^{17 \cdot 3^{\sigma(i)-10}}$, where $\sigma$ is a nonidentical permutation of $(0, \ldots, 9)$. Then the user could cheat as follows: he looks for $i_{1}$ such that $\sigma\left(i_{1}\right)=i_{2}>i_{1}$; he spends $\$\left(\sum_{i \neq i_{1}} 2^{i}\right)$ at the shop by using $C$ (as explained above); and when asking for refund, he shows $C_{\sigma}^{\prime}$ and $b_{i_{1}}, r_{i_{1}}$ to the bank, in order to get $\$\left(2^{i_{2}}\right)$ as refund in stead of $\$\left(2^{i_{1}}\right)$. The user could cheat with signature $C_{\sigma}$ as follows: he looks for $j_{1}$ such that $\sigma\left(j_{1}\right)=j_{2}<j_{1}$; he shows $C_{\sigma}$ to the shop and spends $\$\left(\sum_{i \neq j_{2}} 2^{i}\right)$ using only $\$\left(\sum_{i \neq j_{1}} 2^{i}\right)$ from his check; and gets back from the bank $\$\left(2^{j_{1}}\right)$ by showing it $C^{\prime}$.

Note that in order to compute $C_{\sigma}$ or $C_{\sigma}^{\prime}$, the user may use $M_{0}, \ldots, M_{9}$ $m_{0}, \ldots, m_{9}, D$. Put $\mathbf{e}_{1}=(1,0, \ldots, 0), \ldots, \mathbf{e}_{20}=(0, \ldots, 0,1), \mathbf{c}_{\sigma}=\sum_{i=1}^{10}\left(3^{\sigma(i-1)} / 17\right) \mathbf{e}_{i}$, $\mathbf{c}_{\sigma}^{\prime}=\sum_{i=1}^{10} 3^{\sigma(i)-10} \mathbf{e}_{i+10}, \mathbf{d}=\sum_{i=1}^{10}\left(17 \cdot 3^{11-i}\right)^{-1}\left(3^{10} \mathbf{e}_{i}+17 \mathbf{e}_{i+10}\right), \mathbf{m}=\left(M_{0}, \ldots, M_{9}\right.$, $\left.m_{0}, \ldots, m_{9}\right)$. Thus, $M_{i}=\mathbf{m}^{\mathbf{e}_{i+1}}(i=0, \ldots, 9), m_{i}=\mathbf{m}^{\mathbf{e}_{i+11}}(i=0, \ldots, 9), D=\mathbf{m}^{\mathbf{d}}$, $C_{\sigma}=\mathbf{m}^{\mathbf{c}_{\sigma}}, C_{\sigma}^{\prime}=\mathbf{m}^{\mathbf{c}_{\sigma}^{\prime}}$. Assume that the user cannot compute RSA-roots $(\bmod N)$ of random numbers, and that $f, g$ are good pseudo-random functions, so that we may consider $m$ as a randomly chosen vector. Then the corollary implies that the user can compute $C_{\sigma}$ or $C_{\sigma}^{\prime}$ from $M_{0}, \ldots, M_{9}, m_{0}, \ldots, m_{9}, D$ if and only if $\mathbf{c}_{\sigma}$ or $\mathbf{c}_{\sigma}^{\prime}$ belongs to $A=\mathbb{Z}\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{20}, \mathbf{d}\right\}$. But it is easy to show, using that 3 is a primitive root $(\bmod 17)$, that none of the vectors $\mathbf{c}_{\sigma}, \mathbf{c}_{\sigma}^{\prime}$ belongs to $A$ unless $\sigma$ is the identity. Hence the kind of attack described above fails at this check-system.

Example 2. Consider the user-anonymous off-line coin system of [8]. In this system, the bank uses a signature scheme which we do not specify here. The user makes RSA-signatures using his own modulus $N$ whose factorization he keeps secret; so here the user plays the role of a signature authority. Let $L$ be a fixed integer, and define $I \equiv\left(\mathrm{ID}_{\text {user }} \| R\right)^{L} \bmod N$, where $R$ is a number chosen at random by the user. In Fig. 2 the basic idea of the withdrawal (in which the user is able to blind and the bank to sign messages, see [8]) and spending protocol of a coin is given. Later on, the shop sends the numbers that it received to the bank and the bank verifies that these numbers have not been used before.


Fig. 2. The (simplified) off-line coin system of [8].

From the corollary it follows that it is not feasible for the shop/bank to compute the identity of the user (i.e., $\left.I^{1 / L} \bmod N\right)$ from $N, I, X, E, L$ and $C=X^{1 / L} \cdot I^{E / L}$. But if the user spends the same coin at two shops, then the bank receives $N, I, X, L$, $\operatorname{sign}(N, I, X)$, two integers $E_{1}, E_{2}$ that are coprime with $L$, and the signatures $\left(X \cdot I^{E_{1}}\right)^{1 / L}(\bmod N)$ and $\left(X \cdot I^{E_{2}}\right)^{1 / L}(\bmod N)$. From the corollary it follows that the bank can compute $I^{1 / L} \bmod N$ from this (and hence the user's identity) if and only if $\operatorname{gcd}\left(E_{1}-E_{2}, L\right)=1$. Hence the probability that a double spender is caught by the bank is approximately $\varphi(L) / L$ (because $E_{1}, E_{2}$ are randomly chosen). This probability is close to 1 if $L$ is a large prime, and close to 0 if $L$ is the product of many small primes. Therefore, it is not wise to let the user choose $L$ freely himself (which was the original suggestion), but better to fix $L$ as a large prime.
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