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Abstract. In the first section of the article, we examine some recent criticisms of the 
connectionist enterprise: first, that connectionist models are fundamentally behaviorist in 
nature (and, therefore, non-cognitive), and second that connectionist models are funda- 
mentally associationist in nature (and, therefore, cognitively weak). We argue that, for a 
limited class of connectionist models (feed-forward, patteru-associator models), the first 
criticism is unavoidable. With respect to the second criticism, we propose that connection- 
ist models are fundamentally associationist but that this is appropriate for building models 
of human cognition. However, we do accept the point that there are cognitive capacities 
for which any purely associative model cannot provide a satisfactory account. The 
implication that we draw from is this is not that associationist models and mechanisms 
should be scrapped, but rather that they should be enhanced. 

In the next section of the article, we identify a set of connectionist approaches which are 
characterized by "active symbols" - recurrent circuits which are the basis of knowledge 
representation. We claim that such approaches avoid criticisms of behaviorism and are, in 
principle, capable of supporting full cognition. In the final section of the article, we 
speculate at some length about what we believe would be the characteristics of a fully 
realized active symbol system. This includes both potential problems and possible 
solutions (for example, mechanisms needed to control activity in a complex recurrent 
network) as well as the promise of such systems (in particular, the emergence of 
knowledge structures which would constitute genuine internal models). 
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Introduction 

There  can be little doubt  that the connectionist revolution is under  way. In the 
last five years,  the class of  techniques that  fall under  the collective heading of  
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"connectionism" has become the single most credible competitor to three 
decades of research in artificial intelligence. Originally a response to the failures 
of the "symbolic" paradigm to live up to the expectations of the sixties and 
seventies, connectionist networks have shown promise in areas such as object 
recognition, pattern completetion, speech synthesis, and verb conjugation. 
However, these achievements do not, in and of themselves, constitute revolution- 
ary advances in artificial intelligence. Their real importance lies not so much in 
the results, but rather in the means used to achieve them. 

Connectionists, for the most part, emphasize "neurologically plausible" 
approaches to cognition and, as a result, their models use networks of intercon- 
nected nodes and simple spreading-activation algorithms rather than the traditio- 
nal arsenal of artificial-intelligence techniques such as formal logic, heuristic 
search, explicit rules, and so forth. Another crucial aspect of the connectionist 
approach is that connectionist networks are typically trained, rather than 
explicitly programmed, to perform their tasks. These radical departures from the 
traditional approach justify the expression "connectionist revolution." 

But the revolution is by no means won. Given that the premises of connection- 
ism challenge the central dogmas of almost thirty years of work in artificial 
intelligence, it is hardly surprising that critics abound. We will devote consider- 
able attention in this article to reviewing and analyzing the various criticisms of 
connectionism. Essential to our comments is the recognition that the connection- 
ist endeavour is not homogeneous. While it is true that all connectionist models 
share a node-and-link structure, throughout which various algorithms govern the 
spread of activation and the weights on the links, the similarities essentially end 
there. For the moment, it would be difficult - probably impossible - for the 
connectionist community to agree upon some overarching set of "'connectionist" 
principles. 

It is our opinion that the tendency to treat connectionism as if it were 
monolithic has been a source of confusion and error. We feel that it is impossible 
to make sense of arguments, either for or against connectionism, without a clear 
understanding of the characteristics of the models in question. With this in mind, 
we will focus on two major criticisms, namely: 

connectionism is merely a naive, computerized revival of behaviourism and 

connectionist models are fundamentally associationist in nature, and this severely 
limits their cognitive potential. 

We will see that, with respect to what is currently the most popular class of 
models, the feed-forward pattern associators (e.g. back-propagation networks), 
the behaviourism charge is largely justified. We will describe in considerable 
detail the architecture of an alternate class of connectionist models, based on the 
recurrent circuit, for which the behaviourism criticism does not apply. We will not 
contest that connectionist models are associationist but, we will argue that this 
has improperly been considered a disadvantage only because the power and 
ubiquity of association in cognition has been underestimated. 

This discussion that follows is divided into three sections. First, we consider 
certain criticisms of connectionism. We will examine, in particular, the charge 
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that connectionism is naive behaviorism. This will be followed by a detailed 
examination of the recurrent circuit, the building block for a class of connectionist 
models that avoid the criticisms presented in the first section. Finally, we will 
discuss how recurrent-circuit architectures are capable of producing associative 
structure. We will attempt to show just how powerful systems with associative 
structure are. 

Criticisms of  Connectionism 

"Connectionism is actually little more than a wanned over version o f . . .  ?' 
Choose a discredited, obsolete psychological theory to finish the sentence and a 
critical analysis is off and running. Two popular choices for this purpose seem to 
be "behaviourism" and "associationism". Are these characterizations accurate? 
Before we can address this issue, we need to point out that, while for the modern 
reader, "behaviorism" and "asociationism" might seem, superficially, to be 
synonymous, in fact the two terms have very different implications. 

Both the 19th-century associationists and the 20th-century behaviorists are 
distinguished by an emphasis on learning and by a belief in the importance of 
contiguity and repetition in that context. The critical difference between the two, 
however, lies in the respective building blocks of association. The only asso- 
ciations that behaviorists considered were those between observable entities, that 
is between stimuli and responses. The associationists, on the other hand, were 
concerned with the association of "ideas". In spite of the fact that "idea" was a 
rather nebulous construct by modern standards, it clearly referred to an internal, 
mental entity. So, while behaviorism denied the existence (or at least the 
usefulness) of cognitive processes, associationism was a cogm'tive theory. 

What perspective does this provide to the "connectionism equals behaviorism" 
charge? First, it is clear that modern connectionists are not behaviorists at the 
conceptual level. That is, modern connectionists are proposing an alternate way 
of modelling cognition; they certainly do not deny the existence of cognition or 
the validity of studying it. However, we cannot dismiss the charge of behaviorism 
quite so easily. The possibility remains that the connectionist models themselves 
have unavoidable behaviorist implications which their proponents did not intend. 
We will argue that this, in fact, is the case, but only for a limited (although 
popular) class of models. We will discuss a class of connectionist models which are 
not at all vulnerable to the behaviorism characterization. 

The argument surrounding "connectionism equals associationism" is more 
complex. Association is a fundamental property of connectionist models, but we 
will argue that this is not the disadvantage that it is sometimes made out to be. 

Connectionism Equals Behaviorism 

It is our contention that the behaviorism characterization applies only to a limited 
class of models which we will refer to as feed-forward pattern associator (FFPA) 
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models. FFPA models are those which are trained to associate arbitrary sets of 
state vectors, and we include in this class both those models which lack layers of 
"hidden" units and employ the standard perceptron learning rule (or delta rule) 
as well as models which do possess hidden units and which employ the more 
sophisticated "back-propagation" learning rule (Fig. 1). The focus on FFPA 
models is appropriate for several reasons. These models are the subject of 
ongoing and widespread study within the connectionist community. 

FFPA models have been used to produce some of the most striking and best- 
known results of modern connectionism is such areas as speech synthesis 
(Sejnowski and Rosenberg, 1986) and past-tense verb learning (Rumeihart and 
McClelland, 1987). As such, they have been the basis of some of the most 
revolutionary claims made by the connectionists. Finally, there are even 
widespread efforts to find commercial applications for such models as, essen- 
tially, "trainable" expert-systems. Thus, whatever their limitations, understand- 
ing the properties of FFPA models is important. 

The case for "connectionism equals behaviorism" can be found explicitly in 
Lachter and Bever (1988) and implicitly in Prince and Pinker (1988). Both papers 
include detailed examinations of Rumelhart's and McClelland's model of past- 
tense verb learning. Considerable effort is devoted to explaining why this model 
only gives the appearance of learning the past tense of English verbs in a manner 
that mimics the way children do. Their conclusion is that the success of Rumelhart 
and McClelland's model is not genuine, but is rather due to certain ad-hoc aspects 
of presenting the input to the model. What is important for our discussion is that 
they go on to argue that FFPA models are inherently incapable of the past-tense 
production task because of the fact past-tense production must be implemented 
as a direct mapping from stem to past-tense form. This direct mapping means, 
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Fig. 1. Feed-forward, pattern-assoeiator models. (A) a simple, 2-layer pattern associator. (B) a multi- 
layer, back-propagation network. 



Active Symbols and Internal Models: Towards a Cognitive Cormectionism 55 

according to Lachter and Bever, that FFPA models are actually complex, parallel 
versions of a traditional S-R model. 

What are the consequences of the direct mapping, of an S-R approach? Prince 
and Pinker enumerate the following deficits: the lack of a lexical item, the lack of 
modular operation, an inability to represent and use context. Consider the 
situation where two distinct verbs share the same stem, for example "The 
neighbor rang the doorbell" and "The army ringed the city". The past-tense 
learning model cannot handle this because there is no unique mapping from stem 
("ring") to past-tense form ("rang"/"ringed"). In order to handle such verb pairs 
correctly, a system must, at minimum, have an internal representation (a lexical 
item) for each of the alternatives. These representations would then mediate the 
past-tense mapping (creating modularity). Furthermore, to select between the 
alternatives, a system would have to employ information which is of a different 
nature (semantic as opposed to phonetic) and which is temporarily separated. 
That is, a system must have distinct internal representations for each verb stem, 
and it must be able to select between them based on an internally maintained 
context. 

Are FFPA Models Behaviorist? 

What defense can one make to the charge that FFPA models are inherently 
behaviorist? On the surface, there are some rather obvious differences between 
FFPA connectionism and the behaviorist theories of 40 years ago. In behaviorist 
learning theories, the S's and R's were atomic, and a separate, independent link 
was required for each S--R association. Also, following Lashley's famous series of 
experiments (Lashley, 1950), which failed to find any physical link between S's 
and R's, the neurophysiological mechanics of learning were not considered a 
suitable subject for research. In contrast, the S's and R's of back-propagation 
networks are feature patterns, and the associations between all S's and R's are 
superimposed on the same network; this yields simple but powerful generali- 
zation capabilities which eluded the behaviorists. Notably, too, the mechanisms 
by which the S's and R's are linked, far from being off-limits, are the subject of 
intense scrutiny (see for example, Rosenberg, 1987). 

However, despite these differences, there is a conceptual commonality 
between FFPA models and behaviorist psychology which overshadows these 
other considerations: both systems are completely environmentally driven. That 
is, the responses of the behaviorist organism and of the feed-forward network are 
fully determined by the stimulus. In neither behaviorist nor FFPA models is there 
an allowance for, or a possibility of, internal cognitive processes. 

Of course, in examining the past-tense learning model we have been discussing 
the least powerful type of FF-PA. Specifically, the past-tense learning model lacks 
the layer of "hidden" units found in a back-propagation net (Fig. 1). How does 
the addition of hidden u-nits affect the behaviorism argument? Rumelhart and 
McClelland argue that hidden units are crucial: 

In our models, we are explicitly concerned with the problem of internal representation and mental 
processing, whereas the radical behaviorists explicitly denied the scientific utility and even the validity 
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of the consideration of these constructs. The training of hidden units i s . . .  the construction of 
internal representations. 

But this argument will not stand up to scrutiny. The connections between the 
input and output layers in a back-propagation network are no longer direct, but 
are mediated by one or more layers of "hidden" units. This addition of hidden 
layers indeed adds computational power; such networks can, for instance, learn 
to solve the infamous "exclusive-or" problem which is impossible in two-layer 
networks (Minsky and Papert, 1969). Unfortunately, all of this is irrelevant to the 
issue of behaviorism. Although the connection between the input and output 
layers is no longer direct in terms of network architecture, it remains direct in 
terms of time and causality. When a stimulus is presented to the input layer, a 
response follows immediately which is fully determined by that stimulus. This 
property, the complete determination of each response by the characteristics of 
the immediate stimulus, is a more accurate description of the behaviorist 
position, and it is true of FFPA networks regardless of whether or not they 
contain hidden layers. 

Connectionism Equals Associationism 

Fodor and Pylyshyn (1988) present a detailed argument that connectionism 
equals associationism and that, as a result, connectionism has serious limitations 
as a cognitive theory. Fodor and Pylyshyn do concede that "both connectionist 
and classical architectures postulate representational mental states". Thus they 
are not claiming that connectionist models lack internal symbols and internal 
processing. Instead, they claim that although connectionist models may have 
symbols, the only mechanism of interaction between symbols is association. 
Therefore, according to Fodor and Pylyshyn, connectionist systems lack the 
means of composing symbols into larger structures and they lack operations to 
manipulate such structures.* 

This argument works best in the context of language and logical inference. 
Fodor and Pylyshyn point out that language abilities are "systematic", that being 
able to produce or comprehend one sentence ("John loves the girl") should imply 
the same capacity for another combination of the same elehaents ("The girl loves 
John"). Notice that this argument refers to the ability of language users to re- 
organize linguistic "atoms" (words) into a virtually infinite number of utterances. 
So the requirement here is for a generative capacity. 

Because Fodor and Pylyshyn wish to conclude that all minds are properly 
characterized as classical symbol systems, they realize that their success also 
depends on being able to extend the argument beyond language and logic to 
cognition as a whole. There are serious problems, however, in this effort. Fodor 

* An unavoidable complication of this discussion is that the term "structure" is used in two different 
ways. The first usage is structure as the syntactic structure of a sentence, and the second is structure as 
in the causal or predictive structure of an environment. As we will argue, these kinds of structure 
require different kinds of cognitive capacities. 
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and Pylyshyn provide the following as an example of what it would mean for an 
organism to be non-systematic: 

though you could teach the creature to choose the picture with the square larger than the triangle, you 
couldn't for the fife of you teach it to choose the picture with the triangle larger than the square. 

We note that there is no generative requirement posed by this problem; there is 
no need for the organism to re-organize its "cognitive" atoms in real-time. With 
language, the need is to be able to organize words, spontaneously, into a unique 
utterance (structure) which may never have existed before. In the animal- 
learning example, there is a need for systematicity, but it is a systematicity of a 
different kind. Here, the issue is for the organism to model an arbitrary causal 
relation in its environment. In like fashion, the challenge for a connectionist 
system is to assure the availability of connections for that purpose. This is not a 
trivial problem, but it has been addressed within the connectionist framework 
(Feldman, 1988). 

Fodor and Pylyshyn's failure to distinguish between different kinds of systema- 
ticity reflects a similar failure with respect to mental structure. The structure 
Fodor and Pylyshyn refer to in theft language and logic discussion is that of a 
sentence under construction or a proof in process- there are structures which are 
internally generated and transformed in real-time. This is in contrast to learned 
structure which constitutes a model of causal relationships in the environment. 
We will argue that such structures are extremely powerful and that connectionist 
approaches are well suited to developing them. 

Within the limited domains of language and logic, however, Fodor and 
Pylyshyn's case for a generative capacity, systematicity, structure-sensitive 
operation has some force. Consequently, we will offer a glimpse of where a 
connectionist ought to look for mechanisms which can handle these tasks. This is 
very preliminary, of course, but it is much less embarrassing a shortcoming than it 
would be if classical symbol computation models themselves had demonstrated 
anything resembling a mastery of natural languages. 

The Active Symbol 

The fundamental building-block of the alternative class of connectionist models 
that we describe in this article is the recurrent circuit as representation. By 
recurrent circuit, we mean a "cyclic" network in which activity can persist over 
time (reverberation). The recurent circuit is an idea whose origins are found in 
the Hebbian cell-assembly (Hebb, 1949). In this article we will call recurrent 
circuits which represent concepts "active symbols" after Hofstadter (1979). 

Because of the primordial role of the recurrent circuit in the class of models we 
wish to describe, let us spend a moment reviewing why Hebb first introduced the 
notion of cell assembly. During the first three decades of behaviorism, not only 
were many psychologists deeply frustrated because it had become wholly 
unacceptable to talk about cognition in any terms other than stimulus-response, 
but, in addition, a number of anomalies with the behavior paradigm had begun to 
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accumulate (Gibson, 1941; Tolman, 1948). This forced the behaviorists to invoke 
a number of apparently ad hoc constructs to explain this anomalous behavior. 
Hebb, in a sub-chapter significantly entitled "Rejecting the Assumption of a 
Complete Sensory Control" (Hebb, 1949), proposed that these construct could 
be explained only by independent, central processes (see also Milner, 1957). 
Denying central processes, Hebb argued, was not a viable option; psychologists 
had to address the issue. He saw a way to do this rigorously by taking into account 
recent neurophysiological advances, in particular, the discovery of recurrent 
neural connections and constant brain activity. He therefore proposed the cell- 
assembly, a recurrent circuit capable of supporting reverberation, as the basis of 
his connectionism. In this way, behavior would not be uniquely determined by 
immediate sensory stimulation, but could also be affected by internally persisting 
activity. Because Hebb's cell-assemblies were proposed explicitly as the basis for 
central processes, they were a challenge to the behaviorist paradigm. Hebb's 
work, in fact, can be seen as instrumental in helping break the grip that 
behaviorists had on psychology at that time, providing a basis for the cognitive 
revolution that was to follow. 

Specifically, the cell-assemblies Hebb proposed were inter-connected dusters 
of neurons in which activity could persist. Because of this persistence of activity, 
an active cell-assembly could cause other cell assemblies to become active; 
activation, in other words, did not have to be exclusively the result of environ- 
mental stimulus. Recurrent circuits provide the system with the means - 
essential, in our view, to any model capable of cognition - of having internal, 
semi-autonomous, activatable representations of reality (i.e. active symbols) that 
do not rely uniquely on the sensory interface to become or to stay activated. 
Recurrent circuits serve as the basis for recognition; they provide a means of 
coding objects in the environment. Perceptual learning and recognition are not 
alone sufficient to account for the full range of cognition. A structuring of these 
active symbols codes objects in the environment is also necessary. The alternate 
class of connectionist models we describe in this article uses these active symbols 
as the building blocks of more complex internal models of the environment (see 
Higher-Level Processes). Even though these models may still not be able to 
achieve all of cognition, the possibility of long-term associative structure 
conferred on them by their recurrent-circuit design will, nonetheless, make them 
very powerful. 

Certain connectionists currently exploring recurrent-circuit architectures tend 
to treat recurrent-circuits as a technical issue. For these researchers, recurrent 
circuits are a means of achieving greater computing power (Williams and Zipser, 
1988). They are not, however, the conceptual basis of their models. On the other 
hand, a significant number of connectionists have proposed the primacy of the 
recurrent-circuit approach to connectionism, variously referring to their recur- 
rent circuits cum active symbols as "object representations" (Kaplan and Kaplan, 
1982), "recognition codes" (Grossberg, 1987), "classification couples" (Edel- 
man, 1987) and, like Hebb, "cell-assemblies" (Braitenberg, 1978; Palm, 1984). 

One important consequence of active symbols is that they provide a means of 
avoiding the pitfalls of behaviourism. Later in this article we will see how symbol 
composition can potentially lead to the development of larger structure. How- 
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ever, like all good things, the recurrent circuit comes at a price. In the following 
section we will examine three major potential difficulties of recurrent-circuit 
architectures and the control mechanisms required to solve these problems. 

Active Symbols and Control Mechanisms 

Three potential problems with a recurrent-circuit design are: 

1. What prevents the unchecked spread of activation throughout the net? 
2. How does the system select one of a number of mutually exclusive, partially 

active representations? 

3. What prevents a symbol, once it has become active, from remaining active 
indefinitely? 

Fortunately, only two control mechanisms, inhibition and fatigue, are needed to 
prevent these problems. Let us first consider inhibition. Inhibition, whether it 
acts locally or over more extended regions, is an activity damping mechanism. 
When Hebb wrote The Organization of Behavior in 1949, the neurological 
plausibility of inhibition was still hotly debated and, as a consequence, he did not 
include it in his theory of learning. By the mid-fifties, however, sound neurobiolo- 
gical evidence for inhibition had been found (Eccles, 1957; Milner, 1957). In 
addition, the results of an early computer simulation of a neural network with a 
Hebbian learning rule (Rochester et al., 1956) also argued strongly in favor of the 
necessity of inhibition. 

The role of inhibition is crucial in the selection of one representation among 
two or more partially active ones. Since, for example, the representations of 
persimmon, tomato, and orange may all become active at the sight of an orange 
fruit, the organism must have a mechanism allowing it to "select" one of the 
representations and exclude the others. As soon as one of the representations 
becomes even slightly more active than the others, it begins to inhibit the activity 
in the other closely associated representations. This, in turn, accentuates the 
difference in activity between the inhibitor and its inhibited competitors. This 
further enhances the inhibitory effect on the less active representations by the 
most active one. Very soon, one representation completely dominates the others 
and it is the one that is perceived. This mutually inhibitory effect of similar 
processes has been documented by Kinsbourne (1982). 

The adaptive benefits of such a selection mechanism for representations that 
are simultaneously partially active is clear. Perfect information and sufficient time 
to optimally analyze it are, unfortunately, rare commodities for any organism 
functioning in a real environment. As such, the benefits of rapid selection 
outweigh the disadvantages of not always picking the optimal representation. The 
mechanism of inhibition provides just such a means of the rapid selection of 
similar representations. 

We now come to fatigue, the temporal counterpart of inhibition. Inhibition, as 
we have seen, damps the unchecked spatial spread of activation. Fatigue damps 
activity over time. The higher the activity in a circuit and the longer the amount of 
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time that circuit has been active, the greater its fatigue. As a circuit fatigues, its 
ability to pass activation to its neighbors decreases. Fatigue may be thought of as 
self-inhibition, the means by which an active representation shuts itself off. Were 
it not for fatigue, activity in a given circuit might circulate forever. Since 
associated representations become fatigued in the order in which they became 
active, fatigue is one means of achieving temporal sequencing of representations. 
We will return to the issue of sequencing in the section on higher level processes. 
(For a presentation of a model that makes use of this interplay of inhibition and 
fatigue, see French and Weaver (1987).) 

Symbol Formation and Properties 

In systems whose building-blocks are active internal representations, the means 
of acquiring these representations is a critical issue. Conceptually, the recurrent- 
circuit connectionists follow Eleanor Rosch's notion of "cutting the world at its 
joints" (Rosch, 1976). That is, active symbol formation is an unsupervised 
process of neural response to clusters of correlated features in the environment. 
This process is generally described as consisting of two levels. At the first level, 
recurrent circuits corresponding to features are created as units with similar 
"receptive fields" (and, therefore, correlated activity) have their intercon- 
nections strengthened. This process is described explicitly in Braitenberg (1978, 
1984) and Edelman (1988). At the next level, the representations of correlated 
features are linked to form concept representations (or active symbols). 

Two primary functional properties of these active symbols warrant description, 
namely: generalization and the use of activity level as a code. "Generalization" 
refers to the fact that an active symbol implements a category, responding best to 
the central tendency of the category and proportionately less well to variants. 
This means that the active symbol generalizes; it responds to a group of similar 
stimuli. With generalizations, the concern is with the range of stimuli to which an 
active symbol will respond. The use of activity level as a code, on the other hand, 
involves the nature of the response. In general, the level of activity within a 
symbol codes a degree of matching. Perceptually, this matching is between the 
stimulus and the category which the active symbol represents. In this sense, 
activity-level coding can be seen as a means of implementing the 'graded- 
structure' of categories (Smith and Medin, 1981). Activity-level coding has also 
been employed by Grossberg (1987) in a model of discrimination-learning, and it 
has been proposed by Kaplan and Kaplan (1982) and Palm (1982) as a means for 
testing potential solutions in problem solving. 

Higher-level Processes 

The active symbol in itself confers considerable power on a connectionist system. 
This concept makes it possible to put to rest the fears that association-based 
theory inherently leads back to behaviorism. The centrality and usefulness of 
active symbols, however, cannot obscure the fact that this level of processing is by 
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itself insufficent to account for much of intelligent behavior. Some sort of 
"higher-level" processing is required. 

The active symbol plays a central role in this higher-level processing, namely, 
that it constitutes the basic unit out of which larger cognitive structures, such as 
patterns coding for temporal and spatial sequence, are created. It is important to 
note that while the creation of these larger structures is a potential of recurrent- 
circuit connectionism, at present these possibilities have gone largely unexplored. 

The next section concerns these larger structures, with particular emphasis on 
how they are constituted and how they function. Before beginning this analysis it 
is perhaps useful to examine what this associative hardware achieves and what it 
fails to achieve. 

As the organism experiences environmental sequences, corresponding internal 
sequences are created. The active symbols function as elements in these internal 
sequences. Through associative learning these sequences come to form a network 
that constitutes a first-order knowledge structure. The achievement at this level is 
the construction of internal models of the environment. 

In the context of a layered system, these models form the input for associative 
structures that are not models of the environment, but models of models. Such 
models not only greatly enhance the degree of abstraction possible,, but also 
make possible the emergence of a powerful reflective capability, namely the 
capacity of the system to model itself. This cognitive domain has received 
considerable attention in recent years under the label of "metacogm'tion" 
(Weinert and Kluwe, 1987). 

What remains to be achieved are structure-sensitive operations. Such oper- 
ations may not be as content free as is often asserted. Further, it is possible that 
many of these may be spatial in origin. An encouraging start on this challenging 
problem has been made by physiologists studying locational and parietal 
processing, and by theories of functioning among these structures. 

First-order Knowledge Structures 

The sequence is frequently overlooked in discussions of the cognitive process. It 
does not appear in the index of the vast majority of cognition texts. Yet the 
capacity of a cognitive system to predict, to plan, and to explore alternative 
courses of action all depend upon sequence, 

Consider problem solving, frequently taken to be paradigmatic of higher-level 
cognitive processes. It is generally agreed that problem solving is appropriately 
conceputalized as a search of a problem space. Let us examine what such a space 
must contain. It presumably includes the important elements of the problem, 
drawing on both the current situation and the desired end-state or goal. Further, 
these elements must be organized in some way; some are closer to the goal, others 
to the current situation, etc. And finally, the elements must be connected in some 
way so that one can explore possible alternatives, looking ahead to implications 
of particular courses of action. 

A problem space is, in other words, a knowledge structure with the all- 
important feature of being able to capture the causal links between events 
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(Macphail, 1987). Such a structure will necessarily be based on experience with 
environmental sequences. Such sequentially based knowledge structures are 
central not only to problem solving, but to other essential cognitive processes as 
well. They are required for foresight (Braitenberg, 1984). Planning, as character- 
ized by Miller, Galanter and Pribram (1960), operates through the execution of 
managed sequences. Decision making, where evaluating the likelihood that a 
given choice will bring one to a given goal is an essential element, also depends 
upon a sequentially based structure (Kaplan, in press). 

The emphasis on causal structure as essential to high-level cognitive activity is, 
of course, not new. Tolman and Brunswick (1935) long ago pointed to the 
functional importance of learning the "causal texture of the environment." More 
recently, Kruglanski and Ajzen (1983) have stressed the centrality of acquiring a 
causal framework. It is important, however, not to view causality too narrowly. 
Knowing what follows what is adaptively useful whether the relationship is 
literally causal or not. 

Although the sequence has often been ignored in discussions of cognitive 
functioning, it has not been completely overlooked. Both Miller (1963) and 
Macphail (1987) have explicitly linked sequence and causality. Macphall goes so 
far as to consider the learning of sequence as basic to all intelligent behavior. The 
sequence as a key aspect of mental functioning is also central to both Shepard 
(1975) and Kosslyn (1987). It should be noted that knowledge structures based on 
experienced sequences have long been the concern of theories of associative 
learning. 

Fodor and Pylyshyn's questioning of the significance of associative mechanisms 
in cognition may be due in part to the tendency to think of association in a 
behaviorist context. As Voss (1969) has pointed out, although association has 
long been a central theme in psyehology, there has not been agreement as to what 
it is that is being associated. Using the active symbol as the "element" to be 
associated makes a substantial difference in how an associative system would 
function. In particular it counters the common conception of associations acting 
singly- as indeed they did in most behaviourist theorizing. In a network made up 
of active symbols, by contrast, the associative connections would be expected to 
exert their influence through a complex pattern of interaction and convergence. 

A simple example of such convergence is represented by the normative 
reaction to the question 'What do cows drink?' The answer that most commonly 
comes to mind first is "milk". In this example, due to the French researcher 
Jacques Pitrat, the answer is so strong because of activation spreading from both 
"cow" to "milk" and from "drink" to "milk". For those desiring more formal 
evidence of the power of associative influences in thought, pertinent literature 
ineludes both that dealing with the role of spreading activation in language 
(Meyer and Sehvaneveldt, 1971) and the work demonstrating the fundamental 
role of sequence in the organization of scripts in memory (Barsalou and Sewell, 
1985; Abott, Black and Smith, 1985). 

In understanding the relationship of sequence to higher-level cognitive proces- 
sing in the class of connectionist approaches we are considering, it is necessary to 
distinguish the sequence as an environmental pattern from the sequence as a 
stored structure. Although environmental patterns that are sequential will lead to 



Active Symbols and Internal Models: Towards a Cognitive Connectionism 63 

stored structures, non-sequential environmental patterns will also be tend to be 
stored as sequences. We will argue that temporal sequences provide the means of 
storing both of these types of patterns. 

It is not surprising that most causal sequences should code as temporal 
sequence. The intimate relation of causality and temporal sequences is not, of 
course, a new one. David Hume (1737) claimed that it was indeed impossible to 
discover "any quality which binds the effect to the cause, and renders the one an 
infallible consequence of the other. We only find that the one does actually, in 
fact, follow the other.' Somewhat more surprising, perhaps, is that spatial 
sequences can also be coded in much the same way. Consider, for example, an 
organism moving through its environment. The limits of that organism's sensory 
capacity means that only a small portion of the environment will be processed at 
any one time. Consequently, a particular sequence of (spatial) movements 
through the environment will be coded as a temporal sequence. One curious, but 
helpful way to view this situation is to interpret the organism's movement through 
a stationary environment as the environment moving past the stationary organ- 
ism. Under those circumstances, the sequences of events (i.e. the moving 
environment) could be viewed as a causal chain of events and would, as we have 
already seen, be coded as a temporal sequence. 

The same basic connectionist learning rules that lead to the formation of active 
symbols at a lower level lead to the formation of connections between symbols at 
this higher level of cog~tive organization. As an environmental sequence is 
experienced repeatedly, a corresponding internal sequence is learned through the 
connection or association of symbols. Just as experiences with many instances of 
an object leads to a generic concept of that object, experiences with many 
particular sequences leads to a connection pattern expressing the characteristic 
sequential relationships among a set of objects. This connection pattern among 
symbols constitutes the knowledge structure of the system. It might seem that this 
knowledge structure would be a collection of sequences. This would be a 
misleading description; the resulting structure is considerable more interesting 
(and more powerful) than that. The emergence of this more complex structure, in 
turn, is a consequence of the pattern-recognizing function of the active symbols. 
Perhaps an example would be helpful here. Consider the sequences routinely 
followed by a hypothetical individual whom we can call "John". Let us assume 
that John experiences the following sequences during a typical week: 

1. Home --~ work ~ home 

2. Home --~ work ~ tavern --~ home 
3. Home ~ work ~ tavern ~ auto parts --~ home 

4. Home --~ auto parts --~ home 

5. Home ---, auto parts --~ grocery --~ home 

These different sequences would not be entered into the knowledge structure as 
separate, unconnected entities since they share elements in common. The result 
of learning these intersecting sequences would be the cognitive network depicted 
in Fig. 2. Thus, to return to our example, although he has never experienced it, if 
John were asked to stop at the grocery on the way home from work, we would 
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Fig. 2. Superimposing intersecting sequences leads to the beginning of a more complex structure. 

assume he would carry out this sequence without difficulty. (Note: This example 
is discussed in greater detail in Kaplan and Kaplan, 1982, pp. 41-45.) In this way 
the proposed mechanism is economical not only in the way it stores information, 
but also in the way it utilizes experience. Thus, through multiply intersecting 
sequences, there emerges a many-dimensional structure based on experiences of 
restricted dimensionality. Many of the sequences in this emergent structure will 
be novel in the sense that they have never been experienced by the organism. 
They provide an opportunity for discovery if the structure is run off-line, or an 
apportunity for "responsible innovation" (Kaplan, 1976) if it is functioning to 
guide the organism's behaviour. 

This inclination for intersection among sequences leads to a structure that is 
essentially an internal map of the experienced patterns in the environment. Such 
a structure is appropriately considered a cognitive map (Kaplan, 1973; Stea, 
1978). The term "map" suggests a certain analogical quality of the knowledge 
structure, and this suggestion is intentional. The cognitive map tends to 
correspond to the structure of the experienced environment in the sense that: 

1. Sequences in the environment correspond to internal sequences 

2. Intersections also correspond 
3. What is near in the experienced environment is also near, in terms of the chain 

of associated symbols, in the corresponding cognitive map 

This partially analog property of an active symbol-based associative knowledge 
structure has a number of interesting consequences. It provides a mechanism for 
context in the sense that it facilitates retrieval for information related to whatever 
is currently being perceived. Such facilitation takes place because what is 
experientially related will also be assoeiatively close and as such will receive 
facilitation from current activities. Storage of information in this class of systems 
is thus highly structured. This is largely due to the routing of information at the 
time of storage, rather than to later reorganization. A quick, albeit oversimplified 



Active Symbols and Internal Models: Towards a Cognitive Connectionism 65 

look at a consolidation-based learning process will perhaps make clear how 
coherent structure can arise in an essentially automatic fashion in a connectionist 
system. 

An environmental sequence, when perceived, will give rise to activity in the 
corresponding active symbols. Symbols at points of sequence intersection will, of 
course, also become active. The activity is the basis of learned associations in a 
consolidation-based learning process. Thus new sequences will be "fit into" 
patterns of old sequences to the extent that they intersect. They will, in other 
words, be stored in associative proximity to related material, greatly simplifying 
retrieval at a later time. Since structure is central to many aspects of human 
cognition (Norman, 1980) and the structure laid down at the time of learning 
apparently plays a key role in the problem-solving process (Posner, 1973), the 
automatic generation of coherent structure is an asset of some significance. 

Such a mechanism also speaks to the concern raised by Lindsay (1988) who 
pointed out that within the behaviorist context there is no way to add new 
knowledge so that it builds upon and can be synthesized with preexisting 
knowledge. Although he indicated that this remains an unsolved problem for 
connectionists, the integrating and structure generating tendencies of the active- 
symbol approach demonstrate how this important concern can be resolved within 
an associative framework. 

The purpose of the cerebral cortex has been described as building internal 
models of the environment (Barlow, 1985). An internal model would seem to be a 
highly structured form of information, which is analogous to the structure of the 
environment in certain key aspects. Such an internal model would permit a 
variety of essential cognitive processes, presuming that it could be run off-line 
and that it could be run faster than real time. Such a model would support not 
only alternative predictions of the future, but assessments of the attractiveness of 
these different alternatives as well. This is compatible with the view of the mind 
that suggests that selection of one sequence out of many is a primary activity of 
the human brain (Calvin, 1987). 

It thus appears that the structural and functional requirements for building an 
internal model are met by the cognitive-map concept. The simplified, partially 
analog structure described above provides an appropriate structure for embody- 
ing the internal model of the world. The inclination to construct such potentially 
flexible and powerful cognitive maps is an emergent property of this class of 
connectionist systems (cf. in particular, Braitenberg, 1984 and Kaplan and 
Kaplan, 1982). Since a number of essential cognitive activities depend upon a 
landmark-emphasising, organized, connected structure in which sequences are 
preserved and in which novel sequences can be explored, The cognitive-map 
concept is an important tool in modelling these higher level processes. 

Second-order Knowledge Structures 

Although cognitive maps and the internal models they make possible lend 
considerable cognitive power to an active symbol-based connectionism, such a 
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scheme is limited in its power of abstraction, and hence in the advantages that 
abstraction brings. Incorporating this aspect of cognitive functioning is, however, 
readily achievable by this approach. If one conceptualizes the cognitive system as 
a layered structure with only a limited portion close to the sensory interface and 
other portions increasingly distant, then the first layer would be the likely locus of 
comparatively literal models of the world. Subsequent layers, however, since 
they would receive their input from prior layers, would build models based on this 
filtered input. Thus the system would be disposed to build models of models. At 
some level, such a system is no longer modelling even a highly abstract version of 
the environment; rather it is modelling its own functioning. In this way it becomes 
capable of contemplating its own cognitive process; it becomes capable, in other 
words, of metacognition (Weinert and Kluwe, 1987). 

Toward Structure-sensitive Operations 

The domain of structure-sensitive operations is a fascinating one. It is also highly 
seductive. It promises the capability for processing based solely on structure, 
without any regard to content. The extent to which this is tnfly characteristic of 
human cognition is still unclear. Humans are far more facile with logical 
operations on familiar than on unfamiliar content (Nisbett and Ross, 1980; 
Johnson-Laird, 1981). (Even sorting playing cards by suite is substantially slower 
when the colors of the cards are reversed.) Humans do not follow logical rules in 
their use of negation (Wason and Johnson-Laird, 1972). ("Don't think purple!") 
Expertise is notorious for its lack of transfer to even relatively similar content 
domains (Kleinmuntz, 1968; Voss, Tyler, and Yengo, 1983). For further 
examples of this kind, see Oaksford, Chater, and Stenning (this journal). 

Despite this apparent impurity, structure-sensitive operations are nonetheless 
important to explore and to be able to incorporate into a theoretical framework. 
Although Fodor and Pylyshyn have difficulty coming up with a non-linguistic 
example of such an operation, there exists such an operation that has been 
extensively studied and that has considerable functional significance. This is the 
operation of mentally rotating objects. Pylyshyn (1980) had at one time asserted 
that such operations are actually linguistic, but this improbable contention 
appears to have been thoroughly discredited (Farah, 1988). 

Indeed, rather than attempting to linguicize objects in space, it might be far 
more fruitful to explore the opposite approach, namely that it is the spatial 
operations that are the more basic. There is in fact evidence that even basic 
syntactical operations have a spatial basis (Luria, 1973). Further, Lakoff and 
Johnson (1980) have identified an extensive spatial framework inherent in 
language. 

An encouraging start on this challenging problem has been made by physiolog- 
ists studying locational and parietal processing (Wise and Desimone, 1988; Lynch 
et al., 1977) and by theories of functioning involving these structures (Kaplan, 
1970; Kosslyn, 1987). The "mind's eye" (Jonides, 1980) presumably operates in a 
framework of this kind. 
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Summary and Concluding Remarks 

The Continuum of Cognitive Models 

In this final section we wish to note that the cognitive models we have been 
considering form a continuum. We will take as our starting point on this 
continuum the strict behaviorist models on the first part of the twentieth century. 

As we have seen, the behaviorist postion, largely discredited today, was quite 
clear: Cognition could be analyzed, and ultimately undertstood, by considering 
stimulus-response alone. The importance, and even the existence in many cases, 
of any cognitive processes was explicitly denied. Among a number of other 
difficulties, these models had a particularly hard time providing any reasonable 
account of stimulus gneralization. 

The next class of models on this continuum, the feed-forward pattern 
associators, have made significant progress with the problem of stimulus 
generalization. For this reason alone they represent a major advance over the 
strict behaviorist position. In addition, the proponents of these models, unlike 
their behaviorist forebears, are interested in cognitive processes. Furthermore, 
the resounding success of some of the FFPA programs has, after a lapse of a 
decade and a half, once again focused a great deal of attention on emergent 
models of cognition. These models, for all their successes, have nonetheless come 
under fire as being naively behavioristic because they can only be driven by the 
environment. If input from the environment stops, they stop. 

Next come the so-called recurrent-circuit models (or "active symbol-based 
models") that build internal representations capable of maintaining a certain 
level of activity independent of the external environment. The recurrent-circuit 
architecture of these models is what allows active symbols to be produced. The 
existence of active symbols as building blocks also allows the emergence of 
associative structure which, in turn, provides a means of coding both the causal 
structure of the environment and the hierarchical structure of concepts. 

The final class of models are those capable of developing structure sensitivity, 
allowing them to do, in particular, formal logic and certain linguistic operations. 
Although there is reason to believe that such capabilities have an origin in spatial 
cognition (Lakoff and Johnson, 1980), at present no detailed theories exist of how 
this might be done. It is, however, important to add that we feel far too much 
emphasis has traditionally been placed on the importance of these formal logic 
capabilities. In human cognition, these operations must be viewed primarily as an 
enhancement to a primarily associative system and not, as traditional AI has 
always done, the other way around. Evidence has shown that even in many cases 
where formal logic would be appropriate, people have a difficult time using it 
(Nisbett and Ross, 1980; Kahneman and Tversky, 1973; Margolis, 1987). 

Logic, Difficulty, and Adaptation 

The brain can be viewed as a builder of approximate models that work in a world 
of limited predictability. For such a system the capacity to generalize experience 
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and to make good guesses is central. Functionalists of whatever persuasion see 
the complexity Of the environment and the need to act on limited information as 
pivotal themes in understanding natural systems. Thus the very conceptions of 
what cognition is and what_it is for are as different as are the proposed 
mechanisms. The functional and the computational perspectives were not always 
so far apart. Kenneth Craik many years ago took a functionalist perspective in 
anticipating the power of computer models when he pointed out: 

If the organism carries a 'small-scale model' of external reality and of its own possible actions within its 
head, it is able to try out various alternatives, conclude which is the best of them, react to future 
situations before they arise, utilize the knowledge of past events in dealing with the present and 
future, an in every way react in a much fuller, safer, and more competent manner to the emergencies 
which face it. (Craik, 1943, p. 61) 

The contrast between this conception of cognition and one that emphasizes 
language and logic is striking. While the basic inferential statement "if a then b" 
has a distinctly predictive flavor, prediction of extended alternative strings of 
possible behavior and consequent patterns in an environment where there are 
many unknowns and many uncertainties hardly lends itself to logic. It does, 
however, fit very well with the sorts of patterns one might expect of a stochastic, 
sequence-storing, associatively based system. 

The conclusion that logic may not after all be that central to understanding 
human cognition perhaps should not have come as a surprise. As Lachman and 
Lachman (1979) have pointed out, a system that was invented as a corrective for 
human thought constitutes an improbable candidate for being the basis of 
thought. 

In any proposed cognitive system some functions are easy and others are 
difficult; as Smolensky (1988) has put it, with any given structure there are some 
things "one gets for free". By ordering cognitive processes along a dimension 
from easy to difficult, one could construct a hypothetical difficulty gradient. Such 
a gradient could serve as an important index of the adequacy of the proposed 
system as a model of human functioning. In an active symbol system, for 
example, associations are achieved easily, in fact so easily as to provide default 
solutions when other operations fail or are not available. Logic, by contrast, is 
difficult. It is our contention that this is a far better description of the way that 
humans think than is the opposite-leaning gradient favored by Fodor and 
Pylyshyn. Thus, the opportunity remains for connectionist approaches to con- 
tinue to develop an account of cognition that is neither behaviorist, on the one 
hand, nor like that of traditional Artificial Intelligence on the other. 
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