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Multidimensional image data are becoming increas- 
ingly common in biomedical imaging. Three-dimen- 
sional visualization and analysis techniques based on 
three-dimensional image data have become an estab- 
lished discipline in biomedicine. Some imaging prob- 
lems generate image data of even higher dimensions. 
It often becomes necessary, rather than just conve- 
nient, to consider the higher-dimensional data as a 
whole to adequately answer the underlying imaging 
questions. Despite this established need for conve- 
nient exchange of ima9e and image-derived informa- 
tion, no exchange protocols are available that ade- 
quately meet the needs of multidimensional imaging 
systems. This paper describes an exchange protocol 
that has been desi9ned after careful consideration of 
the common requirements of methodologies for visual- 
ization and analysis of multidimensional data. Ir is 
based on and is a generalization of the widely ac- 
cepted American College of Radiology-National Elec- 
trical Manufacturers Association (ACR-NEMA) stan- 
dards specified for two-dimensional images. It is 
implemented and actively being used in a data-, appli- 
cation-, and machine-independent software environ- 
ment, being developed in the authors' department, for 
the visualization and analysis of muItidimensional 
images. 
Copyright �9 1992 by W.B. Saunders Company 

M ULTIDIMENSIONAL DATA arise in a 
variety of disciplines in the biomedical 

sciences. The data are either produced by an 
imaging device, such as an imaging scanner, or 
generated by a simulation procedure. Although 
three-dimensional (3-D) image data [generated 
by medical computed tomography (CT), mag- 
netic resonance (MR), positron-emission tomog- 
raphy (PET), and ultrasonography (US) scan- 
ners] are the most frequently encountered, 
higher dimensional data are also becoming 
available. Some examples of n-dimensional (nD) 
data with n > 3 that are now available or that 
can be potentially generated are as follows. CT 
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or MR volume images of a moving joint or of a 
beating hearP'2: n = 4, the independent vari- 
ables being three spatial and one temporal. MR 
spectroscopic images 3 of a beating heart: n = 5, 
four independent variables are as in the previ- 
ous example and the fifth is an MR spectral 
variable. Dynamic phase-space representation 
of electroencephalogram signals: n = 4 to 8, 4 ah 
example of data generated by simulation proce- 
dures. 

The usefulness of treating 3-D image data 
holistically rather than a s a  set of 2-D images 
has been well established by the developments 
in 3-D imaging during the past 15 years. 5 The 
need for treating higher dimensional data a s a  
whole (rather than asa set of 3-D data) requires 
some justification because they are not yet as 
common and established as 3-D data. Of the 
many examples that illustrate the convenience 
(such as saving user time, computational time, 
etc) resulting from such treatment, we give two 
examples that illustrate the necessity of such 
treatment. (1) When an nD data set contains 
multiple structures, it is crucial to consider each 
structure in its entirety. Considera 4-D data set 
pertaining to a beating heart. The data may 
contain multiple 3-D dynamic structures such as 
blood pools in chambers and vessels, myocar- 
dium, and so on. The connectedness of each 
dynamic structure is hard to infer from the 
substructures presented at each instant. This 
inference may be an impossible mental exercise 
when the structure does not conform to known 
normal configurations, as in congenital heart 
defects. Considering the structure a s a  4-D 
(connected) entity may be the only approach for 
the success of visualization and analysis of such 
structures. (2) There are MR imaging protocols 
that allow tagging the myocardium magnetically 
during the imaging process. 6 This essentially 
allows attixing a grid system to the myocardium 
at some initial instant, which then moves with 
the myocardium during the cardiac cycle. By 
studying how the grid system distorts, it is 
possible to perform a comprehensive motion 
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analysis of the myocardium. 7 Unless some simpli- 
fying assumptions about the nature of the mo- 
tion itself are made, this cannot be treated as a 
2-D or 3-D image analysis problem. 

It is clear that there is a need fora multidimen- 
sional data exchange formar that ful¡ the 
needs of multidimensional data visualization 
and analysis. For reasons given earlier, it is just 
as important to treat multidimensional struc- 
tures derived from image data holistically as it is 
to consider image data in that fashion. As 
multidimensional data and their analysis be- 
come more common, there will be a need for 
exchange of structure data in addition to the 
need for exchange of image data. No comprehen- 
sive protocols exist yet that cater to the needs of 
multidimensional image visualization and analy- 
sis. This article is an attempt to fill this gap. 

Although several ¡ exchange protocols exist 
in the general area of imaging science, 8-1~ and 
efforts are underway to address the data ex- 
change issue in the more general area of scien- 
tific visualization/1 we are not aware of any 
established exchange protocol that has taken 
into careful consideration the requirements of 
biomedical visualization and analysis. We have 
been developing a data-, application-, and ma- 
chine-independent software environment, called 
3DVIEWNIX, 12 for the visualization and analy- 
sis of multidimensional biomedical data. This 
environment incorporates a variety of methodol- 
ogies and algorithms and is developed for UNIX 
machines 13 supporting the X-Window system. ~4 
Because American College of Radiology-Na- 
tional Electrical Manufacturers Association 
(ACR-NEMA) standards ~s suggested for the 
representation, archival, and communication of 
2-D images are the most widely accepted proto- 
cols within medical imaging, and because their 
extension and generalization to include multidi- 
mensional image and structure data did not 
pose any intrinsic difficulties, we decided to 
build on their principles. This paper describes 
the principles underlying this generalization 
and the complete generalized specification. We 
have tried to make the paper self-contained and 
independent of the description of the ACR- 
NEMA specifications. Readers interested in 
more details of the ACR-NEMA specification 
may consult their publication.15 

TERMINOLOGY 

Data handled by multidimensional imaging 
systems are mainly of three kinds. The first can 
be considered to be the digitized and quantized 
estimate of a vector-valued function of a vector 
variable. The second and the third represent 
information derived from the first. 

We call the first a scene, the discretized 
domain of the function the scene domain, the 
dimension of the independent vector variable 
the scene dimension (sd), the device that pro- 
duces an estimate of the function an imaging 
device, each digitized instance of the indepen- 
dent vector variable a cell, and the quantized 
value of the function at the cell the cell density. 
As an example, a stack of slice image data 
captured by an imaging device such a s a  CT 
scanner is a 3-D scene where the function is 
scalar valued. At one end, a scene may thus 
represent a time sequence of MR image data 
pertaining to a dynamic organ such as the 
human heart, and at the other end it may 
represent simply a scalar-valued function of a 
scalar variable. With each scene, we associate a 
fixed coordinate system x~, x2, . . . , Xsd called the 
scene coordinate system. We assume a fixed 
coordinate system called the imaging device 
coordinate system to be associated with each 
imaging device. We assume these systems to be 
right-handed in the sense of a generalization of a 
right-handed 3-D coordinate system (le, if u ,  
u2 , . . . ,  Us~ are unit vectors along the coordinate 
axes, we assume u i x � 9 1  ~-"  / g i + 2 ~  where 1 _< i _< 
sd and Usa+l = ua and Usd+2 = u2). Each cell has a 
unique location in the scene specified by its real 
coordinates in the scene coordinate system. We 
note that the unit of measurement may not be 
the same along the different coordinate axes. 

Data derived from scenes may be in many 
forms. They may represent another scene; for 
example, a scene resulting from applying to a 
given scene a variety of scene transformations 
such as filtering, segmentation, and interpola- 
tion. They may represent nonscene structures; 
for example, a set of cells constituting an 
opaque/semitransparent object or the bound- 
ary of a set of cells. They may also represent 
display data; for example, a sequence of red, 
green, blue color-valued 2-D images represent- 
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ing renditions of a sequence of views of the 
surface of an object. 

Associated with every structure data set is a 
right-handed structure coordinate system Yl, Y2, 
. . . .  Y,,a. We assume that all structures are 
representable a s a  tree through hierarchical 
subdivision, the subdivisions representing natu- 
ral groupings in the structure. For example, a 
3-D object represented a sa  set of cells can be 
divided into subsets, each of which represents 
cells having the same Y3 coordinate. Each such 
subset may be further divided into smaller 
subsets representing cells with the same Y2 
coordinate. Finally, each subdivision of each 
smaller subset contains the individual cell (ie, 
the description associated with each cell). This 
structure represents a slice-by-slice anda  row- 
by-row representation of an arbitrary set of 
cells. We call the entities represented by the 
leaf nodes of the tree the terminal structure 
elements and the entities represented by the 
intermediate groupings the non-terminal struc- 
ture elements. In the example just given, the 
terminal structure elements are the cells; the 
slice and row groupings constitute the nontermi- 
nal structure elements, and the tree has four 
levels including the root (Fig 1). Most of the 
structures encountered in multidimensional im- 
aging systems have characteristics similar to 
those in this example: the tree has a few (two to 
four) levels; the leaf nodes all occur at the last 
level; the number of nonterminal structure ele- 
ments is a small fraction of the total number of 
terminal structure elements. However, there 

are other structures, such as the spatiaI subdivi- 
sion trees (eg, octrees, quadtrees) that generally 
do not have these properties. 

A display data set derived from a scene is a set 
of 2-D images that portray information about 
specific aspects of the objects captured in the 
scene. In general, the intensily associated with 
the pixels of the images in the display is vector 
valued. 

In summary, data processed and generated by 
multidimensional imaging systems are mainly of 
three kinds: scene data, structure data, and 
display data. The first constitute mainly data 
generated by imaging devices or some pro- 
cessed version thereof, the second object infor- 
mation extracted from scenes, and the third a 
composition of specific object information ready 
to be displayed. 

In designing a data formar, one invariably 
encounters the issue of trade-off between the 
generality of format and its efficiency. In the 
data format proposed here, we have tried to 
keep the generality with as little sacrifice of 
efficiency as possible. This we achieve by recog- 
nizing each situation where data may inherently 
be of a distinct nature (from the consideration 
of processing done on the data) and by assigning 
to it a distinct data type. To do this we identify 
further data subtypes (IMAGE0, IMAGE1, 
CURVE0, SURFACE0, SURFACE1, SHELL, 
etc) among scene, structure, and display data. A 
specific meaning is imparted to the information 
stored in a file when we know the data type it 
represents. 

~~... ~. 
Fig 1. Structure data represent- 

C(~11S ed asa tree. 
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We use the following abbreviations, mostly as 
used in the ACR-NEMA standards specifica- 
tions, 15 to describe the data format. 

Method ofvalue representation (VR): 
BI: 16 bit binary (2's complement), the left 

byte being more significant than the right 
byte. 

BD: 32 bit binary unsigned, with the bytes 
appearing in the order bytel, byte0, byte3, 
byte2, where byte0 . . . . .  byte3 are in the 
increasing order of significance. (See LIM- 
ITATIONS AND EFFICIENCY.) 

GN: Generalized numeric; a set of integer and 
¡ point numbers. The integers are 
stored first followed by the floating point 
numbers. The integers may be packed in 
any specified bit fields and may be signed 
(2's complement) or unsigned. The floating 
point numbers may be single or double 
precision and are stored as per Institute of 
Electrical and Electronic Engineers stan- 
dards, a6 

AN: ASCII numeric. An integer number should 
contain only the characters 0 through 9, 
+, and - .  A fixed-point number should 
contain only the characters 0 through 9, 
+, - ,  and an explicit decimal point (im- 
plied decimal points are not permitted). A 
floating-point number should be as de- 
fined in ANSI X3.9 (1978). Character E is 
permitted to indicate the start of an expo- 
nent. When a word consists of two charac- 
ters, the first should be in the least signifi- 
cant byte. All ASCII fields should be 
padded if necessary to produce an even 
number of bytes, the padding character 
being the space (20H). The AN text should 
be right-justified. 

AT: ASCII text, storage as for AN except that 
the AT text should be left-justified. 

Definition of value multiplicity (VM): S, sin- 
gle value; M, multiple value. 

Data element types: 1, typel (necessary for 
storage and display of the data); 1D, typelD 
(typel with default values); 2, type2 (primary 
values used for interpretation); 2D, type2D 
(type2 with default values); 3, type3 (secondary 
items used for interpretation). 

If VM is M when VR is AT or AN, the 
delimiter used to separate multiple values is 
" \ " .  When VR is BI, BD, or GN, no delimiter is 

needed and hence not used. (In the latter case, 
we use delimiters in our descriptions just to 
show the separation of different value fields.) 

DESCRIPTION OF DATA TYPES 

In this section we present complete specifica- 
tions of scene, structure, and display data. 

Scene  Data  

Among scene data we identify two types-- 
IMAGE0 and IMAGE1. For IMAGE0 type, we 
assume that the sampling scheme (ie, the method 
of digitizing the independent variable) is more 
systematic, in particular, slice oriented, and 
matches the way most imaging devices capture 
scene data. For IMAGE1 type, the sampling 
scheme is arbitrary. 

I M A G E O .  We assume the scene domain to 
be such that (1) the set S of all cells in the scene 
domain with fixedxi coordinates, for 3 < i <_ sd, 
to be a 2-D rectangular array, and (2) the 
distances between consecutive cells in the xi and 
x2 directions are constants (if the units of mea- 
surement along x 1 and x2 are different, we 
assume an appropriate definition of distance 
between cells in the (xi, x2) space to be given). 
This implies that if we consider the cells to 
constitute points in an sd-dimensional Euclid- 
ean space, the array defined by S constitutes a 
lattice of rectangles (this is equivalent to having 
rectangular pixels). We call S together with the 
densities associated with its cells a slice. Often 
data captured by imaging devices are such that 
the set S is no t a  rectangular array. Sucia data 
should be appropriately processed to bring 
them into this slice form. Unlike the domain of 
the slice, we will soon see that the scene domain 
itself need not be of a rectangular array form for 
an IMAGE0 type scene. 

For a given n, 2 < n < sd, and fixed numbers 
X~+I, X,,§ . . . ,  Xsd, an n-scene  of a scene is the 
set of cells {c = (x~,x2 . . . . .  x , ,X,+~, . . . ,X,d ) ] c is 
in the scene domain} together with the associ- 
ated cell densities. We call X,§ the location o f  
the n-scene in the (n + 1)-scene of the scene, or 
simply the location of the n-scene. The notion of 
the n-scene allows us to associate a natural 
hierarchical order with any given scene and 
express its sampling scheme asa  tree structure. 
The root of the tree represents the given scene, 
a node represents an n-scene, and its sons 
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represent the (n - 1)-scenes. The leaf nodes 
represent the 2-scenes (slices) of the scene. 
Figure 2 shows an example of a 4-D scene with 
four 3-scenes. The four 3-scenes are composed 
of two, two, three, and three 2-scenes. Clearly 
the leaf nodes all appear at the same level of the 
tree and therefore the tree can be described by 
a list of the number of sons for each node in the 
breadth-first order. For the example, this list 
contains 4, 2, 2, 3, 3. We use this form of tree 
description to store the number of sons for each 
node, and except for the root, also the location 
of the n-scene associated with each node. 

IMAGE1. No fixed sampling discipline is 
assumed for IMAGE1 type of scenes. The 
location and density values for cells are stored 
explicitly in the scene data group. (Therefore, 
message items describing the sampling scheme 
are not relevant for IMAGE1 type scene data.) 

Structure Data 

A structure is usually derived from a given 
scene. We assume that associated with every 
structure is a structure domain, which is usually a 
subset of the scene domain. For example, ir the 
structure is a 3-D surface, the structure domain 
is an appropriate 3-D region that encloses the 
surface; if the structure is a semitransparent 
volume, the structure domain is the region 
associated with the volume. We assign a dimen- 
sionality (std) to every structure, which is simply 
the dimensionality of the structure domain. It is 
possible that the dimensionality of the scene 
and of the structure derived from it may be 
different. For example, the structure may be the 
3-D surface of a dynamic object at a particular 
instance, derived from a 4-D (time-varying) 
scene. It is not necessary that a structure be 

always derived from a scene; instead it may be 
synthesized independently of any underlying 
scene; for example, an isodose surface in radia- 
tion therapy planning or the surface of a prosthe- 
sis. In such cases we assume that the structure 
domain is an appropriate subset of an sd- 
dimensional Euclidean space. 

Associated with every structure is a location 
(specified by an sd-dimensional vector and an 
orientation (specified by std unit vectors each of 
dimensionality sd), which respectively represent 
the location of the origin and orientation of the 
axes of the structure coordinate system with 
respect to the imaging device coordinate sys- 
tem. This information is helpful in determining 
the location and orientation of the structure 
with respect to the imaging device during visual- 
ization and analysis of the structure. This in 
turn makes possible the comparative and com- 
posite study of objects longitudinally and/or  
from multimodality scene information. 

The sampling scheme associated with a struc- 
ture describes how the structure domain is 
discretized. This information, specified by the 
number ofsamples and their location, is needed 
in both visualization and analysis of the struc- 
ture. We assume that the structure domain is 
discretized in a fashion similar to how the scene 
domain is discretized for IMAGE0 type scenes, 
and so the number ofsamples and their location 
for the structure should be interpreted exactly 
as the number of n-scenes and their location, 
described under IMAGE0. 

The hierarchical description of a structure as 
a tree together with the associated terminal 
(TSE) and nonterminal structure elements 
(NTSE) (see previous section) is not complete 
unless the descriptors associated with these 

4D scene 

- S 

2-scenes 
Fig 2. Ah example illustrating 

how a 4-D scene is structured 
using 3- and 2-scenes. 
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elements are specified. We associate with each 
terminal and nonterminal structure element an 
nct - tuple  TSE and an ncnt - tuple  NTSE that 
specify these descriptors. Al1 structure data are 
stored identically as per the general specifica- 
tion. However, it is the type description that 
gives a specific interpretation to any given 
structure data. We describe here some data 
types; others can be included as required using 
similar principles. 

CURVEO. One method of representing a 
multidimensional object is by the set of its 2-D 
boundaries or contours resulting from the inter- 
section of a set of planes with the object. (This 
structure is commonly used for prosthesis de- 
sign and manufacture.) Given a scene contain- 
ing information about the object, the contours 
are obtained by processing every slice of the 
scene. 5 A contour in a slice is a boundary of the 
object in the slice expressed as a sequence of 
edges of cells (pixels) that forms a closed curve? 
Figure 3 shows an example. CURVE0 is a 
structure that represents a set of such contours. 

The tree representing the CURVE0 struc- 
ture of an std-dimensional object consists of 
std + 1 levels, as illustrated in Fig 4 for the scene 
considered in Fig 2. The nonterminal nodes 
represent the n-scenes and the contours, and 
the terminal nodes represent contour elements. 
If an n-scene does not have any contour speci- 
fied for it, it is not represented in the tree. The 
vectors NTSE and TSE associated with the 
nonterminal and terminal nodes are 

N T S E  = (RS), T S E  = (Yl,Y2, dir), 

where ns = the number of sons for the node, y .  
Y2 = the coordinates of the cell to which the 

~- Yl 

Y2 
a 

P 2 

b 

0 

Fig 3. A slice with two contours (bold). A contour element 
is a |ine segment such as ab that is specified by the cell P of the 
object to which it belongs and the direction (0) indicating 
where the line segment lies with respect to the cell. 

contour element belongs, and dir = the direc- 
tion of the contour element relative to the cell. 

CURVE1, CURVE2, . . . ,  are type names 
reserved for other types of boundary curves; for 
example, for curves that give smoother represen- 
tations of the contour. 

SURFACEO.  This structure is used for de- 
scribing the boundaries of an s td-d imens ional  
object as sets of ( s t d -  1)-dimensional cells, 
each boundary forming a closed, connected 
surface in the s td-d imens ional  space. 17 A file 
storing the SURFACE0 structure may contain 
more than one boundary. In the 3-D case, for 
example, the cell may be considered to be a 
cuboid a n d a  boundary is a closed and con- 
nected surface made up of faces of the cuboids. ~8 
A 3-D object may have more than one surface 
and some or all of these may be stored a s a  
single message. 19 

The hierarchy in the SURFACE0 structure is 
as shown in Fig 5. Every boundary element (bel 
for short) is represented by the cell in the object 
to which the bel belongs and a direction (as in 
Fig 3) indicating where the bel is with respect to 
the cell. Because there are 2 x std possible such 
directions, the bels may be grouped into 2 x std 
sectors, each sector containing bels of the same 
orientation. The vectors NTSE and TSE for 
SURFACE0 are N T S E  = (ns), and T S E  = (Yl, 
Y2, . . . ,  Ys,a, ni, n2, . . . ,  ns,~), where ns = the 
number of sons for the node, yl,Y2 . . . .  ,Ys,d = the 
coordinates of the cell containing the bel, and 
ni, n2 . . . . .  nsta = the components of a unir 
surface normal vector associated with the bel. 

S U R F A C E 1 .  This structure is used for de- 
scribing the 3-D boundaries of a 3-D object as 
sets of triangular elements (there are several 
methods that generate such descriptions. 2~ 
As in SURFACE0 type, a file storing a SUR- 
FACE1 type boundary may contain more than 
one boundary. The hierarchical division of the 
SURFACE1 structure is as in Fig 5 where each 
bel is a triangle and each sector represents a set 
of triangles that represent the part of the 
boundary surface that lies between two succes- 
sive slices. The descriptions NTSE and TSE ate 
as follows: N T S E  = (ns), T S E  = (Y11, Y12, YI3, Y21, 
Y22, Y23, Y31, Y32, Y33, ni, //2, n3), where ns = the 
number of sons for the node, y . ,  Y~2, Y~3 = the 
coordinates of the first vertex of the bel, Y2~, Y22, 
Y23 = the coordinates of the second vertex of the 
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Ÿ 

contour elements Fig 4. Tree definition of CURVE0 
structure for the example in Fig 2. 

bel, Y31, Y32, Y33 = the coordinates of the third 
vertex of the bel, ni, n2, n3 = the components of 
a unit surface normal vector associated with the 
bel. We reserve SURFACE2, SURFACE3 . . . . .  
type names for other forros of surface descrip- 
tion. 

S H E L L .  SHELL is a structure used by pro- 
cesses that allow rendering objects, altering 
them (for the purpose of simulating surgical 
manipulations), and measuring them, using both 
s u r f a c e  23 and volume rendering techniques. 24-27 
The structure is used at present only for 3-D 
objects (although its concepts generalize to 
higher dimensions), and therefore we describe 
here only the 3-D version. 

The tree specification for SHELL is as shown 
in Fig 6. An object here is considered to be a set 
of cells each with a number of descriptors 
assigned to ir. The cells are organized in the 
slice and row order. The vectors NTSE and TSE 
associated with the nodes corresponding to 
nonterminal and terminal structure elements 
and their descriptions are as follows: N T S E  = 
(ns) ,  T S E  = (ncode, Yl, tt, ni ,  n~, n 3, gm,  op, pg) ,  
where 
ns = number of sons for the node 
ncode  = a 6-bit number (value 0 to 63) indicat- 

ing which of the 6-neighbors (imme- 
diate neighboring cells in the Yl, Y2, 
Y3, --Y~, --Y2, --Y3 directions) of the 

Fig5. Tree definition for SUR- 
FACE0 structure. 

/ 

~ boundaries 

bels 
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Fig 6. Tree definition for SHELL 
structure. SI-IELL clements 

Yl 
tt 

nl~ n2, n3 = 

gm = 

cell have an opacity greater than or 
equal to a fixed high opacity value 
Oph (bit set to 1) and which have an 
opacity less than Oph (bit set to 0). If 
all 6 bits ate 1 of if the opacity of the 
cells is less than a fixed low opacity 
value opt, the cell is considered not 
to be a SHELL element and hence 
not stored. When oph = opl, we get a 
binary SHELL 

= y~ coordinate of the cell; 
= tissue type: 0, do not care; 1, air only; 

2, air soft tissue mixture; 3, soft 
tissue only; 4, soft tissue and fat 
mixture; 5, fat only; 6, fat and bone 
mixture; 7, bone only 
a vector normal to the object bound- 
ary at the center of the cell; ni is 0, 1, 
2, 3, 4, or 5 depending on which of 
the six faces of the cell facing respec- 
tively the Yl, Y2, Y3, -Yl, -Y2, -Y3 
directions is … by a line 
drawn from the center of the cell in 
the direction of the vector; ni = 6 
means that the normal is not well 
determined; nz, n3 are the coordi- 
nates of the point of intersection of 
the line and the face within the face 
magnitude of the gradient (scaled 
relative to the minimum and maxi- 
mum gradient values) of that scene 
from which the SHELL is derived, 
evaluated at the cell using an appro- 
priate digital gradient operator 

op = opacity value assigned to the cell; 
pg = tissue percentage (in case of mix- 

ture, percentage of the higher den- 
sity tissue in the descriptor of tt). 

It is not necessary to store all of the above 
information for all rendering techniques. For 
example, in surface rendering using a binary 
SHELL, 23 it is not necessary to store gm, tt, op, 
andpg. The proposed protocol is general enough 
to handle a variety of such situations. 

Display Data 

Each image in a display data set contains a 
portrayal of some specific aspects of the object 
information captured in a scene that is ready to 
be displayed. Sometimes it is possible to param- 
eterize these aspects. We associate a dimension- 
ality (ddd) with each display data set that 
constitutes the number of independent parame- 
ters characterizing object information captured 
in the images plus 2 (for the dimensionality of 
each image). The purpose of identifying the 
number of independent parameters is to allow 
the viewer to control the way the values of the 
parameters are changed in order to decide the 
order in which images in the display data are 
presented to the viewer. If such control is not 
desired or needed, the multiplicity of the param- 
eters can be ignored, resulting in only one 
independent parameter (and in a dimensional- 
ity of three). The only order of presenting the 
images in the latter case is the natural order in 
which the images occur in the display data 
stored as a message. Some examples of display 



34 UDUPA ET AL 

data that may have a dimensionality greater 
than three are as follows: 1. Each image is a 
rendition of an object surface fo ra  given view 
point. Ir the viewing direction is described by 
three angles, and ir all angles are to be con- 
trolled independently, the images comprising 
the display data can be characterized by three 
independent parameters. All connected paths 
in such a 3-D parameter space correspond to 
valid and possible sequences of displaying the 
images. Display data dimensionality is thus five. 
2. Each image is a rendition as already de- 
scribed, but of a time-varying surface so that 
time instance becomes the fourth independent 
parameter. Possible sequences of images now 
correspond to connected paths in a 4-D param- 
eter space. Display data dimensionality now is 
six. 3. In addition to these four parameters, we 
may have up to three additional parameters that 
specif)' the changing location of a segment of 
the object that is separated from the rest of the 
object and that is being interactively moved by a 
user. 4. Possible additional parameters are those 
related to object specification; for example, the 
object specified by a threshold value of scene 
density. The display data may constitute the 
different views of a time-varying object as the 
threshold value is changed (ddd = 7). 

Associated with every display data set is a 
right-handed display-data coordinate system zl, 
z2 . . . . .  za, d. Associated with every image of the 
display data is aparameter vector that has ddd-2 
components, each of which corresponds to one 
of the independent parameters that character- 
ize the image. Associated with every pixel of the 
image is an intensity vector that stores the values 
associated with the pixels. 

MOVIEO. This is a particular type of display 
data that represents cine sequences of surface 
and volume renditions. The image intensity 
vector / V i s  1-D or 3-D, and the parameter 
vector PV may contain any (finite) number of 
components. The meaning associated with the 
components is not fixed and is left to the user to 
determine (see next section). The examples 
given earlier indicate some possible meanings. 
I V  = (iv) or (ivl, iv 2, iv3), P V  = ( P l , P z ,  . . . , P a a a  z ) ,  

where ivl = red component, iv2 = green compo- 
nent, iv3 = blue component; when I V  is scalar- 
valued, the value represents pixel gray value. 

FORMAT DESCRIPTION 

A message is a set of related data items and 
each data file contains one message. Each item 
in a message is assigned a group number and an 
element number and is completely represented 
in the file by storing its GROUP#,  ELE- 
MENT#,  LENGTH, and VALUE, where 
LENGTH is the number of bytes of storage 
required for the item and VALUE is its actual 
value. A file thus contains a sequence of such 
quadruples. If the message is a 2-D scene, for 
example, some message items (quadruples) store 
information related to the description of the 
scene such as its dimension, size, resolution, 
and so on, and the quadruple associated with 
group 7FE0 (Table 1) stores the actual pixel 
density values. The even-numbered groups are 
caIled standard groups and are reserved by the 
ACR-NEMA standards committee. The odd- 
numbered groups are called shadow groups and 
may be used for private purposes. All type-1 and 
type-lD items from standard groups must be 
present in the message. 

The detailed format of storing the items in a 
message is presented in Table 1. All entries 
under Group, Element and Length are hexadec- 
imal numbers. Groups numbered 0009, 0029, 
002B, 002D, and 8001 do not exist in the 2-D 
ACR-NEMA standards 15 and have been cre- 
ated to accommodate multidimensional scene, 
structure, and display data. The meaning of 
GROUP:0000, ELEMENT:0800, GROUP:  
0008, ELEMENT:0041, and of GROUP:7FE0 
have also been broadened. In addition, we have 
created a new value representation (VR) type 
called generalized numeric (GN) that allows 
storing sets of mixed integer and floating point 
numbers for message items, where the integers 
may be bit-packed in any specified fashion and 
the floating point numbers may be single or 
double precision. 

Messages representing data of all types con- 
tain message items up to and including GROUP: 
0028. Beyond GROUP:0028, message items are 
included based on their relevance to the data 
type. Message items relevant to each of the 
scene, structure, and display data types are as 
follows: scene = groups up to GROUP:0028 
and GROUP:0029, GROUP:7FE0; structure = 
groups up to GROUP:0028 and GROUP:002B, 
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Group Elernent Length Value VR VM Type Description 

Command in fo rmat ion  group 

0000 0000 0004 0000 - -  BD S 1 

0000 0001 0004 0000 - -  BD S 1 

0000 0010 - -  - -  - -  AT S 1 

0000 0100 0002 0000 - -  BI S 1 
0000 0110 0002 0000 - -  BI S 1 
0000 0120 0002 0000 - -  BI S 1 
0000 0200 - -  - -  - -  AT S 1 
0000 0300 - -  - -  - -  AT S 1D 
0000 0400 - -  - -  - -  AT S 1 
0000 0600 - -  - -  - -  AT S 1 
0000 0700 0002 0000 - -  BI S 1D 
0000 0800 0002 0000 - -  BI S 1 

0000 0850 0002 0000 - -  BI S 1D 
0000 0860 0002 0000 - -  BI S 1D 
0000 0900 0002 0000 - -  BI S 1 
0000 4000 - -  - -  - -  AT S 1D 
0000 4010 - -  - -  - -  AT S 1D 

Identification information group 

0008 0000 0004 0000 - -  BD S 1 
0008 0001 0004 0000 - -  BD S 1 

0008 0010 - -  - -  - -  AT S 1 

0008 0020 000A 0000 - -  AT S 2 

0008 0030 0008 0000 - -  AT S 2 

0008 0040 0002 0000 - -  BI S 1 

0008 0041 - -  - -  - -  AT S 3 
0008 0060 0002 0000 - -  AT S 2 
0008 0070 - -  - -  - -  AT S 2 
0008 0080 - -  - -  - -  AT S 2 
0008 0090 - -  - -  - -  AT M 2 
0008 1000 - -  - -  - -  AT S 3 
0006 1010 - -  - -  - -  AT S 2 

Group length (an even number  of bytes f rom 
the end of  the value field to the beginning 
of the next group) 

Message length (an even number  of bytes 
f rom the end of the value field to the be- 
ginning of the next message) 

Recognit ion code (used for  identifying the 
version number  of this protocol) 

Command field 
Message ID 
Message ID being responded to 
Initiator 
Receiver 
FIND Iocation 
MOVE 
Priority 
Data set type: 
Scene data: 

IMAGE0 = 0 
IMAGE1 = t 

Structure data: 
CURVE0 = 100 
SURFACE0 = 110 
SURFACE1 = 111 

SHELL = 120 
Display data: 

MOVIE0 = 2OO 
Other data: 

GRAPHICS = 2 (see [15]) 
TEXT = 3 (see [15]) 

Number  of matches 
Response sequence number 
Status 
DIALOG receiver 
Terminal type 

Group length 
Message length (same as GROUP:0000, 

ELEMENT:0001) 
Recognition code (used for  identifying the 

version number  of this protocol) 
Study date (the format  is yyyy.mm.dd; eg, 

1988.07.18) 
Study t ime (the format  is hh:mm:ss;  eg, 10: 

05:03 (24 hour time)) 
Data set type (same as GROUP:0000, 

ELEMENT:0800) 
Data set subtype 
Modali ty (CT, NM, MR, DS, DR, US, OT) 
Manufacturer 
Institution ID 
Referring physician 
Network ID 
Station ID 
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Table 1. Detailed Data Format Specification (Cont'd) 

Group Element Length Value VR VM Type Description 

I den t i f i ca t i on  i n f o r m a t i o n  g r o u p :  ( con t i nued )  

0 0 0 8  1030  - -  - -  - -  A T  S 3 P r o c e d u r e  d e s c r i p t i o n  

0 0 0 8  1040  - -  - -  - -  A T  S 3 Ins t i t u t i ona l  d e p a r t m e n t  

0 0 0 8  1050  - -  - -  - -  A T  M 3 A t t e n d i n g  p h y s i c i a n  

0 0 0 8  1060  - -  - -  - -  A T  M 3 R a d i o l o g i s t  

0 0 0 8  1070  - -  - -  - -  A T  M 3 O p e r a t o r  i d e n t i f i c a t i o n  

0 0 0 8  1080  - -  - -  - -  A T  M 3 A d m i t t i n g  d i a g n o s i s  

0 0 0 8  1090  - -  - -  - -  A T  S 3 M a n u f a c t u r e r  m o d e l  

0 0 0 8  4 0 0 0  - -  - -  - -  A T  M 3 C o m m e n t s  

Genera l  i n f o r m a t i o n  g r o u p  

0 0 0 9  0 0 0 0  0 0 0 4  0 0 0 0  - -  BD S 1 

0 0 0 9  8 0 0 0  - -  - -  - -  A T  S 3 

0 0 0 9  8 0 1 0  - -  - -  - -  A T  S 3 

0 0 0 9  8 0 2 0  - -  - -  - -  A T  S 3 

0 0 0 9  8 0 3 0  - -  - -  - -  A T  S 3 

Pat ien t  i n f o r m a t i o n  g r o u p  

0 0 1 0  0 0 0 0  0 0 0 4  0 0 0 0  - -  BD S 1 

0 0 1 0  0 0 1 0  - -  - -  - -  A T  S 2 

0 0 1 0  0 0 2 0  I I I A T  S 2 

0 0 1 0  0 0 3 0  - -  - -  - -  A T  S 2 

0 0 1 0  0 0 4 0  - -  - -  - -  A T  S 2 

0 0 1 0  1000  - -  - -  - -  A T  M 3 

0 0 1 0  1001 - -  - -  - -  A T  M 3 

0 0 1 0  1005  - -  - -  - -  A T  S 3 

0 0 1 0  1010  - -  - -  - -  A T  S 3 

0 0 1 0  1020  - -  - -  - -  A T  S 3 

0 0 1 0  1 0 3 0  - -  - -  - -  A T  S 3 

0 0 1 0  1040  - -  - -  - -  A T  S 3 

0 0 1 0  1050  - -  - -  - -  A T  M 3 

0 0 1 0  1060  - -  - -  - -  A T  S 3 

0 0 1 0  4 0 0 0  - -  - -  - -  A T  M 3 

A c q u i s i t i o n  i n f o r m a t i o n  

g r o u p  

0 0 1 8  0 0 0 0  0 0 0 4  0 0 0 0  - -  BD S 1 

0 0 1 8  0 0 1 0  - -  - -  - -  A T  M 2D 

0 0 1 8  0 0 2 0  - -  - -  - -  A T  M 2 

0 0 1 8  0 0 3 0  - -  - -  - -  A T  M 2 

0 0 1 8  0 0 4 0  - -  - -  - -  A N  S 2D 

0 0 1 8  0 0 5 0  - -  - -  - -  A N  S 2 

0 0 1 8  0 0 6 0  - -  - -  - -  A N  M 2 

0 0 1 8  0 0 7 0  - -  - -  - -  A N  S 2 

0 0 1 8  0 0 8 0  - -  - -  - -  A N  S 2 

0 0 1 8  0081 - -  - -  - -  A N  S 2 

0 0 1 8  0082  - -  - -  - -  A N  S 2 

0 0 1 8  0 0 8 3  - -  - -  - -  A N  S 2 

0 0 1 8  0 0 8 4  - -  - -  - -  A N  S 2 

0 0 1 8  0 0 8 5  - -  - -  - -  A T  S 2 

0 0 1 8  1000  - -  - -  - -  A T  S 3 

0 0 1 8  1010  - -  - -  - -  A T  S 3 

G r o u p  leng th  

N a m e  o f  f i le  c o n t a i n i n g  th is  m e s s a g e  

N a m e  o f  f i le  tha t  g a v e  r ise to  th i s  f i le  

D e s c r i p t i o n  o f  da ta  in f i le  

Sc ra t ch  pad  ( to s t o re  any  u s e r - s p e c i f i e d  in- 

f o r m a t i o n ,  eg,  m e a s u r e m e n t s  m a d e  on  

t he  data,  de ta i l s  o f  m o d i f i c a t i o n s  m a d e  to  

t he  data,  etc)  

G r o u p  leng th  

Pat ien t  n a m e  

Pat ien t  ID 

Pat ien t  b i r t hda te  

Pa t ien t  s e x  

O the r  pa t i en t  IDs 

O the r  pa t i en t  n a m e  

Pat ien t ' s  m a i d e n  n a m e  

Pat ien t  age  

Pa t ien t  s ize 

Pa t ien t  w e i g h t  

Pat ien t  a d d r e s s  

I nsu rance  p lan ID 

Pat ien t ' s  m o t h e r ' s  m a i d e n  n a m e  

C o m m e n t s  

G r o u p  leng th  

C o n t r a s t / b o l u s  a 9 e n t  

S c a n n i n g  s e q u e n c e  

R a d i o n u c l i d e  

C ine  rate 

S l i ce  t h i c k n e s s  

KVP 

C o u n t s  a c c u m u l a t e d  

Repe t i t i on  t i m e  

E c h o  t i m e  

I n v e r s i o n  t i m e  

N u m b e r  o f  a v e r a g e s  

I m a g i n g  f r e q u e n c y  

I m a g e d  nuc leus  

D e v i c e  ser ia l  n u m b e r  

F i lm s c a n n e r  ID 
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Group E lement  Length Value VR MM Type Descr ipt ion 

A c q u i s i t i o n  [ n f o r m a t i o n  g r o u p :  ( c o n t i n u e d )  

0 0 1 8  1 0 2 0  - -  - -  - -  A T  S 3 S o f t w a r e  v e r s i o n  

0 0 1 8  1 0 3 0  - -  - -  - -  A T  S 3 P r o t o c o l  

0 0 1 8  1 0 4 0  - -  - -  - -  A T  M 3 C o n t r a s t / b o l u s  r o u t e  

0 0 1 8  1041 - -  - -  - -  A N  M 3 C o n t r a s t / b o l u s  v o l u m e  

0 0 1 8  1042  - -  - -  - -  A T  M 3 C o n t r a s t / b o l u s  s ta r t  t i m e  

0 0 1 8  1 0 4 3  - -  - -  - -  A T  M 3 C o n t r a s t / b o l u s  s t o p  t i m e  

0 0 1 8  1 0 4 4  - -  - -  - -  A N  M 3 C o n t r a s t / b o t u s  t o t a l  d o s e  

0 0 1 8  1 0 5 0  - -  - -  - -  A N  M 3 S p a t i a l  r e s o l u t i o n  

0 0 1 8  1 0 6 0  - -  - -  - -  A N  S 3 T r i g g e r  t i m e  

0 0 1 8  1 0 7 0  - -  - -  - -  A T  M 3 R a d i o n u c l i d e  r o u t e  

0 0 1 8  1071 - -  - -  - -  A N  M 3 R a d i o n u c l i d e  v o l u m e  

0 0 1 8  1 0 7 2  - -  - -  - -  A T  M 3 R a d i o n u c l i d e  s t a r t  t i m e  

0 0 1 8  1 0 7 3  - -  - -  - -  A T  M 3 R a d i o n u c l i d e  s t o p  t i m e  

0 0 1 8  1 0 7 4  - -  - -  - -  A N  M 3 R a d i o n u c l i d e  t o t a l  d o s e  

0 0 1 8  1 1 0 0  - -  - -  - -  A N  S 3 R e c o n s t r u c t i o n  d i a m e t e r  

0 0 1 8  1 1 1 0  - -  - -  - -  A N  S 3 D i s t a n c e  s o u r c e  t o  d e t e c t o r  

0 0 1 8  1111 - -  - -  - -  A N  S 3 D i s t a n c e  s o u r c e  t o  p a t i e n t  

0 0 1 8  1 1 2 0  - -  - -  - -  A N  S 3 G a n t r y  t i l t  

0 0 1 8  1130  - -  - -  - -  A N  S 3 T a b l e  h e i g h t  

0 0 1 8  1 1 4 0  - -  - -  - -  A T  S 3 R o t a t i o n  d i r e c t i o n  

0 0 1 8  1 1 5 0  - -  - -  - -  A N  S 3 E x p o s u r e  t i m e  

0 0 1 8  1151 - -  - -  - -  A N  S 3 E x p o s u r e  ra te  

0 0 1 8  1 1 5 2  - -  - -  - -  A N  S 3 E x p o s u r e  

0 0 1 8  1 1 6 0  - -  - -  - -  A T  M 3 F i l t e r  t y p e  

0 0 1 8  1 1 7 0  - -  - -  - -  A N  S 3 G e n e r a t o r  p o w e r  

0 0 1 8  1 1 8 0  - -  - -  - -  A T  M 3 C o l l i m a t o r / g r i d  

0 0 1 8  1 1 9 0  - -  - -  - -  A N  M 3 Foca l  s p o t  

0 0 1 8  1 2 0 0  - -  - -  - -  A T  M 3 D a t e  o f  l as t  c a l i b r a t i o n  

0 0 1 8  1201 - -  - -  - -  A T  M 3 T i m e  o f  ~ast c a l i b r a t i o n  

0 0 1 8  1 2 1 0  - -  - -  - -  A T  M 3 C o n v o l u t i o n  k e r n e l  

0 0 1 8  1 2 4 0  - -  - -  - -  A N  M 3 U p p e r / I o w e r  p i x e l  v a l u e s  

0 0 1 8  1242  - -  - -  - -  A N  S 3 T e r m i n a t i o n  t i m e  

0 0 1 8  1 2 4 3  - -  - -  - -  A N  S 3 C o u n t  ra te  

0 0 1 8  1250  - -  - -  - -  A T  S 3 R e c e i v i n g  c o i l  

0 0 1 8  1251 - -  - -  - -  A T  S 3 T r a n s m i t t i n g  c o i l  

0 0 1 8  1260  - -  - -  - -  A T  S 3 S c r e e n  t y p e  

0 0 1 8  1261 - -  - -  - -  A T  S 3 P h o s p h o r  t y p e  

0 0 1 8  4 0 0 0  - -  - -  - -  A T  M 3 C o m m e n t s  

R e l a t i o n s h i p  i n f o r m a t i o n  g r o u p  

0 0 2 0  0 0 0 0  0 0 0 4  0 0 0 0  - -  B D  S 1 G r o u p  l e n g t h  

0 0 2 0  0 0 1 0  - -  - -  - -  A N  S 2 S t u d y  ( e x a m  n u m b e r )  

0 0 2 0  0011 - -  - -  - -  A N  S 2D S e r i e s  

0 0 2 0  0 0 1 2  - -  - -  - -  A N  S 2 D  A c q u i s i t i o n  

0 0 2 0  0 0 1 3  - -  - -  - -  A N  S 2 D  I m a g e  n u m b e T  

0 0 2 0  0 0 2 0  - -  - -  - -  A T  M 2 P a t i e n t  o r i e n t a t i o n  

0 0 2 0  0 0 3 0  - -  - -  - -  A N  M 2 I m a g e  p o s i t i o n  

0 0 2 0  0 0 3 5  - -  - -  - -  A N  M 2D I m a g e  o r i e n t a t i o n  

0 0 2 0  0 0 5 0  - -  - -  - -  A N  S 2 L o c a t i o n  

0 0 2 0  0 0 6 0  - -  - -  - -  A T  S 2 D  L a t e r a l i t y  

0 0 2 0  0 0 7 0  - -  - -  - -  AT S 2 D  I m a g e  g e o m e t r y  t y p e  

0 0 2 0  0 0 8 0  - -  - -  - -  A T  M 2D M a s k i n g  i m a g e  

0 0 2 0  1 0 0 0  - -  - -  - -  A N  S 3 N o .  o f  s e r i e s  in  t h i s  s t u d y  

0 0 2 0  1001 - -  - -  - -  A N  S 3 N o .  o f  a c q u i s i t i o n s  in  t h i s  s e r i e s  

0 0 2 0  1002  - -  - -  - -  A N  S 3 N o .  o f  i m a g e s  f r o m  t h i s  a c q u i s i t i o n  
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T a b l e  1 .  D e t a i l e d  D a t a  F o r m a t  S p e c i f i c a t i o n  ( C o n t ' d )  

Group Element Length Value VR VM Type Description 

Relationship informat ion group: (continued) 

0020 1020 
OO2O 1040 
0020 1041 
0020 1070 
0020 3100to 

31FF 
0020 3401 
0020 3402 
0020 3403 
0020 3404 
0020 3405 
0020 3406 
0020 4000 

m 

D 

m 

E 

m 

m 

m 

m 

m 

m 

Image presentation informat ion group 

0028 0000 0004 0000 
0028 0005 0002 0000 
0028 0010 0002 0000 
0028 0011 0002 0000 
0028 0030 - -  - -  
0 0 2 8  0 0 4 0  - -  - -  

0028 0050 - -  - -  
0028 0060 - -  - -  
0028 0100 0002 0000 
0028 0101 0002 0000 
0028 0102 0002 0000 
0028 0104 0002 0000 
0028 0105 0002 0000 
0028 0200 0002 0000 
0028 1050 - -  - -  
0028 1051 - -  - -  
0028 1052 - -  - -  
0028 1053 - -  - -  
0028 1080 - -  - -  
0028 1100 - -  - -  

0028 1101 
0028 1102 
0028 1103 
0028 1200 

m 

m 

E 

m 

m 

m 

0028 1201 - -  
0028 1202 - -  
0028 1203 - -  
0028 4000 - -  

Scene-related information group*  

m 

- -  AT M 3 Reference 
- -  AT S 3 Position reference indicator 
- -  AN S 3 Slice Iocation 
- -  AN M 3 Other study numbers 
- -  AT M 2D Source image IDs 

- -  AT M 2D Modi fy ing device ID 
- -  AT M 2D Modi f ied image ID 
- -  AT M 2D Modi f ied image date 
- -  AT M 2D Modi fy ing device manufacturer 
- -  AT M 2D Modi f ied imaging t ime 
- -  AT M 2D Modi f ied image descript ion 
- -  AT M 3 Comments 

- -  BD S 1 Group length 
- -  BI S 1D Image dimensions 
- -  BI S 1 No. of rows 
- -  BI S 1 No. of co lumns 
- -  AN M 2 Pixel size 
- -  AT S 1D Image format  
- -  AT M 2D Manipulated image 
- -  AT S 1D Compression code 
- -  BI S 1D Bits allocated 
- -  BI S 1D Bits stored 
- -  BI S 1D High bit 
- -  BI S 2D Smallest pixel value 
- -  BI S 2D Largest pixel value 
- -  BI S 1D Image Iocation 
- -  AN M 3 Window center 
- -  AN M 3 Window width 
- -  AN M 3 Rescale intercept 
- -  AN M 3 Rescale slope 
- -  AT S 3 Gray scale 
- -  BI M 2D Lookup table descriptors; gray [no. of  en- 

tries in the table (net)\starting pixel value 
(spv) \number  of  bits for  entries] 

- -  BI M 2D Lookup table descriptors; red (as for  gray) 
- -  BI M 2D Lookup table descriptors; green (as for  gray) 
- -  BI M 2D Lookup table descriptors; blue (as for  gray) 
- -  BI M 2D Lookup data; gray (mapped value 

l \ m a p p e d  value 2 \ . . . \ m a p p e d  value 
net; pixel values to be mapped are as- 
sumed to be spv, spv + 1 . . . . .  spv + net 
- 1; each mapped value is stored in 16 
bits) 

- -  131 M 2D Lookup data; red (as for  gray) 
- -  BI M 2D Lookup data; green (as for  gray) 
- -  BI M 2D Lookup data; blue (as for  gray) 
- -  AT M 3 Comments 

0029 0000 0004 0000 - -  BD S 1 Group length 
0029 8000 0002 0000 - -  BI S 1 Scene dimension (sd) 
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Group Element Length Value VR VM Type Description 

Scene-related information group: (continued) 

0029 8010 - -  - -  - -  AN M 1D 

0029 8015 - -  - -  - -  AT M 2D 
0029 8020 - -  - -  - -  BI M 1D 

0029 8030 0002 0000 - -  BI S 1 

0029 8040 - -  - -  - -  AN M 1D 

0029 8050 - -  - -  - -  AN M 1D 

0029 8060 0002 0000 - -  BI S 1 

0029 8070 - -  - -  - -  BI M 1D 

0029 8080 0002 0000 - -  BI S 1 

0029 8090 - -  - -  - -  BI M 1 

0029 8095 0004 0000 - -  BI M 1 

0029 80A0 - -  - -  - -  BI M 1 

Location and orientation of the scene do- 
main with respect to a f ixed imaging de- 
vice coordinate systern: specified by 
(sd + 1) vectors X0 . . . . .  X,d. X0: coordi- 
nates of the origin of the scene coordinate 
system. X1 . . . . .  X,d: unit vectors along 
each of its sd principal directions 

Labels associated with the axes 
Unit of measurement in the sd directions: 0, 

km; 1, m; 2, cm; 3, mm; 4, p,m; 5, s; 6, 
ms, 7, }~s 

No. of density values associated with each 
cell (nd) 

Smallest density value (when density is vec- 
tor valued, the smallest of each compo- 
nent in the scene) 

Largest density value (when density is vec- 
tor valued, the largest of each component  
in the scene) 

Density storage scheme: number of integers 
in the density vector (ni). (The rest nd - -n i  
are assumed to be f loating-point num- 
bers) 

Density storage scheme: whether each inte- 
ger component  is signed or unsigned: 
sous l \ . . . \ sousn i \ ,  where each entry indi- 
cates whether each integer component  of 
the density vector is signed (1) or un- 
signed (0) 

Density storage scheme: total bits required 
for the density vector (nbi) 

Density storage scheme: 
I b i t l \ rb i t l  \ . . . \ l b i t nd \ r b i t nd \ .  Within the 
bit field of nbi bits for the density vector, 
the bits are numbered 0, 1 . . . . .  nbi-1 
from left to right (most significant to least 
significant) and the bit field for each com- 
ponent is specified by a left bit (Ibit) and a 
right bit (rbit). Thus, for every component  
Ibit _< rbit. The Ibit, rbit pair for a floating 
point number indicates whether the num- 
ber is of single of double precision (see 
the definit ion of value representation GN 
in Section 2). The density vector itself is 
stored as in teger l \  integer2\ 
�9  within the 
nbi bits bit field and the order of the bit 
fields is preserved in the file storing the 
message. 

Size of each slice: null (ie, LENGTH = 0) for 
IMAGE1 type; for IMAGE0 type this ele- 
ment stores no. of columns\no, of 
rows\ in the slice 

Sampling scheme (no. of n-scenes): null (le, 
LENGTH = 0) for IMAGE1 type. For 
IMAGE0 type, this element stores, for 
each n, 2 < n _< sd, the number of 
(n - 1)-scenes for each n-scene. These 
numbers are stored in the order 
ns0 \ns00 \ns01 \ns02 \ . . .  
\ns000\ns001\  . . . .  (See IMAGE0) 
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Group Element Length Value VR VM Type Description 

Scene-related information 9roup: (continued) 

0029 80A5 - -  - -  - -  AN M 1 

0029 80B0 - -  - -  - -  AN M 1 

0029 80C0 - -  - -  - -  AT M 3 

Structure-related information g roup l  

002B 0000 0004 0000 - -  BD S 1 
002B 8000 0002 0000 - -  BI S 1 
002B 8010 - -  - -  - -  AN M 1D 

002B 8015 - -  - -  - -  AT M 2D 
002B 8020 - -  - -  - -  BI M 1D 

002B 8030 0004 0000 - -  BD S 1 
002B 8040 0004 0000 - -  BD S 1 
002B 8050 0002 0000 - -  BI S 1 

002B 8060 0002 0000 - -  BI S 1 

002B 8070 - -  - -  - -  AN M 1D 

002B 8080 - -  - -  - -  AN M 1D 

002B 8090 0002 0000 - -  BI S 1 

002B 80A0 - -  - -  - -  BI M 1 D 

002B BOB0 0002 0000 - -  B• S 1 

Pixel size in the x, and x2 directions: 
psizexl \psizex2 

Sampling scheme (Iocation of n-scenes): 
null (ie, LENGTH = 0) for IMAGE1 type. 
For IMAGE0 type, this element stores, for 
each n, 2 < n < sd, the Iocation of each 
(n - 1)-scene of each n-scene in the order 
Ioc00\1oc01\1oc02\ . . . .  \ loc000\ loc001\ . . . .  
(See IMAGE0) 

Description of processing operations on this 
scene and their parameters: type of pro- 
cessing (filtering, segmentation, interpola- 
tion, classification, masking, reslicing, his- 
togram transforms, ROl), methods, 
parameters of the method 

Group length 
Structure dimension (std) 
Lr and orientation of the structure co- 

ordinate system with respect to the imag- 
ing device coordinate system: specified 
by std + 1 vectors Yo, Y~ . . . . .  Y ,  td- Yo: coor- 
dinates of the origin of the structure coor- 
dinate system. Y1 . . . . .  Y,,~: unir vectors 
along each of its std principal directions 

Labels associated with the axes 
Unit of measurement in the std directions: 0, 

km; 1, m; 2, cm; 3, mm; 4, ~m; 5, s; 6, 
ms; 7, p.s 

No. of terminal structure elements 
No. of nonterminal structure elements 
No. of components in the vector TSE as- 

signed to each terminal structure element 
(nct) 

No. of components in the vector NTSE as- 
signed to each nonterminal structure ele- 
ment (ncnt) 

Smallest value of each component of TSE in 
the structure 

Largest value of each component of TSE in 
the structure 

Storage for terminal structure elements: no. 
of  integers in TSE (nit). (The rest of the 
nct-nit components are floating point 
numbers) 

Whether each integer component of TSE is 
signed or unsigned: 
sous l \ sous2 \ . . . \ sousn i t \ ,  where each 
entry indicates whether each integer com- 
ponent of  TSE is signed (1) or unsigned 
(0) 

Stora9e scheme for termina~ structure ete- 
ments: total bits required for  TSE (nbit) 
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Structure-related informat ion group: (continued) 

002B 80C0 - -  - -  - -  BI M 1 

002B 80D0 0002 0000 - -  BI S 1 

002B 80E0 - -  - -  - -  BI M 1D 

002B 80F0 0002 0000 - -  BI S 1 

002B 8100 - -  - -  - -  BI M 1 

002B 8110 - -  - -  - -  BI M 1 

002B 8120 - -  - -  - -  AN M 1 

002B 8130 - -  - -  - -  AN M 1 

002B 8140 - -  - -  - -  AN M 2 

002B 8150 - -  - -  - -  AN S 3 

002B 8160 - -  - -  - -  AN S 3 

002B 8170 - -  - -  - -  AN S 3 

002B 8180 - -  - -  - -  AT M 3 

Storage scheme for  TSE: 
I b i t l \ r b i t l \ . . . \ l b i t nc t \ r b i t nc t \ .  Descrip- 
t ion is similar to that for  GROUP:0029, 
ELEMENT:8090. If Ibit > rbit, it means that 
the component  of TSE associated with 
this f ield is not stored 

Storage scheme for  nonterminal structure 
elements: no. of integers in NTSE (nint). 
(The rest of  the ncnt-nint components are 
f loating point numbers) 

Whether each integer component  of NTSE is 
signed or unsigned: 
s o u s l \ s o u s 2 \ . . . \ s o u s n i n t \ ,  where each 
entry indicates whether each integer com- 
ponent of NTSE is signed (1) or unsigned 
(0) 

Storage scherne for  nonterminal structure 
elements: no. of  bits required for  NTSE 
(nbint) 

Storage scheme for NTSE: 
Ibit l  \ r b i t l \ . . . \ l b i t ncn t \ r b i t ncn t \ .  Descrip- 
t ion is similar to that for  GROUP:0029, EL- 
EMENT:8090 

Sampling scheme for  the structure: this ele- 
ment stores, for  each n, 2 < n < std, the 
number  of  samples in each dimension. 
These numbers are stored in the order 
ns0 \ns00 \ns01 \ns02 \ . . . \ ns000 \ns001 \  . . . .  
(see previous section) 

Sample size in the Yl and Y2 directions: 
ssizeyl\ssizey2 

Sampling scheme for  the structure: This ele- 
ment stores, for  each n, 2 < n < std, the 
sample Iocation in the order 
1oc00\1oc01\1oc02\. . . \1oc000\1oc001\. . .  
(see previous section} 

Quantitative information about the struc- 
ture: m in imum and max imum coordinates 
for  structure elements (with respect to the 
structure coordinate system): 
m i n y l \ m i n y 2 \ . . . \ m i n y s t d  \ m a x y l  \ 
m a x y 2 \ . . . \ m a x y s t d  \ .  This element spec- 
ifies the extent of the structure within the 
structure coordinate system 

Quantitative informat ion about the struc- 
ture: vo lume 

Quantitative information about the struc- 
ture: surface area 

Quantitative information about the struc- 
ture: rate of change of vo lume 

Description of  structure extraction method 

and its parameters 
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Table 1. Detailed Data Format Specification (Cont'd) 

Group Element Length Value VR VM Type Description 

Display-related information g roup t  

002D 0000 0004 0000 - -  BD S 1 
002D 8000 0002 0000 - -  BI S 1 
002D 8010 0004 0000 - -  BI M 1D 

002D 8020 0002 0000 - -  BI S 1 

002D 8030 - -  - -  - -  AN M 1D 

002D 8040 - -  - -  - -  AN M 1D 

002D 8050 0002 0000 - -  BI S 1 

002D 8060 - -  I J BI M 1D 

002D 8070 0002 0000 - -  BI S 1 

002D 8080 - -  - -  - -  BI M 1 

002D 8090 0002 0000 - -  BI S 1 
002D 80A0 0004 0000 - -  BI M 1 

002D 80B0 - -  - -  - -  AN M 1D 
002D 80C0 - -  - -  - -  AT M 2 

002D 80D0 - -  - -  - -  BI M 2 

002D 80E0 - -  - -  - -  AT M 3 

Scene data group 

7FEO 0000 0004 0000 - -  BD S I 

Group length 
Dimensionali ty of the display data (ddd) 
Unit of measurement for the pixel size: 0, 

km; 1, m; 2, cm; 3, mm; 4, ~m; 5, s; 6, 
ras; 7, t~s 

Intensity storage scheme: no. of elements in 
the intensity vector associated with the 
pixels (neiv) 

Smallest value of each component  of the 
intensity vector in the display 

Largest value of each component  of the in- 
tensity vector in the display 

Intensity storage scheme: no. of integer- 
valued elements in the intensity vector 
(niiv). (The rest of the ne i v -n i i v  elements 
are assumed to be f loating point numbers) 

Whether each of the integer-valued ele- 
ments in the intensity vector is signed or 
unsigned: s o u s l \ . . . \ s o u s n i i v \ ,  where 
each entry indicates whether each integer 
component  of the intensity vector is 
signed (1) or unsigned (0) 

Intensity stora9e scheme: total bits required 
for the intensity vector (nbiiv) 

Intensity storage scheme: 
I b i t l \ r b i t l  \ . . . \ l b i t ne i v \ rb i t ne i v \ .  This ele- 
ment specifies the bit f ield for  each eie- 
ment of the intensity vector via a left-bit, 
right-bit pair of numbers; see GROUP: 
0029, ELEMENT:8090 

Total images in the display (tni) 
Size of the irnage: no. of co lumns\no,  of 

rows\  
Pixel size in the z~ and z z directions 
Specification of the meaning of each com- 

ponent of PV: 
mean ing l \mean ing2 \ . . . \mean ing (ddd-2 )  

Characteristics of the images: This element 
stores the parameter vectors that describe 
the characteristics of the images in the 
display: PV I\PV2\ . . . .  \PV tn i \  

Description of visualization method and its 
parameters for each object [e9, volume 
rendering or surface renderin9; ray-cast- 
ing or projection; shading method (scene- 
space, v iew space, object space); shading 
parameters (diffuse parameters, specular 
parameters, ambient); antialiasing 
method; color of the object; etcJ 

Group length: A value FFFF FFFF signals 
that the number of bytes required for  the 
cell density values >_ FFFF FFFF and that 
data might be stored in subsequent odd- 
numbered groups 7FE1, 7FE3 . . . . .  
fo l lowing cell density values in this group 
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Group Element Length Value VR VM Type Description 

IMAGE0type 

7FE0 0010 - -  GN M 1 

7FE0 0010 - -  - -  - -  GN M 1 

0004 0000 - -  BD S 1 

Structure data group 

8001 0000 

8001 8000 - -  - -  - -  GN M 1 

0004 0000 - -  BD S 1 

Display data group 

8021 0000 

8021 8000 - -  - -  - -  GN M 1 

Cell densities: stored as per density storage 
scherne, asa sequence of nd-tuples 
CDI\CD2\ . . . .  where CDi contains the 
densities associated with the cell num- 
bered i. The cells are numbered consecu- 
tively changing the coordinates in the fol- 
Iowing order: xi, x 2 . . . . .  X,d (ie, in the row- 
by-row, slice-by-slice, etc order) 

Cell specification (Iocations and densities): 
stored as per density storage scheme, as 
a sequence of pairs LOC I \CDI\LOC2\ 
CD2\ . . . .  where LOCi is an sd-tuple indi- 
cating the Iocation of cell i and CDi is an 
nd-tuple storing the densities of cell i 

Group length: A value of FFFF FFFF signals 
that the no. of bytes required for structure 
data is _> FFFF FFFF and that data might 
be stored in subsequent odd-numbered 
groups 8003, 8005 . . . . .  following data in 
this group 

Structure data: The vectors (NTSE or TSE) 
assigned to the nodes of the tree repre- 
senting the structure are stored in the 
breadth-first order of the nodes (see Sec- 
tion 3) vector for node 0\vector for node 
00\vector for node 01\ . . . \vector  for node 
000\ . . . .  Note that, because of the nature 
of the tree, for structures of type CURVE0, 
SURFACE0, and SHELL, the vectors NTSE 
come first in this element, which are then 
followed by the vectors TSE. For other 
general tree structures this order may not 
occur 

Group length: A value of FFFF FFFF signals 
that the no. of bytes required for display 
data is >_ FFFF FFFF and that data might 
be stored in subsequent odd-numbered 
groups 8023, 8025 . . . . .  following data in 
this group 

Display data: The intensity vectors (IV) ate 
stored as per intensity storage scheme as 
a sequence of neiv tuples 
IV I \ IV2 \ . . .  where IW contains the intensi- 
ties associated with the pixel numbered i. 
The pixels are numbered in the row-by- 
row order 

*See Scene Data for definition of terms. 
lSee Structure Data. 
~:See Display Data. 
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GROUP:8001; display = groups up to GROUP: 
0028 and GROUP:002D, GROUP:8021. 

LIMITATIONS AND EFFICIENCY 

The existing ACR-NEMA standards specifi- 
cation ls has two important limitations. First, the 
byte ordering specified by the standards for 
value representation methods denoted BD, AN, 
and AT is not natural for machines that con- 
sider the bytes to be in a monotonically decreas- 
ing order of significance from left to right. This 
calls for rearrangement of bytes whenever a 
standard message is to be interpreted by such 
machines or when they must create the message 
in the standard form from an internal represen- 
tation. Multidimensional imaging systems can 
handle this conflict by gathering machine- 
specific byte-order information (at the time of 
installation of the system) and by automatically 
reordering bytes when needed. The loss of 
efficiency incurred in this process is not signifi- 
cant because types BD, AN, and AT occur only 
in the descriptive part (header) of messages. 

The second limitation comes from the require- 
ment that all floating point numbers be stored 
in ASCII numeric form. Although in many 
situations floating point numbers can be re- 
placed by integers without much loss of informa- 
tion, fulfillment of this condition may not be 
guaranteed in general. The new value represen- 
tation method called GN suggested in this 
protocol is an effective solution to this limita- 
tion. 

Because we wanted this specification to be 
compatible with the existing ACR-NEMA stan- 
dards, some of the groups we have created have 
information of somewhat similar nature to that 
occurring in standard groups. The specification 
can be made more efficient by merging relevant 
groups or elements from such groups. For 
example, image presentation and scene-related 

Table 2. Storage Requirement for Some Typical Data Sets 

Header Data 

IMAGE0 1 KB 9 MB 
CURVE0 2 KB 0.3 MB 
SURFACE0 0.6 KB 2.7 MB 
SHELL 2.5 KB 1.2 MB 

information groups can be merged into a single 
group to eliminate some of the repetitions. 

Since descriptive information (headers) per- 
taining to scene and structure data is stored on a 
need basis, the additional storage required ow- 
ing to the generality of the specification can be 
kept to a minimum. We emphasize again that 
fo ra  given data type only those message items 
that are relevant to the data type are stored. 
The storage requirement figures determined for 
a typical data set (Table 2) give some idea of the 
cost of storage for the header part of the data 
(groups up to 002D) and for the data part 
(groups beyond 002D). 

CONCLUSIONS 

As multidimensional image processing, visual- 
ization, and analysis become more common, 
standard means of representing and storing 
image and nonimage data wiU be needed for 
convenient exchange of information, and for 
development of software environments that are 
application, data, machine, and approach inde- 
pendent. In this article, we have described an 
extension to and a generalization of the 2-D 
ACR-NEMA standards to meet these require- 
ments. The generalized specification is actively 
being used in a software environment being 
developed by us, called 3DVIEWNIX, for mul- 
tidimensional biomedical image display, process- 
ing, and analysis. 
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