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Design and Implementat ion of a Picture Archiving and 
Communicat ion System: The Second Time 

H.K. Huang, Katherine Andr io le ,  Todd  Bazzill, S.L. Lou, A lber t  W.K. Wong,  and Ronald L. Arenson 

This report describes the authors' experience in the 
design and implementation of two large scale picture 
archiving and communication systems (PACS) during 
the past 10 years. The first system, which is in daily 
clinical operation was developed at University of Cali- 
fornia, Los Angeles from 1983 to 1992. The second 
system, which continues evolving, has been in develop- 
ment at University of California, San Francisco (UCSF) 
since 1992. The report highiights the differences be- 
tween the two systems and points out the gradual 
change in the PACS design concept during the past 10 
years from a closed architecture to an open hospital- 
integrated system. Both systems focus on system 
reliability and data integrity, with 24-hour on-line 
service and no Ioss of images. The major difference 
between the two systems is that the UCSF PACS 
infrastructure design is a completely open architecture 
and the system implementation uses more advanced 
technologies in computer software, digital communica- 
tion, system interface, and stable industry standards. 
Such a PACS can withstand future technology changes 
without rendering the system obsolete, an essential 
criterion in any PACS design. 
Copyright �9 1996by W.B. Saunders Company 

KEY WORDS: picture archiving and communication 
system {PACS), communication networks, infrastruc- 
ture design, open architecture, display workstation. 

T H E R E  ARE generally three methods of 
approach to design and implementation of 

a picture archiving and communication system 
(PACS). ~ In the first approach, systems integra- 
tion, a multidisciplinary team with technical 
know-how is assembled by the radiology depart- 
ment or the hospital. The team becomes a 
system integrator, selecting PACS component5 
from various manufacturers. The team develops 
system interfaces and writes the PACS software 
according to the clinical requirements of the 
hospital. In the second approach, requirements 
specification and contracting, a team of experts, 
from both outside and inside the hospital, is 
assembled to write detailed specifications for 

the PACS for a certain clinical environment. A 
manufacturer is contracted to implement the 
system. In the third, or turnkey approach, the 
manufacturer develops a turnkey PACS and 
installs it in a department for clinical use. Each 
of these approaches has advantages and disad- 
vantages. One advantage of the first, or systems 
integration approach, is that the research team 
can continuously upgrade the system with state- 
of-the-art components and therefore, the sys- 
tem will not become obsolete. The system so 
designed is tailored to the clinical environment 
and can be upgraded without depending on the 
schedule of the manufacturer.  One disadvan- 
tage is that it requires a substantial commitment 
by the hospital to assemble a multidisciplinary 
team. In addition, the system developed will be 
one of a kind, and therefore, service and mainte- 
nance will be difficult because it consists of 
components from different manufacturers. 

The primary advantage of the second ap- 
proach (requirements specification and contract- 
ing) is that the PACS specifications are tailored 
to a certain clinical environment, yet the respon- 
sibility for implementing the PACS is delegated 
to the manufacturer.  The department  acts as a 
purchasing agent and does not have to be 
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concerned with the installation. The disadvan- 
tages are that the specifications tend to be 
overly ambitious. The experts may not be famil- 
iar with the clinical environment, and they may 
underestimate the technical and operational 
difficulty. The designated manufacturer,  who 
may lack clinical experience, tends to overesti- 
mate the performance of each PACS compo- 
nent. A s a  result, the completed PACS may not 
meet the overall specifications. The cost of 
contracting the manufacturer to develop a speci- 
fied PACS is also high because of the manufac- 
turer's narrow profit margin in building only 
one system. 

The advantage of the third or turnkey ap- 
proach is that it is a generalized production 
system, therefore,  the cost tends to be lower. 
However, in this approach, the manufacturer  
needs a couple of years to complete the produc- 
tion cycle. By the time the system is commer- 
cially available, some components may have 
already become obsolete because of the fast 
moving computer  and communication technolo- 
gies. Also, it is doubtful whether a generalized 
PACS can be used by every specialty in a 
department and by every radiology department.  
In the past several years, these three ap- 
proaches gradually merge as additional clinical 
data in PACS become available. Asa  result, the 
distinction among them has become blurred. 

This report  describes the authors' experience 
of design and implementation of two PACS, one 
at University of California at Los Angeles 
(UCLA) and the other at University of Califor- 
nia at San Francisco (UCSF) during the past 10 
years. The first system was based on the first 
approach and the second was based on combin- 
ing the first and second approaches. Sections 2 
and 3 describe the UCLA and the UCSF PACS, 
respectively. Section 4 compares the differences 
between these two systems. 

THE FIRST PACS SYSTEM AT UCLA 

We began the design of the UCLA PACS in 
1983. 2 Its implementation went through three 
phases. Phase 1, from 1984 to 1990, encom- 
passed the demonstration of the concept of 
PACS and the design of the PACS infrastruc- 
ture. Phase 2, from 1990 to 1991, comprised 
clinical implementation of several PACS mod- 
ules. Phase 3, from 1992 on, included the 

system's refinement, maintenance, and applica- 
tions. This PACS was designed for the radiology 
department operation without consideration of 
a hospital integrated PACS. 

Phase 1: Demonstration of Concept and Design 
of PACS Infrastructure 

To show the concept of PACS to physicians, 
in 1987 we implemented two PACS modules; 
one in the pediatric radiology section within the 
department,  3 and the other in the coronary care 
unit. 4 The pediatric radiology section was se- 
lected because it operates independently from 
other radiology specialties and resembles a mini 
radiology department.  Ir is an excellent model 
to study the implementation of a PACS for the 
entire radiology department.  In this module, 
images were displayed on two 2,048-1ine moni- 
tors. The module was used for daily conferences 
and case reviews. The coronary care unit was 
chosen for the second PACS module because it 
explored the application of PACS outside of the 
radiology department.  In this module, images 
were displayed on three 1,024-1ine monitors. 
Both modules were in clinical operation 24 
hours a day, 7 days a week. The reactions from 
both radiologists and clinicians who used these 
two systems was very positive. 

From 1988 to 1990, 5 we concentrated on the 
design of the PACS infrastructure. The critical 
components in the infrastructure were the com- 
munication system, PACS controllers, data base 
design, fault tolerance consideration, and sys- 
teta integration software. This infrastructure 
supported a digital-based radiology operation. 

The infrastructure was implemented from 
1990 to 1991. 6 There we.re 64 multimode and 48 
single-mode fiber optic cables connecting the 
three buildings (Center for the Health Sciences 
[CHS], Medical Plaza, and Taper  Building) 
housing the radiotogy department.  There were 
two PACS controllers, one at the CHS and one 
at the Medical Plaza. The infrastructure was 
on-line in the beginning of 1991. 

Communication system. We designed a 
three-tiered fiber optic communication system 
with Ethernet,  FDDI (fiber distributed data 
interface), and Ultranet (a proprietary 1 gbit/ 
sec network). 7 Ethernet  was used to transmit 
images from acquisition devices to the acquisi- 
tion computer. Because the acquisition device 
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was slow in generating images, the transmission 
speed between these two nodes was not crucial. 
Images were reformatted at the acquisition 
computer and sent to the PACS controller by 
means of FDDI. Images were archived onto 
optical disks and distributed to the image dis- 
play stations with the Ultranet. The three com- 
munication networks were coexistent in the 
infrastructure and served as backups for each 
other. 

PACS controllers. There were two PACS 
controllers in the infrastructure. 8 Each control- 
ler was composed of an image server (4/490 
SPARC; Sun Microsystems, Mountain View, 
CA) with 4-Gbyte magnetic disk storage, a 
1-Tbyte optica[ disk library with write once read 
many (WORM) disks for archiving images, and 
a Sun 4/490 SPARC server running the data 
base (Sybase, Emeryville, CA) for patient direc- 
tory and text information. The architecture of 
each controller was identical and could be used 
as the backup for the other. The PACS control- 
lers were connected with the Ultranet. Images 
could be transmitted between the PACS control- 
lers and display workstations at 4 to 8 Mbytes/ 
s e c .  

Data base. Two identical Sybase data bases 
existed in each PACS controller and served as a 
mirrored system. Current patient image informa- 
tion was updated continuously on the data base 
of each controller. 

Fault tolerance consideration. In the infra- 
structure, every critical component had a backup. 
There were two identical data bases one in each 
PACS controller. Each PACS controller was 
located in a separate building to avoid potential 
disaster. The three communication networks 
backed up each other, and all active fiber optic 
cables had spares. Each PACS controller was 
powered by an uninterruptable power supply 
with up to 20 minutes of uninterrupted power. 

Systems integration software. The previously 
described components were integrated as the 
PACS infrastructure by means of an elaborate 
system software. The system software was writ- 
ten in C programming language and ran under 
the UNIX operating system. 

Phase 2: Implementation of PACS Modules 

To imp[ement PACS modules in the clinical 
environment, two additional tasks were needed. 

The first task, completed in Phase 2, was to 
connect image acquisition devices to the PACS 
controller through the infrastructure. The sec- 
ond was to design and implement display work- 
stations in the department  and clinics in the 
third phase. In image acquisition, we connected 
three computed tomography (CT) and three 
magnetic resonance (MR) scanners with direct 
digital interfaces, as well as three computed 
radiography (CR) units and two film digitizers 
to the infrastructure. 

Phase 3: Systems Refinement, Training, 
Maintenance, and Applications 

Phase 3 was comprised in two stages. 9 Stage 1 
was the development of display workstations 
and their clinical implementation. Stage 2 con- 
sisted of refining the PACS; upgrading the 
display workstation software; and establishing 
training, maintenance, and service. 

Stage 1: Display stations and clinical implernen- 
tation. In this stage, four stations, each with 
two 2,048-1ine monitors, were deployed in the 
pediatric radiology (two stations), neuroradiol- 
ogy, and genitourinary radiology section. Also, 
one laser imager printing station was installed 
a s a  hardcopy device. In addition, two three- 
monitor stations with 1K monitors were in- 
stalled in the coronary care unit and pediatric 
intensive care unit (ICU). Figure 1 shows the 
UCLA PACS infrastructure and image acquisi- 
tion and display stations as of October 1992. 

Stage 2: Systems refinement and training, main- 
tenance, andservice. During clinical implemen- 
tation, we set up procedures for training, system 
maintenance, and service. Three  groups of per- 
sonnel were trained. The first group was radiolo- 
gists and clinicians to use the display stations. 
The second group included the PACS coordina- 
tor, technologists, and clerical personnel. This 
training was extensive and covered image qual- 
ity assurance, updating the patient directory, 
and first-line troubleshooting. The third group 
was the PACS engineers. This training was most 
elaborate. It included all operational aspects of 
the PACS. 

In September 1992, the authors transferred 
the responsibility of daily operation to a new 
PACS management team at UCLA, and we 
relocated to UCSF to develop a second genera- 
tion PACS. This report only summarizes the 
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UCLA system up to September 1992. Further 
development of the UCLA system has since 
been done by the new management team. 

THE SECOND TIME, UCSF 

We started to plan the second generation 
PACS at UCSF in October 1992. In addition to 
following our previous PACS design philosophy 
at UCLA, we have redesigned the PACS a s a  
hospital-integrated system, lo and built the frame- 
work in the infrastructure for future PACS- 
based radiology research, la 

There are several major differences between 
the UCSF and the previous UCLA PACS de- 
sign, among them intelligent image archiving 
and distribution; integration of hospital informa- 
tion system (HIS), radiology information system 
(RIS), 12 and other manufacturer's PACS compo- 
nents; new network architecture and technol- 
ogy; and collaboration with manufacturers to 
develop new display workstations. This section 
describes these major features. 

Intelligent Image Archive and Distribution 

The UCLA PACS was designed with focus on 
system reliability and data integrity, promising 
24-hour on-line service and no loss of images. 
Images were managed in the individual PACS 
component on a first come-first serve basis, 
which resulted in inefficient image distribution 
and retrieval. 

The second generation UCSF PACS design 
includes more intelligent and thereby minimizes 
access time for both current and historical 
images. The system is hospital-integrated and 
based on a composite staging mechanism using 
multiple storage media, HIS and RIS, and the 
client server concept. 

Two major aspects are considered in the 
implementation of the second-generation UCSF 
PACS: data integrity, which promises no loss of 
images once the PACS receives the images from 

Fig 1. (A) UCLA PACS network at the Center for Health 
Sciences, and remote MR site. (B) UCLA PACS network at 
Medical Plaza. They are connected together. CHS, Center for 
the Health Sciences; GenUn, genitourinary radiology; PCR, 
Philips computed radiography; Peds, pediatric radiology; RIS, 
radiology information systern (Reprinted from Computerized 
Medical Imaging & Graphics, Vol 17, Huang HK, Taira RK, Lou 
SL, et al, Implementation of a large scale picture archiving and 
comrnunication system, pp 1-11, 1993, with permission from 
Elsevier Science Ltd, The Boulevard, Langford Lane, Kidlington 
OX5 1GB, UK. 9) 

the radiologic imaging system and system effi- 
ciency, which minimizes access time for images 
at the display stations. The following describes 
some major components. 

Local storage management via PACS intercom- 
ponent communication. To ensure data integ- 
rity, the UCSF PACS always retains two copies 
of an individual image on separate storage 
devices until a successful archive of the image to 
the long-term optical disk library has been 
made. This backup scheme is achieved via the 
PACS intercomponent communication: 

(1) At the radiologic imaging system: Images 
are not deleted from the imaging devices unless 
technologists have verified the successful archiv- 
ing of individual images via the PACS terminals. 
Should any failure of the acquisition process or 
the archival process occur, images can be resent 
from these imaging systems to the PACS; (2) At 
the acquisition subsystem: Images acquired in 
the acquisition subsystem remain on its local 
magnetic disks until the archive subsystem ac- 
knowledges back to the acquisition subsystem a 
successful archive. These images are then de- 
leted from the magnetic disks so that storage 
space from these disks can be reclaimed; (3) At 
the archive subsystem: Images received in the 
archive server from various acquisition nodes 
are not deleted before their successful archiving 
to the optical storage. On the other hand, all 
archived images are stacked in the archive 
server's cache magnetic disks and will be de- 
leted based on their aging criteria (eg, number 
of days an examination is performed, discharge 
or transfer of a patient, etc). 

Multiple storage media. The storage manage- 
ment system features three levels of user- 
accessible storage media: (1) redundant array of 
inexpensive disks (RAID) in the display station 
for immediate access for current images; (2) 
magnetic disks in the archive server for fast 
retrieval of cached images; and (3) erasable 
magneto-optical disks and WORM disks in the 
optical disk library for retrieval of any historical 
images. On the other hand, all local magnetic 
disks in the radiologic imaging systems and the 
acquisition subsystem are used for storing newly 
acquired images. These images are deleted once 
they have been successfully archived to the 
optical disks. Table 1 illustrates the configura- 
tion of these multiple level storage media. 
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Tabte 1. Multiple Storage Devices for Images in the Storage Management System 

Storage Media Location Purpose 

Level 1 

Level 2 
Level 3 

Redundant array of inexpensive disks 
(temporary storage) 

Magnetic disks (temporary storage) 
Magneto-optical disks (Ionger-term 

storage) 
WORM disks (permanent storage) 

Display subsystem (display host) 

Archive subsystem (archive server) 
Archive subsystem (optical disk library) 

Archive subsystem (optical disk library) 

Provides immediate access to both 
current and selected historical images 

Provides fast retrieval of current images 
Provides retrieval of historical images 

Provides retrieval of historical images 

RAID technology applied to PACS storage. 
All high-resolution (2,048 x 2,048 pixels) dis- 
play stations in the UCSF PACS are configured 
with 5-Gbyte high-performance RAID. With 
this configuration, a 2,048 • 2,048 x 10-bit 
(8-Mbyte) CR image can be displayed in less 
than 2 seconds. 

Folder manager. The storage management 
system is characterized by its on-line patient 
folder management. 13 When the first radiologi- 
cal examination is scheduled, a patient folder is 
created in the PACS controller for the given 
patient. During the patient's hospital stay, this 
folder remains in the display station(s) for 
immediate access until the patient is dis- 
charged, transferred, or other aging criterion 
(eg, two days a f t e ran  out-patient visit) is met. 
The patient's admission, discharge, and transfer 
(ADT) information is obtained directly from 
the HIS and RIS. Images and associated data 
from any new examinations of the patient are 
continually added to the existing folder so that 
no redundant prefetching procedures will be 
performed. By applying the folder manager 
concept, the prefetch mechanism is only per- 
formed once per hospital stay of an individual 
patient. 

Implementation of the Intelligent Archive Server 

HIS/RIS/PACS interfacing. Interfacing the 
HIS allows the storage management system to 
receive patient ADT messages. Interfacing the 
RIS, on the other hand, allows the storage 
management system to receive information such 
as patient arrival, examination scheduling, ex- 
amination cancellation, examination comple- 
tion, etc. These events trigger the storage man- 
agement system to perform the prefetch, studies 
grouping, and platter management  mecha- 
nisms. Exchange of messages among these het- 
erogeneous computer systems is conducted in 
the Health Level Seven (HL7) standard data 

format 14 with the use of Transmission Control 
Protocol/Internet Protocol (TCP/IP) protocols 
on a client/server basis. 

Integration with other manufacturer's PACS 
components. The UCSF second generation 
PACS can integrate with other manufacturer's 
PACS components using the Digital Imaging 
and Communications in Medicine (DICOM) 
3.0 standard. An example is the Aegis ultra- 
sound PACS (Acuson, Mountain View, CA). 15 
In this case, PACS treats the Aegis a s a  PACS 
acquisition device and coordinates the US im- 
ages the same way as CT and MR images in the 
patient's image folder. 

Image routing. Before successful archiving 
to long-term optical storage, all current images 
arrived at the archive server from various acqui- 
sition nodes are immediately routed to their 
destination display station(s). This routing mech- 
anism minimizes access time for current images 
at the display stations. The routing process is 
driven by a predefined routing table composed 
of parameters including examination type, dis- 
play station site, radiologist, and referring physi- 
cian. The routing algorithm performs table 
look-up based on these parameters and deter- 
mines where an image should go. 

Image stacking. Stacking current images in 
the archive server's cache magnetic disks allows 
these images to be retrieved from the high- 
speed magnetic disks instead of the low-speed 
optical disks. The archive server holds as many 
images in its magnetic disks as possible and 
manages these images on the basis of their aging 
criteria. During a hospital stay, for example, 
images belonging to a given patient remain on 
the magnetic disks of the archive server until the 
patient is discharged or transferred. 

Image aging. Aging criteria such as number 
of days since an examination was performed, 
discharge or transfer of a patient, or class of the 
patient (in-patient or out-patient) are used by 
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the storage management system to control the 
migration of images from one storage device to 
another (eg, from a magneto-optical disk to a 
WORM disk) or the deletion of images from 
their resident storage devices. 

Image prefetching. The prefetching mecha- 
nism 16 is triggered by means of a patient arrival 
message from the RIS. Selected historical im- 
ages are retrieved from the long-term optical 
storage. These images are then distributed to 
the destination display station(s) before comple- 
tion of the patient 's  current  examination. 
Prefetching historical images to the display 
stations minimizes on-lfne image retrieval, hence 
relieving peak-hour workload of the archive 
subsystem and the networks. The prefetch algo- 
rithm is based on predefined parameters such as 
examination type, disease category, radiologist, 
referring physician, location of display station, 
and the number and age of the patient's ar- 
chived images. These parameters determine 
which historical images should be retrieved 
from the long-term archive. 

Studies grouping. During a hospital stay, a 
patient may undergo different examinations on 
different days. Images from these examinations 
are archived to the erasable magneto-optical 
disks, where they are scattered across different 
platters. When a patient is discharged or trans- 
ferred, these images are then grouped from the 
magneto-optical disks and copied contiguously 
to a single WORM disk or to consecutive 
WORM disks for permanent  storage. Once 
these images have been archived permanently, 
they are removed from the magneto-optical 
disks so that storage space in the magneto- 
optical disks can be reclaimed. Studies grouping 
allows all images from a patient during a hospi- 
tal stay to be archived contiguously to optical 
disk(s), hence optimizing future retrieval of a 
patient's images from multiple examinations. 

Plattermanagement. Plat termanagement  al- 
locates the storage space reserved in the WORM 
disks for future images in case a patient revisits 
or is readmitted to the hospital. In this way, 
images of a patient from multiple hospital visits 
can be accumulated in a single WORM disk or 
in consecutive disks, reducing excess disk swap- 
ping and consequently minimizing retrieval time 
for these images. However, preallocating stor- 
age space in an optical disk f o r a  particular 

patient is expensive. Logically grouping consecu- 
tive optical disks into one volume, on the other 
hand, can reduce disk swapping time and hence 
minimizes the retrieval time for images stored 
in different disks within the same volume. 

Networking 
One distinct difference in networking be- 

tween the UCSF and the UCLA PACS is the 
availability of asynchronous transfer  mode 
(ATM) technology in the UCSF system. The 
UCLA networks were mainly a local area net- 
work (LAN) with Ethernet,  FDDI,  and Ultra- 
net. In the UCSF PACS networks, ATM is used 
both in wide area network (WAN) and LAN 
with the conventional T-1 and Ethernet  as 
back-up, respectively. 17 Figure 2 shows the logi- 
cal network connection and Fig 3 shows the 
physical ATM connection. 

Image Display 
The UCSF PACS image display system is 

based on three implementation methods: using 
existing in-house workstations, working with 
manufacturers to develop new workstations, 
and distributing images and patient textual data 
to existing low-end desk top Macintosh comput- 
ers (Apple Computers, Cupertino, CA). In the 
first type, we modi¡ the two-monitor 2K 
display workstations developed at UCLA by 
adding the HIS/RIS  interface and some extra 
display functions. An example is the Montage 
function that allows the assembly of images 
from different examinations into one file. These 
workstations are used in the neuroradiology and 
pediatric radiology sections. Second, we worked 

Fig 2. Department of Radiology, UCSF Logical Network 
Architecture, which includes WAN and LAN. The external 
network is open whereas the internal network has a firewall 
protection. 
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(155 mbits/sec) Network Physical Connection at UCSF. For those older components that do not support ATM, an ATM to LAN switch 
is used which supports 10 mbits/sec for every node connected to the switch. 

with ISG Technologies Inc (Toronto, Ontario, 
Canada) to develop the two-monitor 1,600-1ine 
display stations for ICU applications. Figure 4 
shows such a workstation. 

The third method is to develop a file server to 
distribute integrated PACS images and textual 
data to the Macintosh desk top computers for 
individual review, teaching, and research.~8 Fig- 
ure 5 shows the distributed network and Fig 6 
depicts a page on the Macintosh screen. 

MAJOR DIFFERENCES BETWEEN THE UCSF 
AND THE UCLA PACS 

This section summarizes some major differ- 
ences between the UCSF and the UCLA PACS. 

PA CS Controller 

The PACS controller is an intelligent ma- 
chine that controls the flow of data within the 
entire PACS from acquisition (data input) to 
archiving (long-term and short-term storage) 
and display (data output). The primary func- 
tions of the PACS controller include: (1) accept- 
ing images from acquisition nodes; (2) accept- 
ing HIS/RIS data; (3) updating global PACS 
data base; (4) archiving images to optical disks; 

(5) routing images and HIS/RIS data to display 
workstations; (6) handling retrieval requests 
from display stations. 

The PACS controller implemented in the 
UCLA PACS was a single-processor Sun 
SPARCserver 490 computer, from which a one 
terabyte optical disk library based on 14 inch 
platters was attached. A three-tiered communi- 
cation network comprising Ethernet, FDDI, 
and the proprietary fiber-optic UltraNet net- 
work was used to provide independent paths for 
data transmission between the PACS controller 
and other PACS computers. Images acquired 
from radiologic imaging devices were trans- 
ferred from various acquisition nodes to the 
PACS controller, where they were then routed 
to destination display stations and were ar- 
chived chronologically on WORM optical disks. 
With its fault-tolerant design, the PACS control- 
ler focused on system reliability and data integ- 
rity, promising 24-hour on-line service and no 
loss of images. 

The PACS controller developed at UCSF 
includes more intelligence and thereby mini- 
mizes access time for both current and previous 
imaging studies. The computer system is based 
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Fig 4. A 1,600-1ine two monitor workstation for ICUs. This station consists of a SPARC 20 with 128 Mbytes memory and two 
TurboGXplus cards, all off-the-shelf components. The display software was developed by ISG Technologies Inc based on UCSF 
specifications The communication interface between workstations and the PACS controller was codeveloped by both parties based 
on the DICOM standard. 

on the SUN 690 (Sun Microsystems) with four 
central processing units (CPUs), which allows 
multiple processes to run simultaneously with 
minimal shared CPU time. Two standard net- 
work interfaces, the Ethernet and the 155-bit 
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! 

Fig 5. Distributed image file servers connected to the PACS 
controller. Each server provides specific applications for a 
given cluster of users. One of this clusters is to serve the 
Macintosh users in the department to access PACS data. 

sec bandwidth ATM, OC 3 networks, are used 
for receiving and distributing images. The opti- 
cal disk library attached to the PACS controiler 
supports both erasable magneto-optical disks 
and WORM disks. A composite staging mecha- 
nism is implemented in the PACS controller to 
manage images stored in its multiple storage 
media: magnetic disks (immediate-access tempo- 
rary storage), crasable magneto-optical disks 
(Ionger-tcrm archive data cache), and WORM 
disks (permanent storage). This second-genera- 
tion PACS controller differs from the first- 
generation system in severai of its new features: 
multiple storage media, image stacking, auto- 
mated image prefetching, studies grouping, plat- 
ter management, and HIS/RIS/PACS interfac- 
ing. Table 2 shows the major differences in the 
infrastructure design between the two systems. 

In Table 2 there are several items that were 
not considered in the original UCLA design, for 
example, integration to the HIS/RIS and other 
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vendor's PACS. The reason was because the 
hospital-integrated concept was not introduced 
until 1992. Also, the American College of Radi- 
ology-National Electrical Manufacturers Asso- 
ciation (ACR-NEMA) and DICOM were not 
ready for implementation in 1991. On the other  
hand, the UCSF PACS does not have a dupli- 
cate PACS controller and all archiving is done 
within one site are because of  limited space and 
financial resource. 

Table 2. Differences in the Infrastructure Design 

UCLA 
(as of 

September 
1992) UCSF 

Open architecture limited Y 
Connectivity lirnited Y 
Standardization 

ACR-NEMA, DICOM N Y 
HL7 N Y 
TCP/IP Y Y 

Interface to HIS/RIS N Y 
Interface to other vendor PACS 

modules N Y 
Mirrored data base Y Y 
Duplicate PACS control and archiving Y N 
Different sites for archiving Y N 
Auto routing u Y 
Image prefetching N Y 
Image sequencing N in progress 

Abbreviations: Y, Yes; N, No. 

Fig 6. A page on the Macin- 
tosh screen. The user can di- 
rectly access both images and 
textual information including di- 
agnostic reports from PACS. The 
"'Tools'" kit allows user to ma- 
nipulate individual images which 
includes programs like National 
Institutes of Health Image, etc. 

Networking 

Table 3 shows the major differences in net- 
work design between these two systems. The 
UCLA network was mainly a LAN with very 
long fiber optic cable connections between build- 
ings, whereas the UCSF system includes both 
WAN and LAN. 

It is seen in Table 3 that the UCSF network 
design is more sophisticated with up-to-date 
network technology. On the other hand, the 
UCLA system had the higher speed proprietary 
Ultranet for high speed image communications. 
The UCLA system had no firewall protection 
for data integrity and security, which was a main 
draw-back in network design. 

lmage Acquisition Component 

CT and MR. The UCLA CT / M R image 
acquisition systems were all made by General  
Electric Medical Systems (Milwaukee, WI). In 
this regard, the GE  9,800 CT scanners used GE 
IDNET-1 configuration for interfacing, and the 
image acquisition processes of GE high-speed 
CT scanners and Signa 5 x  MR scanners were 
based on GE proprietary communication proto- 
cols. The acquisition processes in the PACS did 
not have patient ID verification algorithm, no 
automatic process recovery mechanism, and no 
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Table 3. Differences Between the Two Networks 

UCLA* UCSF 

�9 Fibers were used to connect remote buildings, but the back- 
bone primarily consisted of Thicknet Ethernet (copper) that 
stretched through multiple buildings and levels. 

�9 Clinical acquisition, Research, and Distribution networks 
were all physically connected to the same subnet. Ultranet 
used for 2K distribution only. 

�9 AUI cables were connected directly to the backbone as 
opposed to CAT 5 UTP cables. Radiology Dept did not have 
a direct connection to the Internet. 

�9 Ultranet was used for transfer of images from the PACS Con- 
troller to the 2K display stations at a tate of 125 Mb/s. The 
transfer of information between the two Ultranet hubs in 
CHS and Medical Plaza was striped between four 250 Mb/s 
fibers giving a total transfer rate of 1,000 Mb/s or 1 Gb/s. 

�9 No routers or firewalls were used. 
�9 No WAN connections. 
�9 Only Med Plaza hada UPS. 

�9 The backbone consists of primarily fiber optics, but CAT 5 
UTP is the media used for station connections. 

�9 ATM via fiber used for acquisition and distribution. 
�9 The design is a distributed star configuration with multiple 

subnets. For examples, Genesis network is used to connect 
the digital modalities le, CT, MR to the PACS controller. The 
departmental network is used to distribute images to Macin- 
tosh's users, etc. 

�9 PACS External network is used for transferring image data 
from the imaging modalities to the acquisition computers. 
The internal network, with a firewall protection is used to 
transfer data from the acquisition computers to the PACS 
Controller. 

�9 The External network is also used asa backup network for 
the display systems. 

�9 Distribution to the 1K stations is done via ATM, which uses a 
dedicated 155 MB/s fiber optic connection directly to the 
PACS Controller. 

�9 Distribution to the 2K systems is done through an ATM to 
Ethernet switch, which has dedicated 10 Mb/s connections 
to each station. 

�9 Radiology has direct connections to the Internet via the 
departmental network which has over 100 connections to 
faculty and staff offices. 

�9 Routers and gateways are used to divide subnets and insure 
security among the networks. 

�9 The network has T1 and ATM WAN connections to two affili- 
ated hospitals. Network hubs are backed up by UPS's. 

*As of September 1992. 
Abbreviations: AUI, attachment unit interface; CAT UTP, category 5 unshielded twist pair; UPS, uninterrupted power supply. 

automatic paging system for engineering ser- 
vice. The image header format was based on a 
UCLA internal design and was not standard. 

The UCSF CT/MR image acquisition sys- 
tems consist of multivendor equipment includ- 
ing GE, Siemens (Erlangen, Germany), and 
Imatron (South San Francisco, CA). The GE 
9800 CT scanner uses GE IDNET-II configura- 
tion for interfacing, and image acquisition pro- 
cesses of GE spiral CT scanners and Signa 5 • 
MR scanners are based on DICOM standard 
communication protocol (upper level for TCP/ 
IP). The Siemens and Imatron use their own 
proprietary interface protocols. 

The PACS acquisition computers have a 
patient ID verification algorithm to correct 
typographical errors by imaging modality techni- 
cians, a mechanism to automatically recover 
image acquisition processes, and a central pag- 
ing scheme to automatically page service engi- 
neers for system fatal errors. The PACS uses 
both A C R / N E M A  2.0 as well as DICOM 3.0 
header information format. 

CR. The UCLA PACS used earlier versions 
of CR technology: Philips 901 and two Philips 
7000 laser plate readers (Philips Medical Sys- 
tems, Shelton, CT), and ST-III type photostimu- 
lable phosphor plates; while the UCSF PACS 
incorporates the latest in CR technology: Fuji 
FCR AC2 and FCR 9,000 plate readers (Stam- 
ford, CT), and ST-V (standard) and HR-V 
(high-resolution) photostimulable phosphor 
plates. The interfacing of the CR devices to 
PACS required three different methods: two 
different methods for the two different models 
of Philips CRs and one method compatible with 
both Fuji CRs. The Philips 901 digital interface 
consisted of a RS-422 connection to a Data 
Interception Circuitry (buffer) board and a 
DR-11W link over which the image data was 
transmitted to the SUN acquisition computer; 
textual information (demographic and image 
header data) carne over an RS-232 cable connec- 
tion. The Philips 7,000 interface device included 
a PCR interface processor (PIP) which con- 
tained an auto data transfer board, memory 
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buffer board and Ethernet  board and transmit- 
ted both images and text to the SUN acquisition 
computer  over Ethernet.  The digital interface 
to PACS for both the Fuji AC2 and the 9,000 
consists of a DMS Bus with a RS-485 cable 
(which is a combination RS-232 serial bus for 
messages and textual information and an RS- 
422 parallel bus for image data) connection to 
the data acquisition system manager (DASM). 
The DASM is basically a ring-buffered small 
computer  system interface (SCSI) disk that 
transmits both textual and image data to the 
SUN acquisition computer  over SCSI cable. 
Table 4 summarizes the differences in CR 
between these two PACS systems. 

The Display Cornponent 
The UCLA PACS display component con- 

sisted of the 2K display stations, 1K display 
stations, a n d a  film printing station. The UCSF 
display component  is comprised of 2K display 
stations, 1K display stations, and Macintosh 
stations. Both 2K stations in the UCLA and 
UCSF PACS are of the same hardware plat- 
form. We developed the software in-house at 
UCLA, and carried it over to UCSF. Certain 
enhancements have been added to the software 
at UCSF based on users' feed-back. In particu- 
lar, there is a local montage feature for users to 
select images from different files for display. A 
feature with 1 on 1 for current images and 4 on 1 
for historical images was specifically designed 
for pediatric CR image viewing. The study list 
automatic update feature alerts users that the 
active (selected) patient has a new image file 
just arrived. Another  new feature is a worksta- 
tion usage statistic software package to track 
system usage. This package allows refinement of 
workstation software based on users' working 
habits. 

The UCLA 1K system was developed based 

Table 4. Differences Between the CR Acquisition 
Components 

UCLA* UCSF 

Devices Philips 901 Fuji AC2 
Philips 7,000 (two) Fuji 9,000 

Phosphor plate type ST-III ST-V, HR-V 
Interface DR-1 lW board to DASM to AC2 and 

901 9,000 
PIP to 7,000 

*As of September 1992. 

Table 5. Major Differences in the Display Component 
Between the Two PAC Systems 

Types of 
Workstation UCLA* UCSF 

2K SUN 4/470, Mega- Same with new 
scan display boards enhancement 
with two monitors software (4) 
(4) 

1K SUN 4, in-house dis- SPARC 20, Tubor 
play board with GX+ boards sup- 
three 1,024 moni- porting 2, 3, or 4 
tors (2) monitors (5) 

Film printing Y N 
PC station N 100 

*As of September 1996. 

on an in-house designed display board which 
supported three 1,024 monitors. The UCSF 1K 
system is developed in collaboration with ISG 
Technologies Inc based on off-the-shelf compo- 
nents. This 1K system can support either 2, 3, of 
4 1,600 line monitors, and has very easy to use 
user interface. 

The UCSF system currently does not support 
a film printing station, instead, it supports over 
100 Macintosh users to retrieve images and 
related PACS data for research, teaching, and 
case review. From these Macintosh computers, 
the users can select other printing resources in 
the department for hardcopy output. Table 5 
summarizes the major differences in the display 
components between these two PAC systems. 

DlSCUSSlON 

Both the UCLA and the UCSF PACS are 
designed in-house based on the SUN worksta- 
tion platform. Because of the evolution of the 
PACS concept, the UCSF system is designed as 
a hospital-integrated PACS with the ACR- 
NE M A and DICOM and HL7 standards. Rel- 
evant data from HIS and RIS is automatically 
incorporated in the PACS. Other  manufactur- 
er's PACS components that conform with these 
standards can be easily integrated into the 
system. The UCSF system also takes advantage 
of newer communication, storage, and software 
technologies in ATM, multiple storage media, 
and automatic programming f o r a  better cost- 
performance system. 

The new concepts of auto-routing, prefetch- 
ing, and auto-sequencing have influenced our 
design in the UCSF PACS controller, which is 
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quite a drastic difference from the U C L A  PACS 
controller. With the client-server concept, we 
are able to implement the Macintosh server to 
distribute PACS images and patient textual 
data to every Macintosh user in the department .  
This feature was not available in the U C L A  
system because of a lack of such knowledge on 
our p a r t a s  well as not understanding the 
importance of data distribution to every radiolo- 
gist and clinician at that time. 

To our disappointment  we have not seen any 
improvement in the 2K display technology in 5 
years. Both the U C L A  and UCSF 2K display 

systems are practically the same in terms of 
hardware platform and display software. On the 
other hand, 1K display has improved in both 
performance and cost. 

The UCSF hospital integrated PACS has 
been developed to such a stage that the infra- 
structure will not become obsolete and it can 
support  any new PACS components  as well as 
additional acquisition modalities and display 
workstations. PACS system refinement will con- 
tinue evolving for higher reliability, bet ter  per- 
formance,  and new application functions as its 
development  is a continuous dynamic process. 
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