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Abstract: Cloud-based video communication and networking has emerged as a promising new research paradigm to
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1 Introduction

Recent years have witnessed the significant booming
of a wide variety of networked video services, such as
video streaming, video conferencing and video gam-
ing. Such booming is not only due to the advances in
terminals, e.g., desktops, laptops, smartphones, etc.,
but also owning to the omnipresent video services
offered by various commercial and non-commercial
companies. For example, videos have even become
the panacea that would help traditional news media to
retain their regular customers. According to a recent
survey', global consumer internet video traffic will
account for an impressive 80% of all consumer Inter-
net traffic in 2019.
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However, the user experience of current video ser-
vices is far from satisfactory. We identify three critical
issues in today’s networked video services. First, the
limited computing and storage resources of thin-client
devices hinder the broader applicability of many vid-
eo services, especially considering the big data nature
of videos. For example, many video games require
sophisticated graphics and computing support, which
prevents them from the participation of most game
users. Second, dynamic and heterogeneous network
environment is still a serious time bomb that may
cause unstable experience and unpredictable events.
Both backbone congestion and last-hop uncertainty
could lead to various annoying glitches. Finally, there

is an inherent mismatch between the traditional Qos
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(Quality of Service) based Internet applications and
the QoE (Quality of Experience) driven video servic-
es. Profound attentions need to be paid to addressing
the users’ QoE in the networked video systems de-
signs. Therefore, a paradigm shifting new framework
is needed to develop and deploy next-generation In-
ternet video services.

Recently, cloud computing technologies have
emerged as such a promising paradigm that can pro-
vide abundant storage and computing resources for
Internet-based video services. Such resources can be
dynamically allocated to individual applications in an
on-demand and real-time fashion. This offers a viable
solution to resolve the thin-client problem in tradi-
tional localized video processing paradigm. More im-
portantly, the virtualized resource allocation mechanism
in cloud computing provides a prime opportunity to
remedy the heterogeneity in service types, network envi-
ronments, device categories, and QoE/QoS demands.

This gives birth to a new research paradigm, i.e.,
cloud-based video communication and networking.
A natural question one would ask is how should the
principles of cloud computing be seamlessly applied
to individual tasks in the ecosystem of video commu-
nication and networking in order to enhance the users’
QoE. To answer this question, we first summarize the
key challenges of cloud-based video communications
and networking as follows.

» Service heterogeneity. With the support of cloud
and participation of diverse commercial enterpriz-
es, the nature of video services can be drastically
different, demanding dedicated technical treatment.

» Terminal diversity. The fast-evolving advances
of computing, storage, and display technologies
have speeded up the adoption of broad types of
consumer terminals, from most common desktops,
laptops, smartphones, to relatively new gaming
computers and phablets.

* Resource management. The cloud is considered to

be able to manage huge amount of data and net-

work loads from massive number of clients in a
dynamic, on-demand and real-time manner as this
is the single foundation for cloud computing.

* Network dynamics. The backbone networks face
the unprecedented congestion in this big data era
which has not been seen before. Besides, the wire-
less and mobile access networks are still the top
gripe of many mobile video users.

» User experience. The emphasis on system-level
evaluation will be shifted from the objective QoS
metrics into the more subjective QoE assessment.

 Security and privacy. The abundance of user data
stored in the cloud is threatened by all sources of
attacks from both individuals and groups.

There have been an array of technical advances
made in the past few years to tackle these challenges.
In this article, we present an overview of the emerg-
ing cloud-based video communication and network-
ing system. We first revisit the structured partition of
cloud-based video communication and networking
system from an end-to-end perspective in Section 2.
We then review in Section 3 to Section 5 the state-of-
art technologies that aim at addressing the aforemen-
tioned challenges using the end-to-end architecture.
We focus on high-level design concepts and intend
to provide practical insights for future designs and
implementations. In Section 6, we examine into the
details of a recent case study on edge-cloud assisted
adaptive HTTP streaming. Through this practical
example, we can demonstrate the effectiveness and
efficiency of the proposed cloud-based video com-
munication and networking framework. Finally, we
discuss a number of potential new research topics and

conclude this article in Section 7.

2 Cloud-based video communica-
tion and networking: architectural
components

The emerging cloud-computing technologies"”™



have been envisioned to be capable of significantly
improving video experience. In this section, we intro-
duce the end-to-end modular architecture of cloud-
based video communication and network systems.
This perspective will be adopted as the guidance
to survey existing research efforts and suggest fu-
ture cloud video research. We highlight the design
objective and considerations with an emphasis on

the improving users’ QoE. The modular end-to-end
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view of the cloud video system is shown in Fig.1.
The system is comprised of four essential compo-
nents in the cloud-based video communication and
networking ecosystems, i.e., backend video servers,
content distribution networks, edge networks and
video consumers. In this framework, the first three
components could employ various cloud computing
technologies in order to enhance the QoE of the video

consumers.
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Figurel An end-to-end architecture of cloud-based video communication and network

Backend video servers are in charge of primary
provisioning of video services. These video servers
are managed by content providers who are responsi-
ble for preparing video contents for distribution and
consumption. Content providers host the video sourc-
es not only from professional producers acquired with
advanced equipment, e.g., movies trailers, but also
from everyday Internet users via their own camera
or smart devices, e.g., user generated videos in You-
Tube. These extremely heterogeneous video sources
in terms of genre, capturing device, and uploader
can place demanding burdens for content providers
to appropriately prepare the videos. Effective video
encoding, rendering, and processing will definitely
play a critical role on guaranteeing the quality of the
to-be-sent videos, which will directly impact the QoE
of users receiving the contents. Besides, it is also nec-
essary to strike a dedicated balance between the video
quality/users QoE and the cost of computing and stor-
age in the backend video cloud.

CDN (Content Distribution Networks) are expected

to efficiently distribute the video content in the back-
bone Internet, typically from backend video servers
to edge access networks in different locations. CDN
providers build a massive networks of distribution
servers across different geographic regions. These
servers normally exploit caching and/or prefetching
techniques in order to distribute the videos over the
Internet with minimal delay. The key challenge for
achieving satisfactory QoE lies in minimizing the
delay caused by the long and diverse distribution path
and possible network congestion on the way. Further-
more, how to cost-efficiently and QoE-effectively
deploy and regulate the CDN has become especially
challenging due to the vast volume of videos with
non-negligible redundancy and diverse types of user
request patterns.

Edge networks are the last-hop access networks
implemented by network operators. An edge network
usually delivers the video content from wired gate-
ways, wireless access points (in WiFi), base stations

(in cellular networks) to a wired/wireless video ter-



minal. The last-hop access is an essential part in the
entire end-to-end video delivery pipeline. It often
directly impacts the QoS and QoE of users. The wire-
less and mobile edge access always presents tricky
issues considering the high dynamics in the wireless
networks. Such dynamics could lead to annoying
QoE degradation such as video re-buffering and vid-
eo quality fluctuation. These QoE impairments will
get even more complicated due to the diversity of ter-
minals, network modes, and QoS/QoE requirements
among different users.

In order to enhance the effectiveness of the these
three components and eventually enrich users’ video
experience, cloud services have been introduced in
the preparation, distribution, and access of video con-
tents by reshaping a pool of computing, storageand
networking resources. Cloud service providers build
data centers that house a plethora of regular servers/
workstations as well as video-dedicated CPU/GPU
arrays to empower the efficient video processing.
Besides, sizable storage capacity are also equipped
for video storage. With these video-friendly resourc-
es, it is becoming possible to improve users QoE by
making proper use of rich cloud resources. It is also
important to note that the boundary between cloud
services providers and the above three architectural
components of video delivery system are becoming
vague nowadays. For instance, video services and
cloud services can be deployed jointly by one single
provider, e.g., Amazon.

In the remaining of this article, we adopt this end-
to-end architectural framework to examine emerging
research on how cloud computing can support the
three components in order to enhance users’ QoE in

various video services.

3 Cloud computing in video servers

In this section, we examine how the cloud resource

can provide support in backend video servers. Due to

the mismatch between the computation-intensive vid-
eo services and the resource-limited thin clients, an
increasing number of video services will need to shift
the video preparation tasks from traditional single
device to the cloud in order to achieve an effective
video content provisioning.

We illustrate a general modular design of the
cloud-assisted video servers in Fig.2. A service cli-
ent first sends a service request to the cloud video
servers. The network server in the cloud handles the
request and delivers the request to the load balancer.
The load balancer then schedules dedicated media
GPU/CPU in the cloud, i.e., the video processor,
based on the current resource allocation in the cloud
and the characteristics of the request. Finally, each
individual video processor takes over the processing
tasks of content provision assigned to them and effi-
ciently completes the tasks in a parallel fashion via
virtualized instances of machines. The prepared video
content will then be transmitted to the frontend users via

the network server using standard network protocols.
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l
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Figure 2 A general modular design of video servers in the

cloud

3.1 Video encoding in the cloud

Video encoding has been recognized as a key task
that consumes substantial computation resources. Its
task is to compress the raw video data captured by the

cameras or video recorders into encoded video bit-



streams. To enable cloud-supported video encoding,
the video processor in Fig.2 will be changed to a suite
of standard video encoders that can usually be imple-
mented in a parallel way.

CloudStream'” is a typical cloud-based video pro-
cessor that can deliver high-quality streaming videos
through parallelization. It encodes the original video
in real time to a scalable coded bitstream. The en-
coding framework is characterized by a multilevel
encoding parallelization with Hallsh-based Mapping
and Lateness-first Mapping. Essentially, video con-
tents are split into slice or group of pictures and these
sub-videos are encoded in different computing nodes
in the cloud. The authors explored the complexity of
video content and decided the minimum number of
computing nodes to be used for each video. The par-
allel algorithms are able to minimize encoding speed
without sacrificing the encoded video quality.

In addition to virtualize and parallel encoding, vid-
eo encoding in the cloud can also utilize some specif-
ic characteristics and requirements of a video codec.
For example, the authors in Ref.[7] proposed a cloud-
based framework to augment the rate control design
in the video codec. This work is able to improve the
compression efficiency in the cloud environment. Ex-
perimental results demonstrate that such a joint rate
control and cloud infrastructure achieve better visual
quality.

Another interesting idea for cloud-based encoding
is introduced in Ref.[8]. The authors completely by-
passed the current practices of pixel based image en-
coding. Instead, they proposed a model based method
to describe images by image descriptors and then
exploit the large-scale image database in the cloud to
reconstruct the new images by using their descriptors.
Such a method can achieve an extremely high com-
pression efficiency (1 000:1) compared with tradition-
al intra-frame image coding. It is of strong interests to
explore whether or not this novel idea can be used in

video encoding where the description of video frames

may be a more difficult task.

3.2 Video game rendering in the cloud

Another type of video services that needs advanced
computation power for content provision is the
emerging cloud gaming services. In fact, the video
processing of cloud gaming is even more complicated
than the video encoding/streaming services. Recall
that video encoding services demands arrays of en-
coders in the video processor block in Fig.2. In con-
trast, the video processor block for cloud gaming ser-
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will be replaced by multiple functionalities
as shown in Fig.3. The user requests from the clients
will be delivered to individual video game processor
via the load balancer. First, these game actions are
signaled to game logic for inferring the future moves.
The instructions of new game actions are transmitted
to the GPU to render future gaming images. Finally,

these images are encoded by standard encoders and

GPU
rendering

video processor

delivered to the clients.

game actions
R ———
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Figure 3 The video processor in cloud gaming services

One fundamental issue in cloud video gaming
services is the delay between the moment a user per-
forms an action and the moment the respective ren-
dered gaming videos displayed on the terminals. Such
an interaction delay consists of three main parts''";
(1) network delay which is required to deliver a user
command to the server and return a image to the cli-
ent, (2) processing delay during which the video serv-
er renders the gaming image based on user command,
(3) playout delay for the client to decode and render

the video frame on the devices.



To address the latency issue, outatime!'” utilized
the idea of speculative execution to predict the pos-
sible user action via a Markov model. Multiple pre-
dicted video frames will be rendered an entire RTT
time ahead in order to reduce the processing delay in
the cloud. The authors proposed a set of techniques to
increase the prediction accuracy. For example, they
approximates the correct behavior state of users by
applying error compensation on the (mis) predicted
frame. They also used rollback and checkpoint of us-
ers’ behavior state to prevent the error propagation of
states. Finally, the states of user behavior were com-
pressed to save the network bandwidth.

Shi, et al. attempted to reduce the rendering delay
in the cloud from a different perspective'”. They pro-
posed to explore the graphics rendering states, such
as view point, pixel depth, and camera motion, to
release the burden of video encoding and thereby im-
prove the system-level performance. The basic idea
is to pick the key frames in the game and apply a 3D
image warping algorithm to interpolate other interme-
diate frames. Thus less encoding tasks are needed and
the encoding quality may be enhanced since more bits
can be allocated to the key frames.

In addition to these application-layer solutions that
inspects into the nature of video gaming, VGRIS""
represents another direction of cloud-gaming ap-
proach that aims at efficiently managing the GPU re-
sources in the cloud. The authors implement a parallel
virtualization framework with an agent for each VM
and a centralized scheduling controller. They also
simplify the usage of the framework by building a
suite of APIs for easy and efficient access of resource

scheduling in the cloud.

3.3 Video processing in the cloud

Apart from video encoding and rendering in the
video servers, there are other types of video process-

ing that can be implemented in the cloud to enhance

end users’ QoE.

One typical example of such video processing is
video transcoding, which converts the encoded vid-
eos into another version, e.g., a new resolution and/
or bitrate. Most existing efforts exploited a Map/Re-
duce based method">'" for video transcoding, where
input video sequences are divided into segments, and
mapped to multiple computing servers. Each sub-task
are performed in parallel with processing results con-
catenated to the final output sequences. This way, the
efficient cloud-based encoding can be accomplished.
Then, one important research issue is how to design
the parallel algorithm to optimally balancing comput-
ing resources and encoding quality.

Similarly, Ref.[17] also segments the video sourc-
es into group of pictures and then assign each group
to individual cloud server independently. The key
idea of this work is to predict the load of transcod-
ing services based on the load history such that the
optimal number of encoding nodes can be derived.
The allocation and deallocation of virtual machines
is done in a horizontal fashion. The simulation results
show that such a proactive resource allocation can
achieve satisfactory performance if the prediction
accuracy is sufficiently high. One potential issue is
how to guarantee an accurate load prediction in the
practical environment with heterogeneous services
models.

More recently, a novel cloud-based dynamic sched-
uling methodology for video transcoding is studied
under the emerging MPEG DASH environment!*.
MPEG DASH is the dominant video streaming tech-
nique in the contemporary Internet, where videos are
split into chunks and encoded into different bitrate
for dynamic and adaptive delivery. This work mon-
itors the workload on each encoder in the cloud and
selects the fastest video processors to execute those
high-priority jobs, thereby resulting in improved
performance. The system-level real-world results are

able to demonstrate that this strategy can improve



QoE by increasing video encoding time and ensuring
playback smoothness.

Another example of video processing in the cloud
is to support the emerging free viewpoint video
rendering for mobile devices. In Ref.[19], a cloud-
based free viewpoint rendering framework for mobile
devices over cellular networks is presented. In this
framework, the cloud in video servers assists the mo-
bile devices for computing-intensive free viewpoint
rendering. A resource allocation scheme that balances
the rendering allocation between cloud and client
based on users QoE is also proposed. Experimental
results show that the improvement of such cloud-as-
sisted framework against traditional strategies can be

achieved.

4 Cloud computing in CDN

In this section, we review emerging cloud comput-
ing technologies in CDN. Nowadays, video content
are mostly distributed via CDN to the end users.
The CDN are normally created on top of high-per-
formance cloud that are also responsible for the dis-
tribution of videos. There is a fundamental tradeoff
between the QoE/QoS of video services and the cloud
resources or cloud services costs consumed in the CDN.
This is further complicated by the geographically dis-
tributed nature of CDN servers. As such, various types
of network-layer strategies, such as routing, band-
width allocation, load balancing, content caching, and

content replication, have been developed recently.

4.1 Video routing and bandwidth allocation
in the cloud

In order to efficiently and reliably deliver the video
packets over the CDN with acceptable QoS require-
ment, such as latency and loss rate, it is essential to
optimize the data flow in the CDN cloud. One tra-

ditional topic is packets routing. The nature of vid-

eo services that handles this particular type of data
introduce new opportunity to improve the routing
performance. Compared with source-routing based
approaches, the cloud-assisted routing can offer more
cost-effective provisioning by utilizing better knowl-
edge of the network as well as the powerful computa-
tion capability.

vSkyConf®” is a cloud-based multi-party video
conferencing platform. It was proposed to address
the inefficiency of traditional non-cloud video con-
ferencing, where the video chat images are encoded
in the local devices. By monitoring the latency and
bandwidth on the connections from/to neighboring
clients, a vSkyConf client would be able to construct
a connectivity topology from the point of view of this
client. The client can then compute multiple routing
paths for outgoing streams to other clients. The Ama-
zon EC2 based experiments have verified the superior
performance over unicast solutions. Similarly, several
multi-path provisioning algorithms for cloud-assisted
SVC (Scalable Video Coding) based streaming have
been proposed in Ref.[21]. The unique consideration
was to utilize the separability of SVC videos and to
optimize the routing of different layers over multiple
paths.

One different yet very interesting work tried to
jointly optimize the request mapping and response
routing which were usually considered independently™.
The authors formulate a general workload man-
agement optimization by considering delay, loca-
tion diversity of electricity and bandwidth costs. A
distributed near-optimal algorithm is designed and
evaluated to prove the effectiveness of the solution.
One concern of such a complex algorithm is the lack
of practical value considering that only trace-driven
rather than real-world evaluations are carried out.

Apart from optimally routing the packets through
CDN, another dimension that researchers have inves-
tigated in CDN cloud is to reserve/allocate bandwidth

resources in the CDN cloud in order to minimize the



cloud resource cost while still achieving desired QoE
for video users. For example, the authors in Ref.[23]
predicted the short-term bandwidth demand of video
streaming users according to the load history in order
to accomplish statistical multiplexing in video band-
4 s the study of bandwidth

allocation across geo-distributed cloud data centers.

width. Another example

By borrowing the Nash Bargaining Theory, the au-
thors derived an optimal tradeoff between cloud oper-

ational cost and the QoE in video streaming services.

4.2 Video caching and replication in the
cloud

With the popularity of video services and massive
video requests all over the world, it is evident that
a significant portion of these requests will be over-
lapped. In fact, the video access over the Internet
manifests a long-tail effect, i.e., a small number of
videos account for most of the video access. By re-
moving duplicated storage of popular videos that may
be accessed by vast number of users, the efficiency
of cloud storage in the distribution networks can be
significantly enhanced. Furthermore, the band width
and latency performance of video services can also be
improved if one can appropriately place the popular
content across proper geographic regions. Therefore,
two emerging research topics arise from meeting
these requirements: (1) video caching that studies
which videos should be prefetched in the cloud stor-
age, (2) video replication that investigates how to
store each video in different cloud.

In Ref.[25], the authors demonstrated a simple yet
effective scheme of cloud caching for RSS (Really
Simple Syndication) based video delivery. In tradi-
tional RSS delivery system, all the users who retrieve
the same RSS feed and the associated content will
need to download the same files. In order to remove
such a repeated download pattern and avoid unnec-

essary data delivery, the authors proposed to cache

all the requested files in the cloud. Once a duplicated
request occur, the cached content can be delivered
directly from the cloud nearer to the user without
a new fetching from the RSS server. However, this
may introduce numerous duplicated contents. Hence,
a scheme to remove the content duplication may be
needed to further improve this scheme.

To further improve caching efficiency, it is essen-
tial to understand the user behavior in terms of video
access. Hence, many efforts have been made to study
the video caching via OSN (Online Social Networks),
where people exhibit a tractable pattern of interaction.
For example, the authors in Ref.[26] collect the video
viewing statistics in OSN and learn the user behavior
including user interest and hot viewing period of a
day in order to facilitate a more effective video cach-
ing. Similarly, another scheme"” has also been devel-
oped to utilize the sharing levels in OSN to predict
the possibility that a shared video may be accessed by
the potential recipients. If a video is shared via direct
recommendation rather than public sharing, it will be
most likely to be viewed by the recipient of this shar-
ing activity. Such video should be cached with higher
preference.

Regarding video replication, the key objective is to
satisfy the caching requirement with minimal cloud
storage and bandwidth cost, i.e., how to cost-effi-
ciently place cached content in particular servers of
particular regions. AREN"" is an adaptive replication
scheme that minimizes the number of SLA (Service
Level Agreement) violations. It also tracks the state
of bandwidth reservation and cloud caching to mini-
mize the cost. AREN was shown to successfully pre-
vent the vast majority of SLA violation under heavily
load situations while reducing nearly seven-fold of
cloud storage and also increasing 20% aggregate
bandwidth. Another example described in Ref.[29]
aimed at jointly achieving energy-efficient and band-
width-efficient replication in the data centers across
the CDN.



Similar to video caching, video replication in OSN
inherits certain characteristics. In Ref.[30], the au-
thors carried out a large-scale measurement on a pop-
ular microblog platform and revealed three important
factors impacting the propagation of videos: (1) so-
cial connection, (2) geographical location, (3) tempo-
ral period. The replication strategy employs a hybrid
cloud and peer method, where a video recommended
by a friend will be cached by the peer while a video is
popular in a particular location during a time period
will be cached in the local CDN cloud. An improve-
ment of 30%~40% cache hit ratio is observed against

conventional replication schemes.

5 Cloud computing in edge networks

Edge access networks are the last-hop communica-
tion premises in the end-to-end architecture for video
delivery to the end users. Wireless/mobile edge net-
works have attracted special research attentions due
to the inherent mismatch between the prevalence of
mobile video services and the notorious unreliabil-
ity of lossy wireless channels. In order to fill in this
gap, video adaptation has been widely proposed in
the edge cloud, which acts as an intermediate agent
between users and video servers. The edge cloud
can adapt the video content in real-time to balance
the competing obligations in QoS/QoE requirement,
cloud services cost, and the last-hop wireless/mobile
link quality.

A general schematic flow of the edge cloud for
video adaptation is illustrated in Fig.4. Based on the
services requirements and service cost that can be
obtained from the video servers, together with the
last-hop channel condition that can be fed back from
the video client, the principle adaptation logic in the
edge cloud would be able to perform appropriate
QoE/QoS-driven and channel-aware video adap-
tation. This shall systematically improve the video

services.
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Figure 4 A general structure for video adaptation in edge cloud

5.1 Video adaptation in the edge cloud

A wide range of video adaptation tasks can be exe-
cuted in the edge cloud. One crucial application is to
adapt the video rendering in online gaming such that
the interactive latency can be guaranteed under the
last-hop wireless channel conditions.

In Ref.[31], the authors developed a rendering ad-
aptation technique that can adapt the game rendering
parameters to meet the requirement of last-hop com-
munication and computation. The rendering options
for adaptation included texture detail, environment
detail, frame rate, realistic effect and view distance.
These variables were manipulated and searched
within the categories to seek an optimal combina-
tion while considering the constraints of total cost
of communication and computation. Similarly, the
authors in Ref.[32] explored the necessity of special-
ized GPU-intensive cloud in the edge networks to
speed up interactive gaming services. They observed
that such a configuration can complement the rela-
tive performance gap of general-purpose cloud in the
backend, but would yield large distribution and de-
ployment cost of edge cloud. Hence, they reached the
conclusion that a hybrid architecture with distributed
edge cloud and a centralized backend cloud is needed
for today’s video gaming services which were com-
putationally highly extensive.

The other common type of video adaptation in
edge cloud is to transcode the streamed video on the
fly in order to match the device and channel status of

the mobile terminals. Such a idea has been validated



by some genuine experimental studies in various net-
work environments in Ref.[33]. Cloud transcoder™ is
a complete transcoding solution in the edge cloud to
bridge the gap between source videos in the Internet
and hardware support in the mobile devices. These
gaps usually include different resolution support, co-
dec hardware, and file format, between the two ends.
Since such a real-time transcoding may introduce
high pressure on the edge cloud, Cloud Transcoder
uses data reuse among users to cache those duplicated
videos for future access. Besides, Cloud Transcoder
will also keep the transcoded version of multiple vid-

eos for a larger coverage of video caching.

5.2 HTTP adaptive streaming in the edge cloud

Video streaming over cellular networks has become
one of the most prevalent mobile services. Due to
its inherent scalability and versatility, HAS (HTTP
Adaptive Streaming) has been widely recognized as
the dominant technology for mobile video delivery.
In HAS, the video source is pre-encoded in several
bitrate versions and each version is split into small
segments. The client adaptively requests the video
segment at each switching point based on per-seg-
ment throughput measurement and estimation. In this
way, the user is expected to receive the most proper
video version and achieve satisfactory QoE under
current channel conditions. One particular issue in
this type of client-driven HAS is that it could cause
serious performance degradation when multiple cli-
ents are competing within the same bottleneck>**.,
Since a client is unaware of other clients in the shared
bottleneck, it may overestimate or underestimate its
own bandwidth and thereby cause the decision dilemma.

Little work has been done to design HAS over
multi-client cellular networks. Some schemes""**
combined the designs of rate adaptation and resource
allocation in order to allow channel-aware playback.

These schemes depend on the customized low-layer

cellular scheduler, which needs to modify the stand-
ard cellular infrastructure with proportional fair
scheduler. Others™”*” aimed at optimizing the utility
function of cellular users. Although the system perfor-
mance is improved, the client-side decisions are com-
pletely overwritten, which could cause issues when
client device has certain limitations. Furthermore, the
utility function lacks desired connection with user
experience. Therefore, there is a significant potential
to move up the design space to a hybrid edge cloud
and client adaptation to enhance the QoE of multiple
mobile users. To illustrate such potential design, we
will present a recently developed scheme on how to
address this tricky issue as a successful example for

edge cloud assisting video services.

6 Case study: edge cloud assisted
HTTP adaptive streaming

This is one of the first schemes to study edge cloud
assisted HAS in order to improve the QoE over mul-
ti-client HAS in mobile cellular networks""*'. In
this section, we briefly introduce a complete solution
based on edge cloud, called Prius'™’, which is the first
successful hybrid edge cloud and client adaptation
framework for HAS. Prius has been designed to take
full advantage of the new capabilities empowered
by recent advances in edge cloud computing and has
shown promising performance under various mobile

environments.

6.1 Motivations

Although broad consensus has been reached for cli-
ent-driven HAS in wired or single-client wireless net-
works, the understanding of rate adaptation strategies
for mobile cellular videos is still quite limited. The
reason behind this observation is that edge cloud in-
troduces new effects on HAS over cellular networks

while little is known regarding the optimal adaptation



under this new context.

First, standard throughput based adaptations***”
cannot accurately capture the bandwidth variations
in cellular networks. It has been shown that these
schemes largely over/underestimate the bandwidth
share unless the downloading of a segment would
saturate the end-to-end bandwidth”**. This may
be attributed to the well-known mismatch between
per-segment throughput and real bandwidth share.
The strong dynamics of cellular bottleneck makes
this issue even trickier because channel condition can
degrade suddenly just when the high-layer estima-
tion/smoothing/probing approximates the bandwidth
share. Thus the instable and unfair playback will be
inevitably introduced. Moreover, measurement stud-
ies""” have shown that the prevalent assumption of
TCP fairness may not be true in cellular networks.
This indicates that multiple clients would not achieve
fair performance even though they somehow learn the
channel information and request the true bandwidth
share. Finally, since the multi-client playback on top
of TCP bandwidth share may not be fair over cellular
networks, it is desired to proactively adjust bitrate of
each client. For example, requesting a bitrate lower
than the extremely high bandwidth of a client may be
fairer than pushing its bitrate to the unfair bandwidth
share. This is because it saves some channel resources
for other clients with lower bandwidth share, which
will contribute to an overall QoE fairness.

We observe that the fundamental reason behind the
aforementioned issues in cellular networks is that the
clients are oblivious to the bottleneck radio channel
and cannot coordinate with each other to determine
a fair bitrate under the unfair bandwidth share. The
emerging edge cloud presents a new opportunity to
remedy these issues. As the low-layer RAN (Radio
Access Network) information (e.g., instant channel
state) is available in edge cloud, the variation of link
capacity can be predicted and utilized towards rate

adaptation. Besides, edge cloud is a centralized entity

that sits within the RAN, e.g., at the base station,
and thereby can perform cell-wide joint adaptation.
Moreover, thanks to the computational support of
edge cloud, sophisticated QoE models and optimal
rate adaptation for multiple clients can be developed
to maintain fair perception of multiple users. In this
research, we develop Prius, a HAS system with edge
cloud support in order to maximally enhance all users’

QoE and QoE fairness fora multi-client mobile cell.

6.2 Architecture

Prius adopts a similar system architecture as shown in
Fig.1, where multiple clients are receiving the streams
the segmented videos at a set of potentially different
bitrates. Prius consists of a Prius client and a Prius
adaptation module for the hybrid adaptation. Since
edge cloud is assumed to be computationally power-
ful and can access RAN information available in the
base station, e.g., CQI, Prius overlays a layer of adap-
tation intelligence at the edge cloud on top of the in-
dividual clients’ bandwidth-irrelevant bitrate requests.
In particular, as it is unlikely to accurately capture the
bandwidth share in cellular links, Prius clients request
a bitrate without concerning the bandwidth. However,
other device related constraints, such as display, com-
putation ability, and battery power, are all considered.
This client request is in fact a upper bound of the
bitrate request, which reflects the maximum bitrate
that can be supported by the Prius client. At the edge
cloud, the Prius adaptation module can explore the
channel knowledge of multiple streams for joint ad-
aptation while meeting the local client-side requests.
The operational process of Prius is summarized as
follows. Initially, the HAS server sends out the MPD
(Media Presentation Description) so that Prius adap-
tation module and clients will have the knowledge of
available video representations. At each adaptation
period that equals to the segment length, Prius clients

request a video segment at a certain bitrate version



based on its local factors unrelated to bandwidth.
Unlike conventional client-side adaptation where the
cellular networks simply forward the client requests
to the video server, the edge cloud will intercept the
requests. Prius adaptation module will then over-
write the adaptation decisions based on client-side
request and execute cell-wide optimization of multi-
ple clients, where both low-layer CQI and high-layer
playback information are properly utilized. Client
playback information for adaptation, such as buffer
and QoE status, is embedded in the periodic feedback
from clients.

The bitrate adaptation results are then delivered to
the video server for streaming the next segment. In
this way, the users are able to enjoy the video with
optimized and fair QoE while no modification is
needed in the video servers. Through this design,the
proposed architecture can also be implemented
friendly without modifying current infrastructure of
cellular schedulers and the standard request-response

mechanism of HAS.

6.3 Designs

Prius adaptation module in the edge cloud consists of
three components: QoE evaluator, channel estimator,
and bitrate adapter. We now briefly describe the func-
tionality and key operations of these components.
QoE evaluator assesses the expected QoE of a user
given a potential bitrate selection. We propose to use
a sophisticated QoE metric, QoE continuum!*”’, by lev-
eraging the rich computing resource in the edge cloud.
Psychological studies have discovered that the
strength of human memory decays exponentially with
respect to time"”. For example, the visual perception
of most recent video frames plays a more important
role toward forming one’s subjective QoE thanthat
of less recent frames. Hence, we exploit this effect
to model the QoE continuum and measure QoE in a

temporally continuous fashion. We first assume only

one frame can be played at one moment and derived
0,, the QoE continuum at moment £, as the weighted
summation of instantaneous user experience over all
previous moments until the measuring moment, i.e.,
Qk:ka—l_'_(l_)/)qk s (1)
where k(k>0) is an index indicating a certain moment,
q, is the instantaneous user experience at moment £,
O,_, is the QoE continuum at the previous moment
k-1, and y is the characterization constant of the
memory strength. Thus, with a given initial QoE Q,,
we could iteratively fit in each instantaneous experi-
ence (¢, ¢», -
uum at moment k. Note that Q,, |¢,/ and y all belong to
(0,1]. With this formulation, we can capture the QoE

-, q,) and finally output the QoE contin-

from all previous moments until the current measuring
moment. g, is decided by the player status and bitrate
level. Detailed modeling can be found in Ref.[49].

Channel Estimator predicts CQI (Channel Quality
Index) of last-hop link by using available CQI his-
tory in edge cloud. We propose a single exponential
smoothing based scheme to estimate the CQI of the
upcoming adaptation period. Single exponential
smoothing has been commonly used in the forecast-
ing of time series data without systematic trend”",
which is especially true for the highly dynamic radio
channel dictated by user movement, signal fading,
shadowing, etc. The estimated CQI of the upcoming
period ¢, CQOI, ,, can be expressed as

ol , =aC0Ol,,, +(1-a)COI,, , )
where CQI,,,, is the average CQI of the period ¢,
a(0<a<1) is the smoothing factor. Since the optimal
a shall depend on channel variation pattern and such
patterns could be largely distinct under different
moving status,it is critical to experimentally study the
impacts of a. Details of the choice for a will be dis-
cussed in the evaluation results.

Based on the estimated CQI, the edge cloud can
finally obtain the estimated maximum transmission
rate of the upcoming period via the 3GPP mapping
table f{°), i.e.,



. f(cgilm,f) | (3)

Bitrate Adapter takes the QoE Evaluator and Chan-
nel Estimator as the internal functions and employs
both functions to optimize the bitrate selection for the
upcoming period.

Given a video, which is segmented into 7-second
chunks, with a set of different bitrate versions V={br,,
br,,---, bry,} and N clients with client-bounded bitrate
br,poune> €ach with current QoE continuum Q,, current
buffer status B,, and estimated maximum transmission
rate R,, the problem of bitrate adaptation is to deter-
mine the bitrate version r(r;e)) for all clients ie N
such that the average QoE continuum for all users
at the end of next adaptation period is maximized
without exceeding shared resource constraint and cli-
ent-side bound. Mathematically, bitrate adapter solves

the following problem,
1 N
max,,, E;Qi,wr]" >

N
s.t. Z(oi =1, )
i=1

r<br

i i,bound *

where @, = ;—’ is the radio resource share of client i.

The adaptation wisdom of bitrate adapter is that
higher bitrate version is generally assigned to those
users who currently possess a lower QoE continu-
um value and a better channel condition, while also
avoiding significant bitrate variation. In other words,
when a user enjoys good experience for a long time,
his/her satisfaction will rise less than the one with
bad previous experience if the video quality can be
raised. Consequently, we can enhance not only the
QoE continuum but also the fairness of users. We
have proposed a heuristic algorithm to approximate
the solution to the optimization problem by using a
high-complexity dynamic programming algorithm.
We will show the results of this efficient algorithm in

the next section.

6.4 Evaluations

To verify the performance of Prius, we have built a ns-2
based environment based on the architecture in Fig.1
that includes video servers, core networks, cellular net-
works, the edge cloud with Prius adaptation module and
Prius clients. We implement a 3.5G HSPA networks
as the underlying cellular networks. The moving
speed of users is 3 km/h under slow moving status
(ITU pedestrian model) and 120 km/h under fast
moving status (ITU vehicular model). Detailed con-
figuration of the evaluations can be found in Ref.[45].

We compare the performance of Prius with several
representative reference systems. To highlight the
inherent advantages of edge cloud assisted hybrid
adaptation, we first implement a conventional cli-
ent-side rate adaptation algorithm, which requests the
maximum bitrate that can be supported by current
per-segment throughput. We also implement a typical
centralized adaptation algorithm (referred as Instant)
that captures the logic behind many existing works,
where the joint adaptation maximizes the utility func-
tion dictated by selected instant bitrate, subject to the
channel constraint, e.g., Ref.[52]. Finally, we imple-
ment the optimal dynamic programming algorithm of
the adaptation problem to study the performance gap
between the proposed heuristic algorithm and the the-
oretical upper bound.

We now describe here the procedures to evaluate
the QoE continuum of the different HAS systems. We
collect the actual QoE continuum (not the estimated
Q. .+7) at all displaying frames from the video players.
We consider the QoE continuum larger than 0.8 (cor-
responding to MOS 4.0) as “good” experience and
show the probability of good QoE in Fig.5 and Fig.6.
Under both slow and fast moving cases, Prius out-
performs the reference systems. This is because Prius
exploits the edge cloud to address the issue of shared
bandwidth, which may cause playback instability for

the case of the client-side adaptation that only uses



end-to-end throughput based criterion. Furthermore,
the bitrate adapter jointly considers the QoE continu-
um and channel resources whereas Instant algorithm
only aggressively maximizes the instant bitrate,
which is not necessarily able to ensure QoE continu-
um. From these evaluations, we also observe that the
proposed QoE continuum based approach achieves a
near-optimal performance, which validates the feasi-
bility of the polynomial-time algorithm. Finally, the
trend of QoE continuum versus a shows weighing
more towards last CQI sample brings more accurate
channel estimation in slow-moving channel with less
channel variation and thus better QoE continuum. On
the other hand, smoothing out the CQI samples with
a smaller o will compensate for the frequent channel
variation in fast-moving channel and will benefit the

rate adaptation.
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7 Concluding Remarks

Future video services are expected to offer the mo-
bile users the possibility to view any desired video
anywhere and anytime. At the same time, cloud com-
puting will provide new design landscape to achieve
this ultimate objective by providing substantial com-
puting, storage and networking resources. We have
witnessed such a emerging trend through tremendous
ongoing research efforts as surveyed in this article. In
order to realize the full potential of cloud-based vid-
eo communication and networking systems with key
requirements summarized in Section 1, we envision
of a list of potential directions towards the ultimate
objective.

* First, particular nature of video-based applications
will need to be fully considered in the designs
of cloud video systems. Heterogeneous video
services usually exhibit rather diverse character-
istics and services requirement. For example, an
interactive service emphasizes latency more than
the loss rate. Besides, the environmental context
have substantial influence on a given service. For
instance, a user moving around her smartphone
may not experience a high QoE during the video
conferencing whereas such a movement may be
necessary in the video gaming case. It is absolute-
ly necessary to highlight these application-layer
features in the design of the cloud resource alloca-
tion and video adaptation.

* Second, the popularity of online social networks
and the abundant information embedded in OSNs
should be intelligently explored to understand
the user behavior and thereby improving the
QoE-driven cloud video systems. For example, by
mining the video popularity history of streaming
video sites, a cloud video system shall be able to
predict the expected hits of a newly uploaded vid-
eo and thereby build a more effective caching or

replication scheme on top of the popularity of this



video. This should naturally save the storage cost
and possibly reduce the delivery delay in CDN.
Third, the newly promoted networking architec-
ture may prompt us to fundamentally rethink the
designs of cloud video systems. Emerging net-
working new paradigms, such as SDN (Software
Defined Networking) and CCN/ICN (Content/
Information Centric Networks) may reversal some
commonly adopted design principles in the reg-
ular Internet based video system. By combining
the new networking architecture and cloud-based
video services, one may push the system-level
performance bar to a surprisingly high level. For
example, SDN adopts a highly convenient way for
re-configuration and management of CDN servic-
es, which can definitely reduce the operation cost
and thereby improving the video services.

Forth, joint design of cloud resource allocation
and video adaptation/preparation/distribution has
not yet attracted research attention it deserves.
Most existing works either focus on improving
video services and QoE by assuming unlimited
cloud resources or aim to maximally enhance
cloud computing efficiency without considering
particular use cases. We argue that by jointly in-
vestigating both topic, a more realistic cloud video
system can be designed. Such an experimental
research shall foresee higher practical impacts and
will more likely to be adopted by industry for re-
al-world deployment.

Finally, although significant attentions have been
attracted to the cloud video system designs for
maximizing delivery performance, the security
and privacy of video data and user information
have not yet been addressed adequately. The huge
amount of the data stored in the cloud further
complicated this challenge. However, the gigantic
data volume again presents the significant chal-
lenges in video data privacy. Different from textu-

al data, raw video data is an intuitive format that

overview

anyone can understand and subject to all type of

attacking if no proper protection is overlaid on the

data. Therefore, it is imperative to resolve the is-
sues related to the video data security and privacy
in this cloud video era.

We believe that major progress towards the ulti-
mate objective can be made through the researches
along these emerging directions as outlined above. It
is time to seize these golden opportunities to enrich
cloud-based video services and to enhance the end
users’ video QoE in such an omnipresent and immer-

sive video communication and networking era.
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