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Foreword

My association with the Workshop on Languages and Compilers for Parallel
Computing began in 1988, when the first one was hosted by Cornell Univer-
sity. That year the number of attendees was small enough to accomodate in
a conference room, and the list read like a “who’s who” of high-performance
computing. We heard excellent presentations on a variety of topics, and the
discussion was extremely lively. As a graduate student presenting his first pa-
per, let alone a paper about Prolog, I was more than a little intimidated to
address that group. But despite a few tough questions, I survived mostly in-
tact and gained an insight into just how valuable interchanging ideas with such
people can be. This workshop, because it brings together people from across
the range of parallel computing, serves the purpose of generating new ideas and
thoroughly reviewing existing ones. This workshop has traditionally drawn the
best machine architecture, systems software, and algorithms people in the field
to accomplish those tasks.

Moreover, having twice presented my work on Prolog, this workshop has always
held a special place for me by its presentations tackling high performance com-
puting through “non-traditional” approaches. In the past, papers have been
presented running the gamut of non-imperative languages, including functional,
logic, and constraint languages. Program transformation systems, visual pro-
gramming aids, and other tools to aid parallel program development have also
found a home in the workshop.

Of course the primary focus remains high-performance scientific and engineering
computing, so Fortran retains a place of honor in the workshop. Because of this,
many great papers on dependence analysis, loop transformations, instruction
scheduling, and the like have been presented. As the technology for parallelizing
Fortran has become more mature, though, the workshop has made room for
explicit parallelism and data distribution directives, as well as venturing into C
and more recently C+-. In the current volume we find several papers addressing
C and C++, and one even addressing extensions to those languages.

This year the ninth workshop was held from August 8 to August 10, 1996 at
the Red Lion Hotel in San Jose, California. The attendance this year was ap-
proximately 100 people, representing fifteen U.S. states and ten other countries.
Although the workshop has grown well beyond the size to fit in a conference
room, it continues to have a single track and a relatively leisurely schedule. A
very successful addition this year was the poster session, which afforded con-
siderable interaction for poster session authors. The sponsor this year was my
employer, Intel Corporation.



vi

No effort such as this comes to fruition without the efforts of many. I would first
like to thank the members of the committee, Utpal Banerjee, David Gelernter,
Alex Nicolau, and David Padua, for having given me the chance to host the
workshop and work with them. T would also like to thank the referees, especially
those who gave reviews with very short notice. It is through the efforts of such
conscientious reviewers that we are able to keep the workshop going. A very
special mention goes to the two people who worked most closely with me on site
arrangements, Karen Kmetz and Diane Proudfoot; they gave extremely gracious
and helpful responses to even my most ridiculous requests. Also deserving many
thanks are my colleagues Knud Kirkegaard and Peter Jensen, who helped with
a variety of tasks. Dr. Robert Colwell, recently appointed an Intel Fellow, more
than earned my thanks by consenting to give his terrific keynote speech. A last
note of thanks goes to my superiors at Intel for allowing me the time to work
on this task, and to Intel for sponsoring the event.

March 1997 David Sehr

Program Chair
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