Lecture Notes in Computer Science

Vol. 1: GI-Gesellschaft fiir Informatik e.V. 3. Jahrestagung, Ham-
burg, 8.-10. Oktober 1973. Herausgegeben im Auftrag der Ge-
sellschaft fiir Informatik von W. Brauer. Xl, 508 Seiten. 1973.
DM 32,-

Vol. 2: Gl-Gesellschaft fiir Informatik e.V. 1. Fachtagung tiber
Automatentheorie und Formale Sprachen, Bonn, 9.-12. Juli 1973.
Herausgegeben im Auftrag der Gesellschaft fiir Informatik von
K.-H. Bohling und K. Indermark. VIl, 322 Seiten. 1973. DM 26,—

Vol. 3: 5th Conference on Optimization Techniques, Part 1.
(Series: I.F.L.LP. TC7 Optimization Conferences.) Edited by R.
Conti and A. Ruberti. Xill, 565 pages. 1973. DM 38.—

Vol. 4: 5th Conference on Optimization Techniques, Part |l.
(Series: I.F.LP. TC7 Optimization Conferences.) Edited by R.
Conti and A. Ruberti. XIll, 389 pages. 1973. DM 28,-

Vol. 5: International Symposium on Theoretical Programming.
Edited by A. Ershov and V. A. Nepomniaschy. VI, 407 pages.
1974. DM 30,-

Vol. 6: B. T. Smith, J. M. Boyle, B. S. Garbow, Y. lkebe, V. C.
Klema, and C. B. Moler, Matrix Eigensystem Routines - EISPACK
Guide. X, 387 pages. 1974. DM 28,-

Vol. 7: 3. Fachtagung tiber Programmiersprachen, Kiel, 5.-7.
Mérz 1974. Herausgegeben von B. Schlender und W. Frieling-
haus. VI, 225 Seiten. 1974. DM 20,-

Vol. 8: GI-NTG Fachtagung iiber Struktur und Betrieb von
Rechensystemen, Braunschweig, 20.-22. Mirz 1974. Heraus-
gegeben im Auftrag der Gl und der NTG von H.-O. Leilich. VI,
340 Seiten. 1974. DM 26,

Vol. 9: GI-BIFOA Internationale Fachtagung: Informationszen-
tren in Wirtschaft und Verwaltung. Koéin, 17./18. Sept. 1973.
Herausgegeben im Auftrag der Gl und dem BIFOA von P.
Schmitz. VI, 269 Seiten. 1974. DM 22,-

Vol. 10: Computing Methods in Applied Sciences and Engineer-
ing, Part 1. International Symposium, Versailles, December 17-21,
1973. Edited by R. Glowinski and J. L. Lions. X, 497 pages. 1974.
DM 34,-

Vol. 11: Computing Methods in Applied Sciences and Engineer-
ing, Part 2. International Symposium, Versailles, December 17-21,
1973. Edited by R. Glowinski and J. L. Lions. X, 434 pages. 1974.
DM 30,-

Vol. 12: GFK-GI-GMR Fachtagung Prozessrechner 1974. Karls-
ruhe, 10.-11. Juni 1974. Herausgegeben von G. Kriiger und
R. Friehmelt. XI, 620 Seiten. 1974. DM 42,-

Vol. 13: Rechnerstrukturen und Betriebsprogrammierung, Er-
langen, 1970. (Gl-Gesellschaft fiir Informatik e.V.) Herausgege-
ben von W. Hindler und P. P. Spies. Vi, 333 Seiten. 1974.
DM 30,-

Vol. 14: Automata, Languages and Programming - 2nd Col-
loquium, University of Saarbriicken, July 29-August 2, 1974.
Edited by J. Loeckx. VIIi, 611 pages. 1974. DM 48,-

Vol. 15: L Systems. Edited by A. Salomaa and G. Rozenberg.
VI, 338 pages. 1974. DM 30,-

Vol. 16: Operating Systems, International Symposium, Rocquen-
court 1974, Edited by E. Gelenbe and C. Kaiser. VI, 310 pages.
1974, DM 30,-

Vol. 17: Rechner-Gestiitzter Unterricht RGU '74, Fachtagung,
Hamburg, 12.-14. August 1974, ACU-Arbeitskreis Computer-
Unterstiitzter Unterricht. Herausgegeben im Auftrag der Gl von
K. Brunnstein, K. Haefner und W. Hindler. X, 417 Seiten. 1974.
DM 35,-

Vol. 18: K. Jensen and N. Wirth, PASCAL - User Manual and
Report. VI, 167 pages. 2nd Edition 1975. DM 20,-

Vol. 19: Programming Symposium. Proceeding, Colloque sur la
Programmation, Paris, April 9-11, 1974. V, 425 pages. 1974.
DM 35,-

Vol. 20: J. Engelfriet, Simple Program Schemes and Formal
Languages. VIl, 254 pages. 1974. DM 25~

Vol. 21: Compiler Construction, An Advanced Course. Edited by
F. L. Bauer and J. Eickel. XIV. 621 pages. 1974. DM 42,-

Vol. 22: Formal Aspects of Cognitive Processes. Proceedings,
Interdisciplinary Conference, Ann Arbor, March 1972. Edited by
T. Storer and D. Winter. V, 214 pages. 1975. DM 23,-

Vol. 23: Programming Methodology. 4th Informatik Symposium,
IBM Germany Wildbad, September 25-27, 1974. Edited by C. E.
Hackl. VI, 501 pages. 1975. DM 39,

Vol. 24: Parallel Processing. Proceedings of the Sagamore Com-
puter Conference, August 20-23, 1974. Edited by T. Feng. VI,
433 pages. 1975. DM 35,-

Vol. 25: Category Theory Applied to Computation and Control.
Proceedings of the First International Symposium, San Francisco,
February 25-26, 1974. Edited by E. G. Manes. X, 245 pages.
1975. DM 25,—

Vol. 26: GI-4. Jahrestagung, Berlin, 9.-12. Oktober 1974. Her-
ausgegeben im Auftrag der Gl von D. Siefkes. IX, 748 Seiten.
1975. DM 49,

Vol. 27: Optimization Techniques. IFIP Technical Conference.
Novosibirsk, July 1-7, 1974. (Series: |.F.L.P. TC7 Optimization
Conferences.) Edited by G. |. Marchuk. VIIl, 507 pages. 1975.
DM 39,-

Vol. 28: Mathematical Foundations of Computer Science. 3rd
Symposium at Jadwisin near Warsaw, June 17-22, 1974. Edited
by A Blikle. VIIl, 484 pages. 1975. DM 37,-

Vol. 29: Interval Mathematics. Proceedings of the International
Symposium,Karlsruhe, West Germany, May 20-24, 1975. Edited
by K. Nickel. VI, 331 pages. 1975. DM 30,-

Vol. 30: Software Engineering. An Advanced Course. Edited by
F. L. Bauer. (Formerly published 1973 as Lecture Notes in Eco-
nomics and Mathematical Systems, Vol. 81) XlI, 545 pages. 1975.
DM 42,-

Vol. 31: S. H. Fuller, Analysis of Drum and Disk Storage Units. IX,
283 pages. 1975. DM 28,-

Vol. 32: Mathematical Foundations of Computer Science 1975.
Proceedings 1975. Edited by J. Betvat. X, 476 pages. 1975. DM 39,-

Vol. 33: Automata Theory and Formal Languages, Kaiserslautern,
May 20-23, 1975. Herausgegeben im Auftrag der Gl von H. Brak-
hage. ll, 292 Seiten. 1975. DM 28,-

Vol. 34: Gl - 5. Jahrestagung, Dortmund 8.-10. Oktober 1975.
Herausgegeben im Auftrag der Gl von J. Mihlbacher. X, 7565 Seiten.
1975. DM 59,-

Vol. 35: W. Everling, Exercises in Computer Systems Analysis.
(Formerly published 1972 as Lecture Notes in Economics and
Mathematical Systems, Vol. 65) VIIl, 184 pages. 1975. DM 20,-




Lecture Notes In
Computer Science

Edited by G. Goos and J. Hartmanis

35

W. Everling

Exercises in
Computer Systems Analysis

Corrected Reprint of the First Edition

Springer-Verlag
Berlin Heidelberg GmbH 1975



Editorial Board: P. Brinch Hansen - D. Gries
C. Moler - G. Seegmiiller - N. Wirth

Author

Prof. Dr. W. Everling

Institut fiir Angewandte Mathematik
und Informatik

der Universitat Bonn
WegelerstraBe 10

53 Bonn/BRD

Formerly published 1972 as Lecture Notes in Economics and Mathematical Systems, Vol. 65

Library of Congress Cataloging in Publication Data

Everling, Wolfgang.
Exercises in computer systems analysis.

(Lecture notes in computer science ; 35)

Bibliography: p.

Includes index.

1. Electronic data processing. 2. System
analysis. 3. Queving theory. I. Title. II. Se-
ries.
757.5.E84 1975 001.6'4 75-29431

AMS Subject Classifications (1970): 68 A05
CR Subject Classifications (1974): 4.0, 4.6, 4.9

ISBN 978-3-540-07401-4  ISBN 978-3-540-37910-2 (eBook)
DOI 10.1007/978-3-540-37910-2

This work is subject to copyright. All rights are reserved, whether the whole
or part of the material is concerned, specifically those of translation,
reprinting, re-use of illustrations, broadcasting, reproduction by photo-
copying machine or similar means, and storage in data banks.

Under § 54 of the German Copyright Law where copies are made for other
than private use, a fee is payable to the publisher, the amount of the fee to
be determined by agreement with the publisher.

© by Springer-Verlag Berlin Heidelberg 1972, 1975

Originally published by Springer-Verlag Berlin Heidelberg New York in 1975



INTRODUCTION

Planning for, and installation of, a Data Processing System is a complex process. At a cer-
tain stage, decisions are required concerning the type and number of components which will
form the Computer System. A certain variety of components is offered for choice, such as

terminals for data entry and display, long distance communication lines, data storage units,

data processing units and their interconnections. Also, operating procedures have to be chosen

Let this set of decisions be called Systems Design. Its major criteria are
- whether the system can adequately handle the expected workload,
- whether it can be expected to have adequate reliability and availability,

- whether its cost is optimal and in an appropriate relation to the service produced.

An essential part of the design process is the Systems Analysis, - the subject of
this course. It can be understood as the set of considerations and computations which estab-
lish whether a supposed system satisfies the design criteria. The results of Systems Analysis

serve within the design process either by immediate backward computation, or in some form

of trial-and-error procedure until the criteria are satisfied.

The methods of Systems Analysis are largely determined by the random nature of many
design data : Volume and transmission times of 'long-distance data', record lengths, and
locations in direct access storage, execution times of programs depending on conditions deter-
mined by the data, - all these are variable and can at best be predicted statistically. Hence,

probability theory plays a key role in Systems Analysis.

Asynchronous operation, with the consequences of possible interference and queuing, is an
essential technique in modern computer systems, - either enforced by the fact that data are
presented to the system at unpredictable times, or as a result of hardware and program struc-

tures. Hence the considerable share which queuing theory takes within this course.

The methods discussed in this ccurse are briefly presented and referenced in the text. More
space, however, is devoted to exercises and their solutions, - stressing the application of the

methods, A Case Study has been chosen as a starting point. It provides numerical values for
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the exercises ; it gives a motivation for the particular selection of methods for this course ;
and, by the order in which the analysis could proceed for this case study, it also determined

the order in which the methods are presented.

The course can be studied with two different aims : The reader who is mainly interested in
the applications of Systems Analysis will concentrate his attention on the exercises related to
the Case Study (which are quoted by topic and number in the table of contents ) and will
find some convenience in the numerical tables collected as appendix C . Also, for program-

med computations, he will find formulae and procedures in appendices B and E.

A reader with this aim should be familiar with the basic notions of calculus, probabilities
and statistics. Also, some familiarity with the available components and programming con-

cepts is assumed.

The other view would be at the theoretical reasoning that leads to the formulae and tables.
Here, the reader may gain a deeper understanding of their applicability and a basis for fur-

ther analysis of problems not discussed in this course.

The mathematical notions referenced in this context are surveyed in appendix D

The notes are based on lectures given by the author at the IBM European Systems Research
Institute in Geneva, Switzerland. My sincerest thanks go to the Institute, its direction,

faculty and students, for their encouragement and critical discussions.

Geneva

December 1971 Wolfgang Everling
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