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PREFACE 

The  expectations in Artificial Intell igence - or Intellectics - have never  been  as high as they 

are today. Clearly, they are too high given the current  state of the art  in this fascinat ing field. 

Al though we have seen some remarkable  systems per forming extremely well, there is no doubt  

for those who u n d e r s t a n d  how they work that  this performance reflects just  a beg inn ing  in our 

unde r s t and ing  of the fundamenta l s  that  might  be required in systems to perform in a truly 

intell igent way. 

One  of the basic paradigms in Artificial Intell igence has always been that  experiment  needs to 

be complemented with theory, or vice versa. Dur ing  a wave of exper iment ing  throughout  the 

world in AI we feel that  some emphasis  on the more theoretical side might  be appropriate - 

and  necessary for progress in  this unders t and ing  of t h e  fundamenta l s  of AI.  

This  sort of reflection motivated us when we took the init iat ive in organizing the first 

Advanced Course in Artificial Intell igence that  was held in Vignieu,  France,  in July  1985. 

Seven wel l -known AI researchers were asked to cover basic topics that  might  be of relevance 

for the fundamenta l s  of our field. The  present volume comprises the elaborated a n d  ha rmon-  

ized versions of their  lectures. Most of them have been written in the form of a tutorial,  so 

that  the book provides a most valuable guide into the more fundamen ta l  aspects of AI.  

One  might  be inclined tO say that  intelligence is the capability to acquire, memorize,  and  pro- 

cess knowledge in a way that  appropriate  accommodat ion in a changing  world is achieved. In 

any case, the concept of knowledge and  its representat ion clearly are among  the fundamen ta l  

issues in  AI. The  book begins with this topic discussed in the contr ibut ion by Delgrande and  

Mylopoulos in order to give the reader a feel for the variety of aspects that  have to be taken 

into account for the later issues raised in the book. 

The  subsequent  four articles are deal ing with the second focus in this book which is the pro- 

cessing of knowledge. Obviously, knowledge cannot  be processed unless it is adequately 

represented; on the other hand ,  an  appropriate representat ion is de termined by the way of pro- 

cessing needed. This  is to say that  these two issues are int imately related with each other. It is 

therefore not accidental that  some of the aspects raised in P A R T  O N E  reoccur in different  

context here in P A R T  T W O  (such as in the contr ibut ion by Bibel). 

For some processing of knowledge would be synonymous with computat ion,  for others with 

inference or deduction. We see in the remarkable  contr ibut ion by Huet  that  both are just dif- 

ferent  aspects ~f  the same phenomenon  which is studied in great depth in this contribution.  

The  reader may f ind it rewarding to overcome the difficulty of s tudying such a formal and  

concise text. 
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One of the most successful tools for processing knowledge represented on a logical level of 

language is resolution. The chapter written by Stickel gives a thorough and knowledgeable 

introduction into the most important aspects of deduction by some form of resolution. It may 

be regarded as the basis for the more advanced forms of reasoning discussed in the subsequent 

two papers, but also for the programming language PROLOG.  

The deductive forms of reasoning captured by resolution in its pure form do by no means 

exhaust the kinds of knowledge processing known from human experience and studied in 

Artificial Intelligence. A particularly important one is the kind of reasoning that is involved in 

inductive inferencing, problem solving (or programming) from examples, and in learning. It 

is covered in the contribution by Biermann that the reader will like also for its style of presen- 

tation. 

There are many more forms of knowledge processing and inferencing than those discussed in 

the previous three papers. The tutorial by Bibel covers the more important among those that 

might play a significant role in common-sense reasoning. It takes, however, the position that 

the basic deductive tools like resolution or the connection method are essential for these forms 

of inference as well. 

The third part of fhe book focuses on the more advanced programming tools for implementing 

the kind of systems that are envisaged with the topics discussed before. Logic programming 

and functional programming are known as the main styles for AI programming. Both lend 

themselves to a parallel treatment. 

In this part of the book, Jorrand takes the approach that the semantic elegance and the 

mathematical properties of functional programming languages can be preserved within a 

language where computations or inferences can also be described as networks of cooperating 

parallel processes. This is shown in the language FP2, where term rewriting forms the basis 

for the semantics of both functional and parallel programming. 

By its nature, P R O L O G  lends itself to parallel processing. To some extent the programmer 

might wish to control such parallel processes in P R O L O G  programs without compromising 

P R O L O G ' s  elegance as a descriptive language. Concurrent P R O L O G  developed by Shapiro 

and his group provides such features. His introduction to this language stages the adequate 

finale of the whole book. 

There is .an obvious lack of more good textbooks in Artificial Intelligence. One reason is that 

in a rapidly progressing field like AI it is nearly impossible for a researcher to actively contri- 

bute to the field's progress and at the same time be able to overlook large portions of this 

developing area, not mentioning the time needed for working out an appropriate presentation. 

A volume like the present one certainly cannot be a substitute for a textbook. But neverthe- 

less we feel that it may be regarded as a good compromise for the time being. 



In this sense we hope that  the book not only refreshes the memories of those who at tended the 

course, bu t  serves as a un ique  source of valuable informat ion  for graduate  classes and  indivi- 

duals with interest  in  the more f undam en t a l  and  advanced topics of this exciting area of 

research. 

Mf inchen  and  Grenoble,  April  1986 W. Bibel and  Ph. Jo r r and  
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