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HOTZ-ISOMORPHISM THEOREMS
IN FORMAL LANGUAGE THEORY

by Volker DIEKERT (*) and Axel MÖBUS (2)

Abstract. - A ianguage L<^X* is called a ianguage with a Hotz-isomorphism if there is a
generating grammar G — (V, X, P, S) suchthat its Hotz group F(V{JX)/P is canonically isomorphic
to F(X)/L.

The main resuit of the paper states that L is a Ianguage with a Hotz-isomorphism if and only if
F(X)jL is a finitely présentable group. We also prove an analogous resuit for Hotz monoids and
discuss cancellative quotients.

Further, we investigate the effectiveness of our construction of the grammars which allow the
Hotz-isomorphism and the préservation of the type of the grammars. Finally, we prove various
undecidability results concerning this construction.

Résumé. - Un langage L^X* est dit un langage avec isomorphisme de Hotz, s'il existe une
grammaire G = (V, X, P, S) engendrant L, telle que son groupe de Hotz F{V\jX)jP est canonique-
ment isomorphe à F(X)/L.

Le résultat principal de ce travail montre que L est un langage avec isomorphisme de Hotz si et
seulement si F(X)/L est un groupe finiment présentable.

On montre un résultat analogue pour les monoïdes de Hotz et on discute des quotients cancellatifs.
Nous examinons Veffectivitè de notre construction des grammaires qui réalisent Visomorphisme de
Hotz et la préservation du type des grammaires. Finalement nous montrons divers résultats
d'indécidabilité en rapport avec la construction.

INTRODUCTION

The équivalence of two (context-free) grammars is undecidable in gênerai.
One attempt to overcome this difficulty is to look for algebraic invariants
which then can be investigated by means of mathematical methods. Very
natural algebraic candidates which one can associate to a given grammar
G = (V, X, P, S) are the so-called Hotz monoid M(G) = (V\JX)*/P which is
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30 V. DIEKERT, A. MÖBUS

the free monoid over V{JX modulo the productions P and the Hotz group
H(G)^F(V\JX)/P which is the free group over VVJXmodulo P.

In [5] Hotz showed that the Hotz group of a reduced context-free grammar
dépends on the generated language only. Frougny et al proved in [4] that
the Hotz group is in this case canonically isomorphic to the free group over
the terminals modulo the generated language. Thus, two equivalent grammars
have canonically isomorphic Hotz groups. Now, groups have a lot of comput-
able invariants which can be used to get information about the language.
For example, we may compute cohomology groups. One obtains thereby
lower bounds for the number of productions which are needed to generate
the language, see [2] for applications of this. Languages with a Hotz-iso-
morphism (on group level) are recursively enumerable languages L<=X* where
there is a generating grammar G such that the groups F(X)/L and H(G) are
canonically isomorphic. Clearly, if a language L ĴSf* belongs to this class
then F(X)/L is finitely présentable. Here we prove the converse: if F(X)/L is
finitely présentable then there is a generating grammar where the Hotz group
is canonically isomorphic to F(X)/L. If the group F(X)/L is given by any
finite set of relations and if we know whether L is empty or not, then
we can effectively construct a generating grammar which allows the Hotz-
isomorphism. Thus, few information about L is enough to construct such a
grammar. In fact, we prove a stronger result which implies that an analogous
assertion holds for Hotz monoids, too. We also show that the class of
languages with a Hotz-isomorphism is closed under inverse surjective homo-
morphisms whereas this class was known not to be closed under inverse
homomorphisms in gênerai.

In paragraph 3 we investigate Hotz-isomorphism theorems for cancellative
monoids. In paragraph 4 we discuss the relationship between the type of the
language and the type of the grammar which gives the Hotz isomorphism.
Our construction yields a grammar which is not context-sensitive even if we
start with a regular grammar, in gênerai. However, as long as the grammar
is context-free, it is well known that a suitable grammar of the same type is
obtainable simply by reducing. For context-sensitive languages L we do only
have an analogous result of type preserving, if the collapsing group F(X)/L
is finite. For F(X)/L infinité there are very simple examples of context-
sensitive languages which have a Hotz-isomorphism but no generating con-
text-sensitive grammar which yields it.

In Part II we show that for a given grammar without any further informa-
tion the following questions will be undecidable in gênerai: Does the grammar
itself have a Hotz-isomorphism? Does the grammar produce a language with
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HOTZ-ISOMORPHISM THEOREMS 31

a Hotz-isomorphism? However, in some sense the first question is simpler
than the second. We shall prove that the first one is semi-decidable, whereas
the second question is not. Finally, we solve another open problem: we show
that there is no algorithm which transforms every given grammar into an
equivalent grammar with a Hotz-isomorphism, if such a grammar exists and
which may produce any garbage otherwise.

The present paper is an extended version of our paper presented at the
conference STACS88 at Bordeaux. The paragraphs 3 and 4 are new, so is
Theorem 18 and the proof of Theorem 17 which is much simpler than the
original one given in the proceedings. We would like to acknowledge a remark
of a référée of STACS 88, which stimulated the work in paragraph 4. We
also thank Klaus-Jörn Lange for helpful discussions.

NOTATIONS

For the algebraic concepts used in the paper the reader is referred to [1].
The language theoretic background may be found in any textbook on formai
languages, e. g. in [6].

By X we dénote a finite alphabet. A grammar (over X) is a quadruple
G = (F, X, P, S) where V is a set of variables with VC)X=0,
P ü {V U -X)* x (V U X)* is a finite set of productions, and S e V is an axiom.

The generated language of a grammar GisL(G) = {weX* \ S=>w}. By a lan-
G

guage we always understand subsets LgJf* of the form L = L(G) for some
grammar G. If M is a monoid and R ̂  M x M is a set of relations then M/R
means the quotient of M by the congruence generated by R. If R = L xL for
some subset L<=M then we shall write M/L instead of M/L x L. The cancella-
tive quotient of a monoid M is C (M) — M/Q where Q is the intersection of
ail congruences having the property that for ail M, V, X, yeM it holds: if uxv
and uyv are congruent, then x and y are congruent. Finally, if X is any set
then F(X) means the f ree group over X. By Z we dénote the group of
integers.

I. ALGEBRAIC PART

1.1. The main Theorem

Let G = (V, Z, P, S) be a grammar and L = L(G) its generated language.
We associate the following algebraic objects: M (G) = (V U X)*/P and
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32 V. DIEKERT, A. MÖBUS

= F(V\JX)IP, where M{G) is called the Hotz monoid of G and H(G)
is called the Hotz group. There is a natural mapping of X to these objects
which factorizes through the quotient X*/L. More generally, by an X-monoid
(X-group resp.) we mean a monoid (group resp.) M together with a mapping
iM : X -> M. A morphism of X-monoids is a homomorphism f:M->N such
that iN =f iM. Also, if M is an X~monoid and ƒ : M -• N is any homomorphism
to a monoid N then AT will be viewed as an X-monoid with respect to the
composition ƒ iM. We shall speak of N as an X-monoid without specifying ƒ,
if ƒ is clear from the context. The central example of X-monoids and X-
morphisms is given in the following commutative diagram where all arrows
are canonic&l:

X*/L > M(G)

F(X)/L > H(G)

Although we are mainly interested in the case when iH: F(X)/L -> H(G) is
an isomorphism, we work with the morphisms i and ic, too. We therefore
distinguish three levels. We say that a grammar G has a Hotz-isomorphism
on monoid level (cancellative level resp., group level resp.) if the X-morphism
i(icrQsp.y ï^resp.) above is an isomorphism. A language L<=X* is called a
language with a Hotz-isomorphism on monoid level (cancellative level resp.,
group level resp.) if there is a generating grammar with the corresponding
property. Context-free languages (in fact, more generally, homomorphic
images of sentential form languages) are languages with a Hotz-isomorphism
on cancellative level, see [4], Prop. 3 ([2], Thms. 3, 4 resp.), but there are
regular languages without Hotz-isomorphism on monoid level, see [3],
Rem. 1.2. If the level is clear we sometimes omit it and we shall speak of
Hotz-isomorphisms only.

The main result of the paper is stated in the next theorem. lts proof will
follow from Theorem 4 and Corollary 9 below and is given in paragraph 2.

Informatique théorique et Applications/Theoretical Informaties and Applications



HOTZ-ISOMORPHISM THEOREMS 3 3

THEOREM 1: Let L<=X* be a language and letf:X*/L -> M be a homomorph-
ism to a finitely presented monoid M= Y*/R with Y and R finite. Then there
exists a grammar G generating L with Hotz-monoid X-isomorphic to M. [This
means L = L(G) and there is an isomorphism cp:M(G)—>M of monoids with
q>f=/,] Furthermore the construction o f G is effective, provided we know any
generating grammar for L and we know whether L is empty or not.

From Theorem 1 we may directly deduce Hotz-isomorphism theorems on
two levels:

COROLXARY 2: A language LgX* is a language with a Hotz-isomorphism
on monoid level if and only ifX*jL is finitely présentable,

COROLLARY 3: A language L^X* is a language with a Hotz-isomorphism
on group level if and only if F(X)/L is a finitely présentable group.

Proofs: Corollary 2 is immédiate with ƒ = idx*/L. For Corollary 3 observe
that if F(X)/L is finitely présentable as group then F(X)/L is a finitely
présentable monoid. Further if M(G) is isomorphic to F(X)/L then we have

•
Remark: Corollary 3 was first stated and proved in an unpublished manu-

script of the second author, [8]. It answers an open question stated in [2].
The effectiveness of Theorem 1 carries over to Corollaries 2 and 3 in the
following sense: Say X*/L(F(X)/Lresp.) is given by some finite set of relations
over X and L is given by some generating grammar. Then we can effectively
construct a grammar which générâtes L and with a Hotz-isomorphism on
monoid level (group level resp.), provided we know whether L is empty or
not.

During the proof of Theorem 1 we shall see that the type of the constructed
grammar has, a priori, no connection with the type of the language. In
paragraph 4 we shall discuss this problem in more detail.

1.2. Opérations on languages and the proof of the Main Theorem

THEOREM 4: Let h : X* ->Y*bea homomorphism and Gx be a grammar over
Y. Then we effectively find a grammar G2 over X generating h~1(L(G1)) and
an isomorphism (p between M(G2) eind M(G1) such that the following diagram

vol. 23, n° 1, 1989



34 V. DIEKERT, A. MÖBUS

commutes:

X *

can

M(G2)
<P

can

M(G!)

Proof: Let G1 = (V, 7, P, S) be a grammar over 7. We may assume
Xn(VUY) = 0. Define a grammar G2 = ( F U ^ *, PU{fc(*)->*; xeX}, S).
It follows L (G2) = h"1 (L (GJ). The morphism q> : M (G2) -• M (Gx) is induced
by identity on V{JY and by h on X; its inverse is induced by the inclusion

•
Remark: The class of languages with a Hotz-isomorphism is not closed

under inverse homomorphism, see [2], Th. 6,(ii). Theorem 4 tells us that, at
least, the inverse image h~x{L) of a language with a Hotz-isomorphism L
has a grammar whose Hotz monoid (Hotz group resp.) is X-isomorphic to
that of L. But Theorem 4 tells us more. Although, in gênerai, F(X)/h~1(L)
is not isomorphic to F(Y)/L even for surjective h, we can prove that the
class of languages with a Hotz-isomorphism on cancellative level (on group
level resp.) is closed under inverse images of surjective homomorphisms.

COROLLARY 5: Let h : X* —> Y* be a surjective homomorphism and LQY* be
a language with a Hotz-isomorphism on cancellative level (on group level resp.).
Then h~x (L) is a language with a Hotz-isomorphism on the same level.

Proof: Since h is surjective, for all y e Y there is a letter xeX with h(x)=y.
Thus we may define a mapping g;Y-+X such that hg = idY. Let
Xl = a\ph(h~1(L)) and y^a lp t^L) be the alphabets of letters occurring in
the corresponding languages. It follows from the formula hg = idY that the
restriction of h to Xf is surjective onto Yf. We next show that
CiXXIh'1 (L))isXt-isomorphic to C(Y*/L). Let xeXx and uxveh~l(L).
Then gh(u)gh(x)gh^eh'1 (L) and gh(u)gh{v)eh~l (L). Since
C(X%jh~1(L)) is cancellative, we see that x and gh(x) describe the same
element in C ^ / f c " 1 (L)).

Informatique théorique et Applications/Theoretical Informaties and Applications



HOTZ-ISOMORPHISM THEOREMS 3 5

In particular, g induces a surjective homomorphism
g' : C(Y*/L) -> CiXf/h'1 (L)). Again, by the formula hg = idy we see that g',
and hence A': CiXf/h'1 (L)) -> C(Yf/L) is bijective. This proves the desired
isomorphism. [It follows that F{Xx)lh~1{L) and F(YX)/L are isomorphic,
too], The assertion of Corollary 5 now follows directly from Theorem 4 and
the next easy lemma:

LEMMA 6: Let L^X\be a language and 1 ^ 1 . Then the language L<=
is a language with a Hotz-isomorphism over Xx on any level if and only if
L g l * is a language with a Hotz-isomorphism over X on the same level

Proof: Let X2 = X\XX then X*/L = X*/L*Xt (C(X*/L) = C(X*/L)*X*,
and F(X)/L = F(XX)/L*F(X2)9 respectively). If GX = (V, Xu P, S) is a gram-
mar for L^Xf with a Hotz-isomorphism over Xx then G = (V, X, P, 5) is
equivalent to Gx and it has a Hotz-isomorphism over X Conversely, let
G = (V, X, P, S) be any grammar for LgZ* with a Hotz-isomorphism over
X then G^CFU^aUlZ}, Z l s PU{Z -+ A \ X; A e X2}, S) where Z is a
new symbol, is equivalent to G and it has a Hotz-isomorphism over Xv D

LEMMA 7: Let Gl9 G2 èe grammars over X. Then we effectively jïnd a
grammar over Xgenerating the intersection L ( G J H L (G2), whose Hotz-monoid
is X-isomorphic to the direct product M (Gx) x M (G2).

Proof: Let X\ X" be two copies of X. Replacing the occurrences of xeX
in the productions of Gx and G2 by the corresponding x'eX' and x"eX"
respectively, we obtain grammars

G\=(VU X\ P; ; Sx), G'2' = (V2, X", F2', S2)

which generate copies of the original languages L(GX) and L(G2). We may
now assume that the sets Vx, V2, X, X\ X" are pairwise disjoint. Define the
grammar G = (V, X, P, S) by V=VX(JV2[JX'{JX"U{S} where 5 is a new
symbol and

P={S^S2Sx}\JP'x\JP2'\J{vu^uv\ueVx\JX\veV2\J X" }

Clearly, L(G) = L(Gx)r}L(G2). Further, M(G) is canonically isomorphic to
M(GX) xM(G2) where the X-morphism to M(GX) x M(G2) is induced by the
diagonal x->(x, x), xeX. D

THEOREM 8: Let G = (V, X, P, S) be a grammar andp:M(G) -» Y*/R be a
surjective X-homomorphism onto a monoid, where Y and R are finite and
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36 V. DIEKERT, A. MÖBUS

effectively given. Then there exists effectively a grammar G' which générâtes
L (G) such that its Hotz monoid is X-isomorphic to Y*/R.

Proof: Since Y*/R is finitely presented there exists a finite set
6 £ (V U X)* x (V U X)* such that p induces an X-isomorphism
(VUX)*fPU8 = Y*/R. This set Qg(VUX)* x(VU-X)* is effectively given
as follows:

We may lift p : M (G) -> 7*/,R to a homomorphism /?' : ( FU^O* ̂  y*. Since
K is finite, we find for each ysY a word s(y)£(V\JX)* such that y and
//sOO dénote the same element in.Y*/R. We extend s to a homomorphisms:
y* _> (KUA)*. Then we may take

7'(z));

Define a grammar G' = (KUe. X, \
Then L (Gr) = L (G) and M (G') is canonically

{V\JX)*IP\JQ and hence X-isomorphic to Y*/R. •

(tt, v)eR}.

X-isomorphic to

CoROLLARY 9: Ler Gl5 G2 te gmmmars over X such that L{G1)^L{G2).
Then we effectively find a grammar which générâtes L(Gl) and which has a
Hotz monoid X-isomorphic to M(G2)-

Proof: Since L(Gx) — L(Gx)nL(G2) we find, by Lemma 7, a grammar
which générâtes L(G1) and whose Hotz monoid is X-isomorphic to the direct
product M(G1)xM(G2). Since M(G2) is a quotient of M(Gx)xM(G2) the
result follows by Theorem 8. •

Proof of Theorem 1: Let LgX* be a language generated by some grammar
and ƒ : X*/L -> M be a homomorphism to a finitely présentable monoid M.
Write M= Y*/R with 7 and £ finite. Let h: X* -> 7* be any homomorphism
such that the following diagram with the canonical projections />x and pY

commutes:

X*/L >Y*/R

Informatique théorique et Applications/Theoretical Informaties and Applications



HOTZ-ISOMORPHISM THEOREMS 37

Let y e l * be any word such that fpx(L)s{pYh(v)}. (Note, if L = 0 then
we can take any word and if L # 0 then we can take any word veL. If L is
known to be non-empty then such a word can be found effectively.)

Define a grammar Gt by Gx = ( { S}, 7, {S -• h (v)} U R U R ~ \ 5).
Obviously, M(G!) is canonically X-isomorphic to y*/R, further it holds

By Theorem 4 there is another grammar G2 which générâtes
L2 = h~x{L (Gx)) such that M (G2) is X-isomorphic to M (G^.
Hence, M (G2) is X-isomorphic to Y*/R. Since
L g ^ 1 ( / - 1 ( / ^ ( L ) ) ) = / I-

1(py-1(/fe(L)))gL2 we find5 by Corollary 9,
a grammar G with L(G) = L such that M(G) is X-isomorphic to M(G2). This
is the final step in the proof of Theorem 1. •

1.3. Hotz-isomorphisms on cancellative level

Corollaries 2 and 3 gave purely intrinsic characterizations for languages
with a Hotz-isomorphism on monoid level and on group level. For the
cancellative level we have the following result.

THEOREM 10: A language L<=X* is a language with a Hotz isomorphism on
cancellative level if and only if the canonical mapping X*/L -» C (X*/L) facto-
rizes X*/L -> M -> C (X*/L) where M is a fïnitely présentable monoid.

Proof: If G is a grammar for L with a Hotz-isomorphism on cancellative
level then we can take M=M(G), Conversely, let X*/L -+ M -> C (X*/L) be
any factorization where M is a finitely présentable monoid. We can write
M= Y*/R where Y and R are finite. For each y e Y there is a word y y e l*
such that y and vy have the same image in C(X*/L).

Define M'=Y*f(R\J{(y9 vy)\yeY}) then M' is finitely presented and we

obtain a factorization X*/L -» AT -» C(X*/L) where ƒ and g are surjective.
Now, C (M') is X-isomorphic to C (X*/L) and the result follows by
Theorem 1. Q

Another characterization of languages with a Hotz-isomorphism on cancel-
lative level can be given in terms of homomorphic images of sentential form
languages. This class of languages is denoted by HIS and it was studied for
example in Jantzen/Kudlek [7].

THEOREM 11: Let L g P be a language and pc: X* -> C(X*fL) be
the canonical projection. Then L is a language with a Hotz-isomorphism on
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38 V. DIEKERT, A. MÖBUS

cancellative level if and only if there is a language LeHIS such that

Proof: If L^L^p;1pc{L) with LeHIS then

C(X*/L) = C(X*/L)

and L has a Hotz-isomorphism on cancellative level by [2], Thms. 3,4. Hence,
L has a Hotz-isomorphism by Corollary 9. For the other direction we may
assunie L ^ 0 . Let G=^(V, X, P, S) be a grammar for L with a Hotz-

isomorphism on cancellative level ic:C(X*/L)^+C(M(G)). For each AeV
choose vA e X* such that ic (vA) = A in C(M (G)). Consider
G = (F, .Y, P U M -* t^ | A e V}, S). Then G is a so-called terminating grammar
and L(G)eHIS by [2], Lemma 4. It holds L^L{G)^p^pc(L\ since

•
Questions: If L g l * is a language with a Hotz-isomorphism on

cancellative level then C(X*/L) is the cancellative quotient of a finitely
présentable monoid. Does the converse hold? A positive answer would yield
a nicer characterization of these languages than Theorem 10.

Another open question is the following: Let LgX* be a language with a
Hotz isomorphism on group level. Is L such a language on cancellative level?
The answer to the last question is "yes", provided VC\V^0 for some
0^i<j. [Since then C(alph(L)*/L) is a group]. In particular, this holds if
XeL.

1.4. Context-sensitive grammars

In this paragraph we are concerned with the type of the grammar which
can give a Hotz-isomorphism. If LgX* is a context-free language then any
reduced context free grammar for L has a Hotz-isomorphism on cancellative
level, see [4], Prop. 3. The situation for context-sensitive languages is comple-
tely different. Firstly, there are languages such as {anbncndn\n^Q} without a
Hotz-isomorphism on any level, see [3], Rem. 2.5. Secondly, we shall see that
there are context-sensitive languages with a Hotz-isomorphism on monoid
level, but they do not have any generating context-sensitive grammar (with
erasing) with a Hotz-isomorphism on group level. Such an example is given
by the language {anbncn\n^0}\J{cba}y see Example 13(i) below.

Informatique théorique et AppHcations/Theoretical Informaties and Applications



HOTZ-ISOMORPHISM THEOREMS 3 9

THEOREM 12: Let H be a finitely présentable group, heH be a group
element, f:X*^>H be a homomorphisms, R^X* be a regular subset, and

If the group H is X-isomorphic to F(X)/L and L is not context-free then L
is a language with a Hotz-isomorphism on group level but there is no context-
sensitive grammar (with erasing) for L with a Hotz-isomorphism.

Proof: Clearly, L is recursively enumerable; by Corollary 3 L is a language
with a Hotz-isomorphism. Assume G = (V,X, P, S) would be a grammar for
L with a Hotz-isomorphism where all rules in P have the following form
(context sensitive with erasing):

Replace all these rules by the corresponding context-free productions
A -* p. We obtain a context-free grammar G with H(G) = H (G) and L<=L (G).
Since ƒ factorizes X* -> X*/L (G) -• H (G) -> H, we have L^Lfàsf'1 (h).
Therefore L = Rr\L^RC\L(G)^RrV - 1 (h) = L; hence L = RHL(G) is con-
text-free, contradicting the assumption. •

Example 13: (i) Let X={a, 6, c}, ƒ :X* ^ Z xZ defined by / (a ) = (l, 0),
/ ( t ) = (0, 1),/(c) = ( - l , -1) , and L = (a*è*c*U{cba})n/ - 1 (0 5 0). Then
we have L = {a"&"c"|n^0}U{cba} is context-sensitive but not context-
free. Since X*IL = C(X*/L) = F(X)/L = ZxZ, the language L has a Hotz
isomorphism on monoid level but by Theorem 12, even on group level, no
Hotz-isomorphism is given by a context-sensitive grammar with erasing for
L. (Instead of Z x Z we could use any finitely presented quotient group of
X* which is context-sensitive but not context-free.)

(ii) Let X= {a, b9 c}9 H = F(X)/{ (aca, c), (bcb, c), (ab9 ba) },f:X*-+H the
canonical mapping and

L=f~1f(c) = {w1cw2; wu w2e{a, f?}*, |wx \x = \ w2\xi xe{a, b}}

where \w\x means the number of occurrences of a letter x in a word w. Then
Theorem 12 applies to the context-sensitive language L. •

We do not know whether a context-sensitive language L^X* has a con-
text-sensitive grammar with a Hotz-isomorphism if F(X)/L is a context-free
group [i. e., if F(X)/L has a free subgroup of finite index]. But we have a
positive resuit for F(X)/L finite.
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4 0 V. DIEKERT, A. MÖBUS

THEOREM 14: Let L^X* be a language such that F(X)/L is a finite group.
Then there is a context-sensitive grammar with erasing (and without erasing if
L is context-sensitivè), for L with a Hotz-isomorphism on group level.

Proof: Without restriction we have X^0- Let H = F(X)/L. Since H is a
finite group, we have L ^ 0 . Let q:X* -• H the canonical morphism onto H
and ho = q (w) e H for some vt> e L.

Let G = (V, X, P, S) be a grammar for L. It is well-known that we can
assume all productions to have the following form:

y ^ S ^ y p ô , AeV, y, p,8e(njX)*.

We extend q:X*->H to a homomorphism g:((FxH)U^0* - • # by
q(A, h) = h for (A, h)eVxH. We also define a homomorphism
/>:((KxH)U^)*-><yU^)* by/?(i4, fc) = i4 and />(x) = x for (A, h)e VxH,
xeX. With the help of these mappings we define the productions of a new
grammar G' = (VxH9 X, P', (S, h0)) as follows:
Put

if and only if:

P (Y)P (A')p(V) -+p(y')p ( p > (SO e P and q (A>) =

It is easily proved by induction on the length of a dérivation that

(S9 ho)=>w?e((VxH)\JX)* if and only if S=>/?(w') and q(yvr) = h0. Hence,
G' G

L(G) = L.
It is seen from the form of the productions that q induces a homomorphism

cancan Q

q: H (G7) -> H such that the composition H = F(X)/L -» H(G')^> H is the
identity. Therefore, the mapping iH:F(X)/L-+ H(G') is injective. As shown
in [2], Thm. 8 we can effectively find an equivalent subgrammar of G' with a
Hotz group X-isomorphic to F(X)/L. •

n. UNDECIDABILITY RESULTS

The following results hold for Hotz-isomorphism on any level. The proofs
are given for the monoid level, only. The other levels are handled completely
analogously. The property of languages whether they are languages with a
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Hotz-isomorphism is clearly non-trivial; there are languages with a Hotz-
isomorphism, e. g. the empty ianguage, and context-sensitive languages
without any Hotz-isomorphism, such as L = {anbncndn\ n = 0}. Thus, by the
Theorem of Rice, see e. g. [6], Th. 8.6, it is undecidable whether a grammar
générâtes a Ianguage with a Hotz-isomorphism. Similarly, it is undecidable
whether the grammar itseif allows a Hotz-isomorphism. To see this, iet
G = (F, X, P, S) be any grammar with X^0. Let Z be a new symbol and
set G' = (FU{Z}, X, PU{Z~^A\x\X; AeV, xeX}, S).

We have L(G) = L(G') and M(G') = {1}. The grammar G' has a Hotz-
isomorphism if and only if X*/L(G) is the trivial monoid. This is undecidable,
again by the Theorem of Rice. Thus, both questions whether a grammar
générâtes a Ianguage with a Hotz-isomorphism and whether a grammar has
a Hotz-isomorphism are undecidable. However, the second question is semi-
decidable whereas the first one is not.

THEOREM 15: The set of grammars with a Hotz-isomorphism is recursively
enumerable,

Proof: Let G = (F, X, P, S) be a grammar. First notice that it is semi-
decidable whether the canonicai mapping i:X*/L(G) -• M(G) is surjective.
Indeed, the answer to this is given by the value of the foliowing semi-
decidable predicate:

VAeV, 3n = l , 3afe(KU-X)*,

i= l , . . ., n— 1, 3ot„eZ*: A o aA o . . . <=> a„.
G G G

Let us show that it is also semi-decidable whether the morphism
i:X*/L(G)^>M(G) has a left-inverse. For a function f:V-*X* let
fx\{V\JX)* -»X*/L(G) which is induced by f(A) for AeV and by the
identity on X. Now, the morphism i has a left-inverse if and only if there is
a function ƒ : V ̂ > X* such that fx{l)=fx{r) in X*/L(G) for all productions
(/, r)eP. Since the defining relations for X*/L(G) are recursively enumerable
and P is finite, the existence of such a function ƒ is semi-decidable.

The Theorem follows because the conjunction of two semi-decidable que-
stions is semi-decidable again. •

PROPOSITION 16: Neither the set of grammars generating a Ianguage with a
Hotz-isomorphism nor its complement is recursively enumerable,

Proof: This is an easy conséquence of the well-known containment property
of recursively enumerable sets of languages, see [6], Lemma 8.2. •
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We finish the paper by showing two other undecidability results.

THEOREM 17: Let X^0. There is no algorithm of the following type:
It takes a grammar G over X as input and if L(G) is a non-empty language

with Hotz-isomorphism then it produces an output grammar G' such that
L(G) = L (G') and H (GO is X-isomorphic to F(X)/L (G), otherwise the algorithm
may produce any garbage or it may even f ail to terminate.

In fact, we shall prove a stronger result, namely there is no such algorithm
which is required to work correctly only on grammars producing finite non-
empty languages L c: X* where X*jL is trivial or the group with two éléments
Z/2Z.

Proof: Let G be any grammar with terminal alphabet X. Choose any xeX.
Then we effectively find a grammar Gt such that

L(Gt) = (L(G)n{x})U(X\{x})[j{Kx2}.

Of course, F(X)/L{G1) = { 1} if xeL(G) and F(X)/L(Gi)^Z/2Z otherwise.
Assume there would be such an algorithm as above. Since L(G1) is finite
and non-empty, we would obtain a grammar G'± with //(Gi) = { 1} if xeL(G)
and H (G;)^Z/2Z otherwise.

Since H(G[) is an effectively given finite présentation of a finite abelian
group, we can décide whether this group is trivial or not. Thus, we could
décide whether xeL(G) or not •

THEOREM 18: Let X^0. There is no algorithm of the following type:
It takes a grammar G over X as input and ifF(X)/L(G) = F(G) = F(X) (i. e.,

L (G) contains at most one element) then it produces an output grammar G'
such that L(G)~L(G/) and H(G') is X-isomorphic to F(X), otherwise it may
produce any garbage or it may even fail to terminate.

Proof: Choose any two different words vl9 v2eX*, and grammars Gls G2

such that L(G1) = {vi} and
Now, let G be any grammar over X. We effectively find a grammar G12

such that L(G12) — L(G)D{vu 2̂}* Assume there would be an algorithm as
above. Then the following happens: If L (G12) # {vu v2} then
F(X)/L(Gl2) = F(X) and we find a grammar G'12 such that H(G'l2) is X-
isomorphic to F(X). Knowing its existence, we effectively find this X-iso-
morphism; and we can compute the image of the axiom in F(X). If this
image is not vx then L(G)^{u1}, if it is v1 then L(G)^{i;2}.

If {vls i;2}g=L(G) this algorithm may produce any garbage or it may fail
to terminate. However, since the question {1^, v2}^L(G) is semi-decidable,
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we could find another algorithm which always terminâtes with values 1 or 2
on input G such that the output 1 implies L (G) ̂  {v^} and the output 2 implies
L (G) # {v2}. Let ƒ (G) = 1 or 2 according to the output of this algorithm. Then
G^Gf (G) is a computable function. By the well-known recursion theorem,
see [6], Thm. 8.18, we have L(G)=^L(Gf (G)) for some grammar G. But by
the définition of the grammars G± and G2 this is impossible. •

Remark: For the sake of completeness, let us mention that in the exotic
case X^0 there exist such algorithms as demanded in Theorems 17 or 18.
(Note, however, that the emptiness problem is still undecidable for grammars
over an empty set of terminals.) Slightly more gênerai, if G is given and we
know any word w e l * such that L(G)g{vv>} [but we may ignore whether
L(G) is empty or not], then we effectively find an equivalent grammar G'
which has a Hotz-isomorphism. This may be seen by the proof to Theorem 1.

Note added in proof: The problem state preceding Theorem 14, has a positive answer:
this theorem can be generalized to context-free F(X)/L. For context-sensitive gram-
mars (with or without erasing) Glt G2 there exists a context-sensitive grammar (with or
without erasing) G, such that L(G) = L(G1)nL(G2) and C(M(G))^C(M(G2)). [However
C(M(G))^C(M(Gi)) xC(M(G2)) cannot be achieved in gênerai. This "context-sensitive version
of Lemma 7" is wrong even on group level.]

We conclude a context-sensitive version of Corollary 9 on cancellative level, and from this
we obtain Theorem 14 for context-free groups.
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