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Abstract

The language FI of ordering constraints over feature trees has been
introduced as an extension of the system FT of equality caings over feature
trees. While the first-order theory of FT is well understooualy few decidability
results are known for the first-order theory of ETWe introduce a new method
for proving the decidability of fragments of the first-ordbeory of F1c. This
method is based on reduction to second order monadic logicishdecidable
according to Rabin’s famous tree theorem. The method apfdiany fragment
of the first-order theory of FX for which one can change the model towards
sufficiently labeled feature trees — a class of trees thahtveduce. As we show,
the first order-theory of ordering constraints over suffitie labeled feature
trees is equivalent to second-order monadic logic (S23rfarite and WS2S for
finite feature trees). We apply our method for proving that#ment of FTc
with existential quantifier§, =3x; ..., d2 is decidable. Previous results were
restricted to entailment without existential quantifiersieh can be solved in
cubic time. Meanwhile, entailment with existential quéiats has been shown
PSPACE-complete (for finite and infinite feature trees retpely).

Keywords Feature logic, tree orderings, entailment, decidabiligmplexity,
second-order monadic logic.

1 Introduction

Feature logic is a formalism to describe objects by the wbfdheir attributes ofea-
tures It has its roots in the three areas of knowledge representawith concept de-
scriptions frames or y-terms [Brachman & Levesque, 1984, Ait-Kaci, 1986, Nebel,
1990, Nebel & Smolka, 1990], natural language processispedally approaches
based orunification grammargKay, 1979, Kaplan & Bresnan, 1982, Shielstral.,
1983, Shieber, 1986, Pollard & Sag, 1994, Rounds, 1997],candtraint program-
ming languages with record structures [Ait-Kaci & NasiB&9Mukai, 1988, Ait-Kaci

& Podelski, 1993, Smolka, 1995].

Two main approaches to feature logics can be distinguiskeedrding to the under-
lying logical structures. Both approaches rely on quiteilsinsyntactic constructions



called feature constraintdut differ significantly in their semantics. In the HPSG-
community in computational linguistics [Pollard & Sag, #9€arpenter, 1992], fea-
ture constraints are typically interpreted over so-caftsture structuregsee below).
In programming language research [Ait-Katial, 1994, Backofen & Smolka, 1995,
Backofen, 1994, Backofen, 1995], feature constraints amally interpreted in a sin-
gle structure, the structure tdature treesA feature tree can be seen asaordand a
feature constraint as a record description. In this artiekefollow the approach where
feature constraints are interpreted over feature trees.

Feature Trees. We assume a set daturesand a set ohode labels An (optionally
labeled)feature treeis a tree with unordered edges each of which is labeled by a
featureand with nodes which may or may not be labeled by a node labehtuFes

are functional in that all features labeling edges that defpam the same node are
pairwise distinct. As an example, consider the followingtéee tree which records a
part of the address of Mr. Peter Jordan in Wiltingen:

address

name city

[ ]
fi rs‘/ &cond

peter jordan

wiltingen

A feature tree is defined byteee domairspecifying itsnodesand alabeling function
The idea is that aodein a tree is identified with thpath by which it can be accessed
from the root of the tree. Given this, a tree domain becomprefixed closedet of
words over features. A labeling function specifies the subidabeled nodes and a
node label for each of these nodes. Thus,l#eeling functionof a tree becomes a
partial function from its tree domain to the set of node label

The tree domain of the above tree is the{ghame, name first,name second, city}.
Note that the node (addressed by the warghe is unlabeledi.e., the labeling func-
tion is undefined for this element of the tree domain.

Information Ordering. Feature trees and feature structures can be ordered in an
natural way by comparing the amount of the information thagryc On feature trees,
this leads to a partial ordering that is calieformation orderingiMuller et al., 2000]

or equivalentlyweak subsumptiofporre, 1991]. On feature structures, another partial
ordering relation is obtained which is callsttong subsumptiofDorre & Rounds,
1992]. It is also possible to define strong subsumption fatuie trees and weak
subsumption for feature structures, even though this seéerbs less natural. In this
article, we focus on feature trees with weak subsumption. loser comparison to
strong subsumption is given in the paragraph on featuretsimes below.

Intuitively, a feature tree; is smaller than a feature treg with respect to the informa-
tion ordering ift, can be obtained from, by removing edges and node labels. More
precisely, this means that the tree domainab a subset of the tree domainof and



that the (partial) labeling function af; is contained in the labeling function of. In
this case we writg; < T,. An example is given in the picture below.

wine

: Coy Wducer
wine
color < white .
white label country
jordan&jordan germany

Ordering Constraints over Feature Trees.  We investigate the system ETof
ordering constraints over feature trees [Mulkral, 2000, Miller, to appear, Miller
& Niehren, 1998, Miilleret al, 1998]. The feature constraints provided byFare
constructed from variables ranged over hy, featuresf and node labels. The
abstract syntax abrdering constraintsp in the language FI is defined as follows:

¢ = x<y | X[fly | a(x) | A’

The semantics of T is given by the interpretation in the structure of featuees
where the symboK is interpreted as the information ordering. The semantidea
ture selectiory| f]y and labeling constraint(x) is defined as usual. For instance, both
trees in the picture above are possible denotationg forsolutions of the constraint
wine(X) A X[color]y A white(y). We consider two cases: Either we interpret constraints
in the structure of possibly infinite feature trees or in threcture of finite trees. The
particular choice will be made explicit whenever it matters

The system FT is an extension of the system FT of equality constraints taeture
trees [Ait-Kaciet al, 1994, Backofen & Smolka, 1995]. The syntax of FT coincides
with the syntax of FT except that FT provides for equalitigs-y instead of ordering
constraintx<y. The semantics of feature selection and labeling conssr&irFT are
the same as in EI. Equalities are expressible in ETsince the equivalence=y «»
x<yAy<xis valid in FT<.

Decidability and Complexity.  The first-order theory of equality constraints FT is
well-known to be decidable [Backofen & Smolka, 1995] but avé non-elementary
complexity [Vorobyov, 1996]. Several of its fragments candecided in quasi-linear
time [Smolka & Treinen, 1994], including the satisfiabiljtyoblem for FT and its en-
tailment problem with existential quantificatidr=3x; ...3xX,¢’. Much less is known
on the first-order theory of ordering constraints in ETPreviously, the entailment
problem¢ = ¢’ of FT< was shown to have cubic time complexity [Mulketral., 2000]
but decidability for more expressive fragments of the foster theory of FT was left
open.

Relationship to Second-Order Monadic Logic. In this article, we present a new
method for proving the decidability of fragments of the fiostler theory of FE. To
this end, we pursue a general approach which is based onti@dtc second order



monadic logics, WS2S for finite feature trees and S2S foriteffieature trees. The de-
cidability of WS2S is well-known and follows from a clasdicaduction to the empti-
ness problem of tree automata [Thatcher & Wright, 1968, Doh@70, Gecseg &
Steinby, 1984, Comoet al., 1998]. The decidability of S2S is a classical consequence
of Rabin’s famous theorem on automata for infinite trees [Ral®69, Thomas, 1990,
Thomas, 1997].

We express feature constraints in second-order monadic &xpording to a well-
known idea: we identify a feature tree with a set of words axpless feature con-
straints by formulas of (W)S2S. The same idea for construcézs (ground terms)
can be found in [Comon, 1995]. Let us assume for simplicit the set of labels
L is the singletonZ = {a}. Under this assumption, @mpletely labeledeature tree
(whose labeling function is total) can be identified with titese domain, i.e with a
prefixed closedet of words. For instance:

7N
LN
a
An optionally labeled feature tree (as considered in thigla) can represent an arbi-
trary set of words, but several trees may correspond to e &t. For instance, the

set{f, ff,gf} can be represented by the set of labeled nodes in either @iltbeing
two trees:

{e,f,0,0f,00} &

7N N
L 4 G N
.f/ \g.

If we seek for a unique feature tree to represent thg et f,gf} then it might seem
appropriate to choose the smallest feature tree whose setatfeled nodes equals
{f,ff,gf}, i.e, the tree which above is depicted to the left. This tree can hk
distinguished by the property of beirmyfficiently labeledi.e., its tree domain is the
prefixed-closure of the set of its labeled nodes. Thus, weeamsent a sets uniquely
by an optionally labeled feature tree if we require prefixémbedness for the set of
labeled nodes.

To conclude, it seems that we have to require prefixed-ctessslin order to encode
sets of words as feature trees, independently of whether avk with completely or
optionally labeled feature trees. There raises an intnigiyroblem with our approach
of expressing feature constraints in (W)S2S. It seems diffiif not impossible, to
express prefixed-closedness and feature selecfibn’ in (W)SwS simultaneously.
To express prefixed-closedness in (WS one needs concatenatimh of words with
letters to the right, whereas feature selection requiresaienationf 1t of words with
letters to the left. The logics (W)S2S provides at most orte@two forms of concate-
nation and becomes undecidable when extended with theashaitte (see for instance
[Thomas, 1990], Theorem 11.6). As a consequence, nobodsolfas been able to use
(W)SwS for deriving decidability results for feature logics. larficular, the first-order
theory of FT could not be embedded into (W)S2S. In fact, itsealready difficult to



express first-order equations like= a(y,a(y,y)) in terms of W(S2S) or tree automata
[Comonet al., 1998].

In this article, we propose an work around to the above problé/e define the lan-
guage FT of ordering constraint over sufficiently labeled feature ge&@he syntax
of FTZ coincides with the syntax of ETbut its semantics is based on the restricted
structure of feature trees. The new observation underlfigpproach to be presented
is that prefixed-closedness has not to be expressed whedirgdeature constraints
over FT_ into (W)S2S (in contrast to KJ). For finite feature trees, first-order formu-
las over FT can be translated into WS2S; for possibly infinite featueesr the full
power of S2S is needed.

A finite tree is sufficiently labeled if and only if all its leaes are labeled; inner nodes
may or may not be labeled. The analogous characterizatiootisalid for infinite
feature trees since these need not have leaves at all. Asnéecaxample, consider
the following infinite feature tree which sufficiently laleel since it has sufficiently
many labeled leaves, namely the pafk%g for all n > 0.

f A0
N
{f?"g|n>0} YEN o

N

o a

Most importantly, a sufficiently labeled tree is uniquelytetenined by its labeling
function. For instance, the above tree is the unique suffilgidabeled tree whose set
of a-labeled nodes i§f2"g | n > 0} provided that the set of labels is the singleton
L ={a}.

In this article, we will show how to encode the first-orderaheof FT_ into (W)S2S
without expressing prefixed-closedness, and vice versdl{seorem 4.2). Let= | 7 |

be denote the cardinality of set of featurés Our reductions apply ik > 2 and
k<w, i.e, if the set of featuregf is at most countably infinite. For finite trees, we
reduce the first-order theory of ETto WSKS, the weak second-order monadic logic
with k successors which can in turn be expressed in WS2S, the weakdserder
monadic with two successors [Thatcher & Wright, 1968]. |e ttase of possibly
infinite trees we reduce to SkS, the full second-order mankagjic with k successors
which, in analogy, is expressible in S2S, the full secordeomonadic logic with two
successors [Rabin, 1969].

The first-order theory of FT can be embedded into the first-order theory okFsince
the latter can express sufficient labeling (see ProposBi8) We thereby obtain the
following relationships (where FO stands for first-ordezdhy):

(W)S2S = FO(FTZ) < FO(FT)

These relations suggest a method for proving the decitalifi a fragment of the
first-order theory of FE: simply encode the fragment of ETinto the corresponding
fragment of FT. This induces an encoding into (W)S2S which is decidable.

Entailment of FT < with Existential Quantifiers. We consider the entailment
problem¢ = Ix;... 3¢’ for FT< with existential quantifiers. Without existential
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guantifiers the problem can be solved in cubic time [Mube=l, 2000]. But with
existential quantifiers, entailment becomes surprisimgigd. We will illustrate how to
prove PSPACE hardness in case of infinite feature trees axB tardness for finite
trees.

The new difficulty can be illustrated by considering the ipeledence prop-
erty [Colmerauer, 1984]: ih =rr. /[, ®i then there exist§, 1 < i < n, such that
¢ =r7. ¢i. Independence holds for the language of ordering congsrain FT<
[Muller et al, 2000] but fails when existential quantifiers are admittd@d. see this,
notice that the entailment judgment

x<yAaly) E a(x)Vv3Iz(x<zAb(z)

is valid in FT< while the left hand sidx<y A a(y) does neither entailg(x) nor
3z(x<zADb(2)) on the right hand side (provided theat b).

In this article, we prove the decidability of the entailmgmoblem of FT. with ex-
istential quantifiersh = 3x;...3x%,¢' under the assumption of a countalitinite set

of features and a finite set of node labels. We apply the metketthed above and
show that entailment for ET with existential quantifiers can be reduced to the cor-
responding problem for FT but in a non-trivial way (see Proposition 6.8). In the
case of finite trees, we obtain a reduction to WS2S and foriiefimees into S2S.
Proving the correctness of Proposition 6.8 is involved. Pphablem is that entail-
ment with existential quantifiers differs for the strucsifeT< and FT_. For instance,
true = IX(x<xp A X<X2) holds for FT. butnotover FT.. We will explain this example
in Section 6.2 and also how the problem can be overcome.

Recent Developments. The presented article has emerged from an earlier con-
ference paper [Muller & Niehren, 1998]. In comparison, #récle is extended by
complete proofs and the following new result:

1. (W)S2S can be encoded into the first-order theory of BTFT_.

The present article leaves two open guestions which havewteéle been answered:
2. Is the first-order theory of T decidable or even expressible in (W)S2S?
3. What is the precise complexity of entailment of Fith existential quantifiers?

In what concerns question 2, it is shown in [Mulkeral, 1998] that the first-order
theory of F1< is in fact undecidable. Thus, it cannot be expressed in (\&)32 the

same paper the answer to question 3 is also given: EntailofdfT< with existen-

tial quantifiers is PSPACE-complete, both in the case ofditiiées and for possibly
infinite trees. A lot of additional machinery and ideas isdexzkfor the latter result.
Proving PSPACE-completeness for entailment with exigequantifiers requires a
direct algorithm rather than an encoding into second ordenadic logic. Also the
PSPACE-hardness proof for entailment over finite featugediis somewhat tedious.

Feature Structures versus Feature Trees. Inthe HPSG-driven approach pursued
in computational linguists [Pollard & Sag, 1994, Carpent®&92], feature constraints
are typically interpreted over so-called feature struesur

6



A feature structurds a graph-like logical structure with edges labeled bydest and
labeled nodes. For instance, the following feature strecii has nodes;....,Vs:

V1 Vo
f g f/ N
a(vs)  a(va)  a(vs)  b(ve)

In this context, two partial orderings have been introduf@@dire, 1993]: weak sub-
sumption [Dorre, 1991] and strong subsumption [Dorre &uRds, 1992]. In order
to illustrate the difference, we give definitions for bothrtisd orderings which are
equivalent to those in the literature.

For every nodev of A’ let graph, (v) be the subgraph af\’ reachable fromv and
let tree, (V) be the feature tree obtained from unfoldiggaph, (v). For all nodes
v,V' of A we say thatveak subsumption <yeaxV' holds iff trees (V) < treeN(v’)
is valid with respect to the information ordering on featdrees. For instance,
V1 <weak V2 holds in (. The strong subsumptionrderingv <syongV' holds if and
only if graph, (v) can be homomorphically embedded igtaph,(v'). For instance,
V3<strongV4 bUt N0tvy <strongV2.

Plan of the Paper.  Section 2 recalls the definition of ordering constraintsrove
feature trees and gives lower complexity bounds for enillhwith existential quan-
tifies. Section 3 investigates alternative structures afifiee trees in some more detail.
Section 4 presents a collection of results on the relatipnbbtween the first-order
theories of FT and FT_, and second-order monadic logics. Section 5 recalls some
relevant results on satisfiability from [Mullest al, 2000]. Sections 6 and 7 present
and prove correct our reduction of entailment with exigemuantifiers in FT to the
corresponding problem in ET In Section 8 we complete some less exiting proofs.
Section 9 summarizes and concludes.

2 Syntax and Semantics

We assume an infinite set vériablesranged over by,y,z a countable set§ with
at least two elements that are calfedturesand ranged over by, g, and a finite seL
with at least two elements calldabelsranged over by, b.

2.1 Feature Trees

A pathttis a word of features,e., te F*. Theempty pathis denoted by and the
free-monoid concatenation of pathiendm’ astut; we haveent= 1e = 1. Given paths
mandTt, 1 is called aprefix of mif = m'n’ for some patht’. A tree domainis a
non-empty prefixed-closed set of pathsfeature treex is a pair(D, L) consisting of a
tree domairD and a partial functioi. : D — £ that we calllabeling functionof 1. We
freely consider a labeling functidn: D — £ as a binary relatioh C D x £ whenever
this is more convenient. Given a feature treeve write D, for its tree domain and;
for its labeling function. A feature tree f@ite if its tree domain is finite, andhfinite



otherwise. Anode oft is an element oD;. Theroot of T is the nodes. A leaf ofTis a
maximal node of with respect to the prefix ordering. A nodeof T is labeled with a
if L¢(17) = a. A node oft is unlabeled if it is not labeled by any lateekE L.
Forinstancero = ({¢, f, fg,ff}, {(g, @), (ff, b)}) is afinite feature tree with domain
D, = {¢, f, fg, f f} and labeling functior., = {(¢, a), (ff, b)}.

a
| f
[}
f/ \g
b °
The treetg has two leaved f and fg. The root oftg is labeled witha and its noded
and fg are unlabeled.
The set of features occurring in some feature trég denoted byf (1), i.e, F(1) =
{f | mf’ € D}. Given a functiona : ¢/ — FT< and a set of variable¥ C 7 we
define Ay (a) by Uyey F (0(X)).

2.2 The Structures FT< and FTZn

We consider two cases, the structure of possibly infinitéufeatrees FT and the

structure of finite feature trees éq'. The domain of the structure ETis the set of
feature trees built from features i and labels inc. Its signature consists of the set
of binary relation symbolg[f] | f € F}U{<} and the set of unary relation symbols
L. These relation symbols are interpreted as the followitgticns between feature
trees. For allt, 11, T2, we define:

T]_STZ |ff Drl g DTZ a.ndL'[l g LTZ
Ti[f]ty  iff Dy, ={m| frte Dy, } andlLy, = {(TL @) | L, (fT) = a}
at)y iff Li(e)=a

The structure Fin is the restriction of the structure ETo the domain of finite feature
trees. -

If Tis atree and € D, a feature in its tree domain there we writd] for the subtree
of T at featuref, i.e. T = 1[f] is the unique freature tree satisfyimff]t’.

2.3 Ordering Constraints and First-Order Formulas

An ordering constraintp of the constraint languages End F'ItgIn (we freely over-
load names of the structure and constraint language) isatkfig the following ab-
stract syntax:

¢ = x<y | aX [ Xfly [ o172

An ordering constraint is a conjunction bisic constraintsvhich are eitherbasic
ordering constraints Xy, labeling constraints &), or selection constraints[X]y. We
write X for a possibly empty word of variableg .. . x, and3x¢ instead o8x; ...3X,¢.

We denote with®d a first-order formula built from ordering constraints pli tusual



first-order connectives. We denote with(®) the set of variables occurring free @
and with 7 (®) the set of features occurring h.

A variable assignmenito a logical structureq (such as FT or FTf<'n) is a function
a mapping variables to elements of the domainAofThe truth value of a first-order
formula @ with the same signature tham under a variable assignmeatinto 4 is
defined as usual for first-order languages. sélution a of ® over A4 is a variable
assignment int? that makesb true. We writea |=4 @ if a is a solution ofd over 4.
We call ® satisfiablein 4 if there exists a solution ob in 4 andvalid in 4 if every
variable assignment intd is a solution of®. We say thai entails @' over 4 and
write ® =4 @' if every solution of® over 4 is a solution of®, i.e,, if the implication
® — @' is valid over4. We call® and®’ equivalentover 4 if ®; < d, is valid.

An n-ary predicate? over a structureq is ann-ary relation between elements of the
domain of 4. We write P(ty,...,Tpn) if (T1,...,T5) € P for some elementy,.... Ty
of the domain of4. We denote a formula with free variablesxy,...,x, with
®(xq,...,Xn) Whereby an ordering on the variables®is fixed.

Definition 2.1 An n-ary predicate? over a structure4 is expressedy a formula
®(xq,...,X%) with over the signature ofl if:

P ={(a(x),...,0(X)) | o =7 DX, ..., %)}

For the structure FT of feature trees with equality, this mgéin was investigated in
depth by [Backofen, 1994].

2.4 Complexity of Entailment with Existential Quantifiers

Entailment between ordering constraints with existergigntifiersp = 3x; ... 3% ¢’
is a surprisingly hard problem. This problem is proved PSBPAGmplete in follow-up
work [Muller et al., 1998], both for finite and possibly infinite feature trees.

A simple proof for both PSPACE hardness in case of infinitedrevas first given in
[Muller & Niehren, 1998]. In case of finite trees, the analag proof yields coNP
hardness only. We illustrate the idea behind this proof meotto give an example
for the expressiveness of entailment with existential tjiars. Proving PSPACE
hardness for finite trees is less obvious [Mukgml., 2000].

We first consider the case of infinite trees and show how toesgouniversality of
finite automata by entailment with existential quantifidfge fix a labela. For every
finite automatonq we show how to express the following predicatg of possibly
infinite feature trees by an positive existential formula.

Pq =gef {T | forall me L(4) : L (1) = a}

Note that all trees irP4 are infinite if £(2) is infinite. Our goal is to express; by
an ordering constraint with existential quantifidrg (z) and a single global variable
Given this property it follows for arbitrary finite automaghand. 4’ that:

LA)CLA) i PaCPy i ®u(d) EDa(d



We illustrate the definition ofP4(z) for the following automaton4 with alphabet

{1,2} and states, y:
1
a: e D— D 2

We assume that the alphalddt 2} is included in the feature set and defihg(z) by:
®a(2) =der PAY(ZXAXLZYAY[2]Zy Ay=xAaly))

Here, we use the following abbreviation: for arbitrary, f we write u[f]|>v instead
of Iw(u[flw A v<w). The statex,y of 4 become existentially bound variables of
®4(2). The constrainiz>x expresses thatis the initial state of42 and the constraint

a(y) thaty is the finial state ofa. Furthermore, for each transition of the form’ vin

4 there is a corresponding formulif]>v. An epsilon transitionu < v of 4 simply
corresponds to an ordering constraiitv. Proving the correctness of this encoding is
not difficult.

For finite trees, the above reduction allows to encode thod#te fiutomata that recog-
nize a finite language. Universality for automata with fildaeguages is coNP com-
plete and thus entailment of with existential quantifiersiedard.

3 Related Structures of Feature Trees

Beside of optionally labeled and sufficiently labeled featiees, two alternative no-
tions of feature trees can be found in the literature. Welr#wase notions and com-
pare them with respect to their first-order theories, inaeleace, and their relationship
to second order monadic logic.

3.1 Alternative Definitions of Feature Trees

Optionally labeled feature trees as considered in thislarind previously [Milleet
al., 2000]allow labels at all nodes but doot requireany. In [Ait-Kaciet al,, 1994],
completely labeledeature trees are considered, i.e. feature trees with blédtaling
function. Finally, [Backofen, 1995] considelsaf-labeledfeature trees, i.e feature
trees where exactly the leaves are labeled.

Sets of Words as Trees. As argued in the introduction, we can relate a language
of ordering constraints over some structure of featuresstte (W)S2S if the features
trees provided by the structure allow to represent arlyitsats of words (over features)

in a unique way. Whether this is possible or not depends ondkien of feature trees
used. Given a labal € L, a feature tree can be understood as a representation for the
set of itsa-labeled nodes, a subset $f.

A completely labeled tree can represent a prefixed closedfsebrds, whereas a
leaf-labeled tree can represent the frontier of a prefixedexd set. Optionally labeled
trees represent arbitrary sets of words but in general egtcbosresponds to multiple
trees. Only sufficiently labeled tree can uniquely represéoitrary non-empty sets of
words.
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First-Order Theories. For equality constraints as in FT, the particular definition
of feature trees does not matter. The reason is that theofilst- theory of FT has a
complete axiomatization [Backofen & Smolka, 1995]. Eacfiniteon of feature trees
yields a model of the axiomatization of FT. All these modeis distinct but their
first-order theories coincide due to the complete axioratitin.

With respect to ordering constraints the choice of the $jpadéfinition of feature trees
matters. For example, let us consider the formdhaéx) and®, with labelsa # b:

P1(x) = 3Fy(x<yAaly)) AIz(x<zAb(z)
O, = IXVyxy

The formula®1(x) says that the root of the denotationsois unlabeled since # b.

Thus,®4(x) is satisfiable in FT and F'If<In but not in a structure of feature trees where
every node must be labeled. The formdia says that there exists a least feature tree
with respect to the information ordering. Such a tree e>i'rsl§Tf<'n namely({e}, 0).
However, there is no least tree in structures of featurestuleere all nodes (or all
leaves) are required to be labeled. Thas,distinguishes the first-order theory ET
from those of the alternative structures in [Ait-Kaati al., 1994, Backofen, 1995,

Backofen & Smolka, 1995].

Independence. The failure of independence for ordering constraints wilsten-
tial quantifiers does not depend on the structure of feat@estchosen (optionally
labeled, completely labeled, leaf-labeled, or sufficietdabeled). The counter exam-
ple against independence given in the introduction, howelaes not apply for the
structures of feature trees that are completely labele@afrlabeled. The judgment
x<yAaly) = a(x)Vv3Iz(x<zAb(z)) holds in all these structures but this does not
contradict independence. In fact, for both completely ledb@r leaf-labeled trees the
first disjunct is entailed, but not for optionally labeledsuifficiently labeled trees:

x<yAaly) = a(x)

This judgment holds for completely labeled trees sirerust be labeled and cannot
bear any other label tham It also holds for feature trees with labeled leaves where
x<yAa(y) implies thaty and thusx denotes a leaf and hence must be labeled.

The following counter example for independence appliesry af the structures
discussed so far. We writa(x[f]) as an abbreviation for the existential formula
IX (X[ f]X Aa(X)). For any of the structures considered, the following enteiit judg-
ment is valid ifa # b but neither of the two disjuncts is entailed:

x<yAa(y[f]) = a(x[f])vIz(x<zAb(Zf]))

3.2 Sufficiently Labeled Feature Trees

So called sufficiently labeled feature trees play a crudé in the relation between
feature logics and second-order monadic logic.

Definition 3.1 We call a feature tree sufficiently labeledf for every e D; there
exists a patht and a label a £ such L(1ot) = a.
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A finite feature tree is sufficiently labeled if and only if @i leaves are labeled. In
case of infinite feature trees this does not necessarily. fr@dinstance the tref*, 0)

is not sufficiently labeled even though all its leavies.(none) are labeled. Notice also
that a sufficiently labeled feature tree (finite or infinit@ntains at least one labeled
node.

Lemma3.2 Let0# L C ¥* x L be a partial function. Then there exists a unique
sufficiently labeled feature tree with labeling function idathis tree is the least tree
with labeling function L.

Proof. Since{mt| L(m) is defined} # 0 we can define a tree domaihas follows:
D = {m | exists a suffixt of T such thatl (1) is defined

The feature tree with D; = D andL; = L is sulfficiently labeled and smaller than all
other trees with labeling functioh. 0

Let the predicatesuff-lab(t) hold if T is sufficiently labeled. For expressing this we
first express the compatibility predicate-t’ which holds for two trees andt’ if for
all pathmtand labelsa, b, L(1) = aandLy () = b imply a=b. We can express the

compatibility predicate for FI and F'ItgIn by the following existential formulx~y
over ordering constraints:

X~y =def FZ(X<LZA Y<2)

Proposition 3.3 If L contains at least two labels then the predicatéf-lab can be
expressed by a first-order formula over ordering constsintFT< or FTfS'n.

Proof. We express the predicaseff-lab by the following formulasuff-lab(x):
suff-lab(X) =der VY (VZ (X~Z > y~2z) — X<y) A =VZ (X< 2)

This formula requires foo |=gt. suff-lab(x) thata(x) is smaller than all trees which
are compatible with the same trees tlg), and thati(x) is not the least treg{s}, 0).
The correctness of the formudaff-lab(x) is not obvious. First note that for al: 7/ —
FT< it holds that:

A Frr. VZ (X~Z 4 ynz) = X<y iff Loy = Lagy)

For the one direction, led [=rr. VZ (Xx~Z ¢ y~2) — x<y and suppose thal, ) (1) is
defined for some pattt Letb # Ly (1) be a label (which exists since contains at
least two elements) and I€? be the smallest tree with; (1) = b. Hence,a(x) # 12
and thusa(y) # 2. Hencely is defined and_qy) () # b for all b # Ly (17.
Hence Lq(y)(T) = Lq(x) (T). The other direction is straightforward.

Suppose thatt =¢t. suff-lab(x) is valid. We have seen so far thafx) is the least
tree with labeling fl]nctiorLa(X). Note next thafTt| Ly (17 is defined} # 0. Oth-
erwise, a(x) would be the least treg{e},0) which contradicts our assumption that
a = —Vz (x<2z). According to Lemma 3.2 there exists a unique sufficienthelad
feature treer with labeling functionLy () and this tree is the least tree with labeling
functionLy ). Thus,Tis equal toa(x) which in turn has to be sufficiently labeled

12



3.3 The Structures FT_ and FT;ﬁn

Second-order monadic logic can be understood as a featgie dtosely related to

FT<. For this purpose, it is sufficient to restrict the structuFel< and F'ItgIn to suffi-
ciently labeled feature trees.

Definition 3.4 The structure FT is the restriction of the structure ETto the domain
of sufficiently labeled feature trees. The structure;m'is the restriction of the struc-
ture F'IISIn to the domain of sufficiently labeled feature trees.

The first-order theories of FTand FT_ differ. One example is theV formula®, dis-
cussed in Section 3.1. Another example is the followingterisal formula®s (X, X2):

P3(X,%X2) = IX(X<XL AXLX)

The formula®s(x1,X2) requires for all solutions that there exists such that <o (x;)
andt<a(xg). Formula®s(x1,X2) is valid over FT. but not valid over FT. In FT<
one may choose = ({&}, 0) for all a. This particular choice is impossible in ET
since({e}, 0) is not sufficiently labeled. Even worse,dix;) = ({€}, {(¢, a1)}) and
a(xz) = ({&}, {(e, a2)}) for a1 # a, then there exists no appropriate treg FT_ at
all.

Proposition 3.5 The first-order theory of FT can be embedded in linear time into the
first-order theory of FT.

Proof. This follows from the fact that the predicageff-lab can be expressed in ET
(Proposition 3.3). In order to encode a closed.Fdrmula® one simply restricts all
quantification withind to the domain of sufficiently labeled feature trees by reiplgc
all subformulasix®’ recursively by3x(suff-lab(x) A @'). O

4 Second-order Monadic Logic

Let k= || be the cardinality of the set of featurgsi.e. 2< k < w. We recall the
definitions ofsecond-order monadic logic with k successBisS [Rabin, 1969] and
of weak second-order monadic logic with k succes3WSkS [Thatcher & Wright,
1968].

Syntactically, SkS and WSKS coincide. We assume an additiafinite set ofpath
variablesdenoted byp that is disjoint from the variables denoted xyFormulas) of
SkS and WSKS are built from variablgsnd p and featured.

w = p|e| fw
Y o= pex | p=w [ WAY [ -g | Vpy | Vxy

The semantics of SKS is defined as follows. A path varigbie interpreted as a
path (a word over features) and a variallas a set of words over features. The
denotation of is the empty path and the denotationfaef denotes the path obtained
by concatenatiorf in front of the denotation ofv. The membership constrainex
holds if the denotation gb is a member of the denotation xf The equality constraint
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p=w holds if the denotations g andw are equal. The semantics of WSKS coincides
with the semantics of SkS except that in WSKS a variatlenotes dinite set of paths.
As derived forms we will use the following formulas with theisual semantics:

Apy, Ix, Y- Y, Yoy

The second-order monadic logic with two successors, S2SMBAS, are obtained
for k= 2. It is well known that (W)SKS can be expressed in (W)S2S fio2 & k <
w [Thatcher & Wright, 1968, Rabin, 1969].

Theorem 4.1 [Rabin, 1969, Thatcher & Wright, 1968, Doner, 190] The satisfia-
bility problems of WS2S and S2S are decidable.

4.1 Relation to Feature Logics

Theorem 4.2 The first-order theories of Fgand FT;fln can be embedded in linear
time into S2S and WS2S respectively, and vice versa.

In other words, second-order monadic logic and the firseptheory of the informa-
tion ordering for sufficiently labeled feature trees areirgducible.

An embedding of the theory of ET(resp, FT;f'n) into SkS (esp, WSKS) is shown
in Section 4.3 below. This yields reductions into S28sp, WS2S). An inverse
embedding of (W)S2S into ETwas found in collaboration with Ralf Treinen. It did
not appear in the conference version of this article [Mi#eNiehren, 1998] and is

given in Section 4.2.

Corollary 4.3 Second order monadic logic S2S and WS2S can be expressedirstth
order theory FL and F'IISIn resp.

Proof. Theorem 4.2 shows that (W)S2S can be expressed in the fitst-tireory of
FT_ (reps. F'I;f'n) which in turn can be expressed in the first-order theory of FT

(resp. F'@n) according to Proposition 3.5. 0

Corollary 4.4 The first-order theories of ETand FT;fln are decidable.

Proof. This is an immediate consequence from Theorems 4.2 and 4.1. 0

Despite of Corollary 4.4, the converse of Corollary 4.3 dneshold. Otherwise, the

first-order theories of FI and F'It<In would be decidable, in contradiction to a result
obtained in a follow-up paper of this article [Mullet al., 1998]. This failure illus-
trates a surprising difference betweendfand FT. which shows that the restriction to
sufficiently labeled feature trees has an important coreseri for the expressiveness
of ordering constraints.

Corollary 4.4 incorporates a new strategy for deciding @rirant of the first-order
theories of FT and F'If<'n. It is sufficient to encode the fragment of Finto the
corresponding fragment of ET Of course, this method fails for the full first-order
theory of FT. because of its undecidability. Nevertheless, this mettawdoe use for
solving difficult problems such as entailment of Filvith existential quantifiers.
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Proposition 4.5 If the number of features iff is countably infinite then the entailment

problem with existential quantifiers for ET(resp. F'I;'n) can be reduced in linear time

to the entailment problem for ETresp. FT fln)

Proof. Proposition 4.5 is a corollary to Proposition 6.8 to be pnésé. The proof of
the latter proposition is quite involved. It requires somegarations collected in Sec-
tion 5. Note that the result depends on the existence of amtmfiumber of features.
0

Theorem 4.6 The entailment problem with existential quantifigrg= 3x; ... 3x, ¢’
for FT< (resp. FT") is decidable.

Proof. This is an immediate corollary of Proposition 4.5 and Caill4.4. O

4.2 Encoding (W)S2S in FT

We show how to encode second-order monadic logic into thedider theory of

sufficiently labeled feature trees. We give a single embeglthat is correct both as
an embedding for WS2S into the first-order theory oﬂg? and for S2S into the
first-order theory of FT.

We first explain how we encode words and sets of words as sriflgilabeled feature
trees. Leta € L be a label and @,2 € ¥ features. Awordte {1,2}* is encoded by
the sufficiently labeled trefet] with LH = {(ma)}. For instance:

]/.
131 =
AN

a

We encode a sél C {1,2}* of words by the sufficiently labeled tr¢€l | which satis-
fies: L[[n]] ={(g,a)}u{0m| me N} x {a}. In particular, the empty séis represented
by the tree({e},{(e,a)}) which is sufficiently labeled. For example:

a
0

[{L1222}] = ;/'\2
2

For all wordsTt and setd1 € {1,2}*, membershiprt € M holds if [ 1] carries less
information than the subtree of the translationrbft feature 0, i.e. if t[<[ M ]][ ]

The key to the embedding of (W)S2S is to express two predidaté T_ and FT
which require that a tree encodes a word or a (finite) set oflsmespectively.

Given featuresf; ..., fy, let a{f,..., f} be the unary predicate which holds for a
feature tree if and only if the root oft is labeled bya and edges labeled by exactly
the features in{fy,..., fy}: That is,a{fs,..., fa}(1) holds if and only ifa(t) and
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{f1,.... fa} = DN F. We express the predicatg fy,.. ., fy} in FT_ by the following
first-order formula with free variablg:

alfy,...,fil(X) =der Ixe... I ( A(X) A AL X[ fi]X5 A
vy((aly) A AL YIi) = X<y))

Based on the formula{ f1,..., f,}(x), we can express the predicdte-tree, which
holds if T is a binary tree over featurgdl,2} whose nodes are unlabeled or labeled
with &, i.e,, if Dy C {1,2}* and0 # L C Dy x {a}. We expressin-tree,(T) in FT_

and FT;ﬁn

by the following formulabin-tree,(x):
bin-treea(X) =ger Iy(X<yAa{L,2}(y) A A 3Jz(y<zAZfly))
fe{1,2}

Note that ifbin-tree4(T) holds for a sufficiently labeled treethen{rt| L (1) = a} # 0
since every sufficiently labeled feature tree has at leasti@ipel. The predicateord
holds for a tree which represents a word of feature in that there exists 7 * such
that[ 1] = 1. Henceword(t) holds ifT is a minimal binarya-tree.

word(X) =gef bin-treea(X) A =3y (bin-treea(y) A y<X A =x<y)

It is interesting to see why this encoding works:alfsolvesword(x) over FT_ then
a(x) must have exactly one leaf that is labeledzbyAt least one anyway since(x)

is sufficiently labeled, and not more than one because otbersome leaves could be
dropped to find a smaller sufficiently labeled solution. 8iacsolvesbin-trees(X), the
unique leaf ofx(x) must bea-labeled but none of it inner nodes may be since otherwise
inner labels may be dropped.

We express possibly empty sets of words by the predisattsuch thatset(t) holds

for Tiff T=[MN]for some sefl C {1,2}*. We express this predicate as follows:

empty-set(X) =gef a&{ }(X)
non-empty-set(X) =qef a{0}(x) A Jy(X[Q]y A bin-treea(y))
set(X) =def empty-set(X)V non-empty-set(X)
In Figure 1, the reduction of (W)S2S into the first-order ttyeof FTZ (resp, FT;f'n)
is given. The encoding applies to closed formulas only.elats both path variablgs
and set variables as tree variables. The translation of quantifiers requiresl(p) for
all path variableg andset(x) for all set variablex. The translation of membership
[ p € x] requires for its solutionsr that[a(p) ] is smaller than the subtree of(x)
at path 0 as explained above. The translation of tgrms- w] uses an auxiliary
translatior{ w], which is defined along the recursive definitionvaf

Proposition 4.7 A closed S2S (resp., WS2S) formiiles valid if and only if its trans-
lation [y ] is valid over FTC (resp., FL:f'n).

Proof. One shows by structural induction over the formuiahat the solutions of)

and[ ] are in 1-1 correspondence through the encoding of sets es aediscussed
above. More precisely, we can translate an assignonénaim paths variables to words
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[elk = a{} [p=w] = [w],

[w], = 3y(xUyA[w])

[2aw], = 3y(x2yA[w]) [pex] = 3y(x0yA py)
[Pk = p<xAx<p

[Bpy] = 3Fpword(p)A[W])  [wAY] = [WIA[Y]
[3x¢] = 3x(set(x) A[W]) [-¢] = =[]

Figure 1: Encoding (W)S2S in the first order theory of HFesp, FT;ﬁ”)

in £* and set variables to sets B(7*) to an assignmerjta]: ¥ — FT_ of tree
variables to sufficiently labeled trees such ffaf(p) =[a(p)Jand[a](X) =[a(X)]
for all x, p. Let Y be an formula of (W)S2S with path variablB§p) and set variables
S(W). We can show for alix thata is a solution ofy if and only if[a ] is a solution of

WA Apep(y) word(p) A Nxesiy) set(x). 0

4.3 Encoding FTZ in (W)S2S

We give the reduction of FT or FT;ﬁn into (W)S2S by detour through the second-
order monadic logic wittk = | | successors (W)SKS.

Trees as Sets of Words. Let 1< n < o be the number of labels if. Every
sufficiently labeled feature tree can be identified with aguein-tuple of pairwise
disjoint sets of paths with non-empty union, and vice veFsa.every labebh € £ we
define a functiory, from feature trees to non-empty sets of paths:

Ya(T) = {Tt| L (M) = &}
For L={ay,...,an} we definey(T) as the followingn-tuple of sets of paths:

V(D) = (Yar (1), Yao (T)

Proposition 4.8 The mappingy from sufficiently labeled feature trees to n-tuples of
pairwise disjoint sets of words with non-empty union is tovene and onto. Further-
more, every sufficiently labeled treés finite if and only if every component gf) is
finite.

Proof. Let 1 be a sufficiently labeled feature tree. Sirece D, there exists a patit

and a labeh such thai(ett, a) € L;. HenceU;._ ;5 (T) is nonempty. The setg, (1) are
pairwise disjoint sincé. is a partial function. It is also clear that_,ys (1) is finite

if Tis finite. The converse follows from the fact that a sufficigtabeled infinite tree
has infinitely many labeled nodes.

In order to prove thay is one-to-one and onto, we define the inverse mappingasf
follows. LetM,,...,M, be pairwise disjoint sets of words over features that have a
nonempty union. We defing1(My,...,M;,) as follows:

Dy-yn,..ny = Uii{mt| mtis a prefix of some word ifl; }
Lyrny,ny = Ukd{(ma) [ 1<i<n, men;}
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[a¥)] = ecxa

[Xfly] = ALiVp(fpexa < peya)

[x<y] = AlL1XaCVa

[6A0'] = [$IA[¢']

[-¢] = -[¢]

[3x¢] = eI (Al Xa % =0) AIP(Viz1 PEXa) A [9])

Figure 2: Encoding the first-order theory of Eor F'I'fgin into (W)SkS wherk = | F|.

Since{J{L, M is assumed to be non-empty, we have Dy-1(ny,...,n,) Which is prefix-
closed by construction. The relatids)-1n, . ) is @ partial function since afll; are
assumed to be pairwise disjoint. Herycé(My,...,My) is a feature tree, which clearly
is sufficiently labeled.

Itis quite obvious thay~! is in fact the inverse function of i.e., thaty=1(y(t)) =t for
all sufficiently labeled and thaty(y *(My,...,My)) = (Ny,...,My,) forall My,...,M,
that are pairwise disjoint and have a non-empty union. 0

Note that we need not require prefix-closedness for the séiieidomain of/ since the
domain of a sufficiently labeled feature treds uniquely determined by its labeling
functionL;.

Reduction to (W)SKS.  We next define a mapping from first-order formulas over

ordering constraints (interpreted over For FT<f'n) to formulas of second-order
monadic logic withk successors. We will make use of the following abbreviations

XNYy=0 =get —3IP(PEXAPEY) and XCy =det VP(PEX— PEY)

For every variablex and labela let x, be a fresh variable. Suppose that=
{a1,...,an}. In Figure 2, the definition of the mappifig- | is given.

Proposition 4.9 A formula® whose bound variables are renamed apart is valid over

FT_ (resp.. F'I;f'n) if and only if its translatior] @] is valid over WSKS (resp. SkS).

Proof. If a is a solution ofd thena’ with a'(Xy) = y5(a(x)) for all i, 1 <i <n,
is a solution off ®@]. If B is a solution of] @] then the mapping’ with B'(x) =
YV 1(B(Xa,):---,B(Xa,)) is a solution ofd. The existence of the inverse mapping of
yis proved by Proposition 4.8. 0

5 Satisfiability and Entailment of Simple Path Constraints

We now prepare the reduction of the entailment problem wxiktential quantifiers

for FT< or FTfln to the corresponding problem for ETor FT_ —fin , respectively. For
this purpose, we recall results on satisfiability and leakit®ns from [Mlleret al,
2000] and then formulate a corollary about entailment ofpd@path constraints.

18



5.1 Simple Path Constraints

We will use a collection of predicates based on the subtiation at a fixed path, as
well as appropriate formulas to express these predicasgsah call path constraints.
We distinguish simple path constraints theduire the existence of a path and condi-
tional path constraints which impose a restriction undercibndition that a path exists.
In this section, we restrict ourselves to simple path cairsts. Conditional path con-
straints will be introduced in Section 7.1 where entailm@ith existential quantifiers
is considered.

If Tt Dy we write ast[r] the subtreeof 1 at pathtt which is formally defined by
Dyg = {10 | 0¥ € Dy} andLyy = {(17, @) | Ly(1ut) = a}. Letme F* be a path.
The subtree predicate[mt’ holds for two treeg andt’ iff te Dy andt[] =1'. We
express the subtree predicate by the following form{ifdy which generalizex|f]y
from a single featurd to an arbitrary patht

Xgly = x<yAy<x
x[mtly = 3z(X[{rjz A Z[n]y)

We need three further predicateasr]| holds iff t€ Dy, a(t[m)) is valid iff L{(17) = a,
andt<t'[r] holds if T € Dy andt is smaller thart'[1]. We definesimple path con-
straintsas formulas to express these predicates by means of eiasumntification:

XL = 3y(ry)
a(x(rl) = Jy(ximiyAa(y)
X<yl = Zz(x<zAym2)

Lemma 5.1 For all variables xy,z and pathtit holds that:

1. The constraint XZ[1] A y<z[1{ entails x-y for FT< and F'Ifg'n.

2. If m# € then x<x[17 is unsatisfiable over Ff;Irl but satisfiable over FJ.
Proof. The first property follows directly the definitions. The sad@roperty justifies
the well-known occurs check which holds for finite trees hottfior infinite ones. O

We recall the notion oSyntactic supporfrom [Mdller et al., 2000] which verifies
entailment judgments by purely syntactical means. We denghree forms of judg-
mentsd - y<x[rJ, ¢ - X[rdJ, and¢ - a(x[r).

o Fy<xe if y<xin¢
o Ey<x(f] if Xxflying
¢ Fy<xmump] if existsz: ¢ y<zZmp] and ¢ F z<x[my]

dx[m) if existsz: ¢+ z<x1y
¢a(xm) if existsz:¢F z<x[r] anda(z) in ¢

Lemma 5.2 (Correctness)For all ¢,x.y, 1, and a it is valid over FT and F'If<in that:
1. if ¢ = x<y[r] thend = x<y[m] holds. : )
2. if ¢ - x[1j| then¢ = x[1]| holds.
3. if ¢ - a(x[m)) thend = a(x[m1) holds.

Proof. Straightforward induction on the rules defining syntactiport. 0
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5.2 Satisfiability and Least Solutions

In [Mller et al,, 2000], an algorithm is given that tests a constrgifior satisfiability
over FT< and F1t<'n, respectively. It also computes the least solution of a&atile
constraint. We recall these results since they are esséntiis article.

We call a constraing closed(under reflexivityF1.1, transitivity F1.2 and decomposi-
tion F2) if it satisfies the following properties:

F1.1  x<xin¢ if xe€ V(0)
F1.2 x<zing if x<yind andy<zin¢
F2 X<yin¢ if xf]Xin¢, x<yin¢ andy[fly in¢

We define theclosure of a constrainty to be the smallest closed constraint which
containsd. Note that the closure of a constraint is independent oftluetsire chosen,

FT< or F'Ijg'n. For every constraint there exists a unique closure. Thsuctoof a
constraintd is a conjunction ofpy with some basic constrainis<y wherex,y € 7 (¢).

Theorem 5.3 (Satisfiability and Least Solutions)There exists a cubic time algo-
rithm which computes the closure of a constraint and decitiesatisfiability both
over FT< and F'Ii'n. A satisfiable constrainp has a least solutioteasty which, if$

is closed, satisfies for all® 7/(¢):

Dleast¢(x) = {T[| ¢ FX[TT]U
Lleastq,(x) = {(T[, a) ‘ ¢ '_a(X[T[])}

Proof. We only sketch the proof given in [Millegt al, 2000]. The central idea
is to consider an extended constraint language which pesvadomic compatibility
constraints of the formx~y. We call a constraint of the extended languatgsh-free

for FT< if it satisfiesF3-F5 andclash-free for F'En if it satisfiesF3-F6.

F3.1 x~ying if x<yin¢

F3.2 x~zing if x<yind¢ andy~zin¢

F3.3 x~ying if  y~Xx

F4 X~y'ing if X f]X in¢, x~yind andy[f]y in ¢
F5 not a(x) Ax~yAb(y)ind anda#b

F6 not ¢ x<x[1j andm# ¢

For every constraing one can compute its saturation with respecE1sF4 in cubic
time and then check whether it is clash-free by inspectioR%F6. If not thend is
unsatisfiable and otherwise satisfiable. The latter can tdersly proving thateast
solvesd if ¢ is closed and clash-free (see Proposition 4 and Lemma 5 oli¢kEt al,,
2000]).

Finally, suppose that is closed and satisfiable (it does not matter whe¢heontains
compatibility constraints or not). Hence the saturatgrof ¢ with respect toF1-
F4 must be clash-free. Hencleasty is the least solution of’. Since¢ is a closed
constraint, it coincides witt)’ up to additional compatibility constraints. Herleast,
is equal tdeasty and solves)’ and thusp. |
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5.3 Entailment of Simple Path Constraints

The syntactic description of least solutions given in Tleol5.3 implies a criterion
for entailment of simple path constraints.

Corollary 5.4 (Simple Path Constraints) Let¢ be satisfiable and closed. For every
variable xe 7(¢), and all a 1, z the following two equivalences hold:

o =xml it ok Xl
o =a(xm) iff ¢+ a(xm)

Proof. Syntactic support implies entailment due to Lemma 5.2. Theerse follows
from Theorem 5.3 on least solutions: L¢tbe closed and satisfiable afdsty its
least solution. I = x[17| thenleasty (x)[17{ holds,i.e., ¢ - X[17{. If § |=a(x[r]) then
a(leasty (x)[17) holds,i.e., ¢ - a(x[r]). 0

Note that Corollary 5.4 does not cover entailment of all kiraf simple path con-
straints. For instance, it does not determine whes x<ty|] holds. Forrt= ¢ the

latter kind of entailment can be decided due to a result inl[&t et al,, 2000]. We

recall this result for sake of completeness but do not usethé sequel.

Theorem 5.5 [Mller et al., 2000] The entailment problerd |= ¢’ can be tested in

cubic time both for FT and ngin. For both structures it holds that § is satisfiable
and closed, and,y € 7(¢) then:

¢ =x<y iff x<yin ¢.

Proof. This result is non-trivial since it is no longer sufficientdonsider least solu-
tions. For the proof we refer to [Mullest al., 2000]. 0

6 Deciding Entailment with Existential Quantifiers

We now reduce entailment with existential quantifiers for<HFesp. Fﬂn) to the
corresponding problem for ET (resp. F'Efm) under the assumption that the set of
feature ¥ is countably infinite. We thereby prove Proposition 4.5 a®mltary to
Proposition 6.8 below. Recall that Proposition 4.5 covlesmain step for proving
the reduction of the entailment problem with existentiahuifiers to second-order

monadic logic.

Caveat: We need distinct notations for entailment with respect ta. FT
(resp, FTme) and FTC (resp, FT;fm). From now on, we writgb |=pr_ @'

and® \=FT; @' and always ignore potential finiteness annotations.
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6.1 Model Change for Quantifier-free Entailment

We show that changing the model for FTo FT_ does not affect satisfiability or
quantifier-free entailment. Even though this model-irmace does not hold for en-
tailment with existential quantifiers, these consideraiwill shed some light on the
more general case.

Definition 6.1 Letbe £ and g€ . For all treest with g¢ ¥ (1), we define a suffi-
ciently labeled feature tree<3(r) by adding sufficiently many labels as follows:

Dexpry = DrU{mg|mre Di}
Leoy = LeU{(mg,b) | e L}

g

Proposition 6.2 (Adding Labels) Letbe £, ge 7, ¢ a constraint, anck a sequence
of variables. Ifa : 7 — FT< is a variable assignment with @ 7 (¢) U Fo(az4) ()
then:

o [=pr. 3X¢ iff exjod =pr- RO

Proof. The proof is rather lengthy but simple. It can be found in Bec8.2. 0

As afirst illustration of the importance of Proposition 642 show how to encode the
satisfiability problem of FT into the corresponding problem of ET

Lemma 6.3 (Model change and satisfiability)Let ¢ be closed. [f¢p is satisfiable
over FT< then¢ is satisfiable over F;r, and vice versa.

Proof. If ¢ is satisfiable over FI then it has a least solution (Theorem 5.3). Sifice
is closed, its least solution is equalltasty as defined in Theorem 5.3. LetZ F (¢)
be some feature (which exists singeis infinite) andb € £ a label. Henceg ¢
Fu(p)(leasty) also in case of infinite trees and Proposition 6.2 implieSdh@o leasty,
is a solution ofp. 0

Our next goal is to lift Lemma 6.3 from satisfiability to qudiatr-free entailment. This
step is quite simple provided the following Lemma is given.

Lemma 6.4 (Fresh Features)Let ® be a first-order formula over ordering con-
straints, and g a fresh feature@® ¥ (®). Thend is valid in FT< if forall o : 7 — FT<
with ¢ Fo e () it holds thata =gr. ®.

Proof. The proof relies on the fact that the set of feattiras infinite. It is again not
difficult and thus given in Section 8.1. 0

Lemma 6.5 (Model change and quantifier-free entailment)Let ¢ and ¢’ be con-

straints. Then:

¢ \:FTS ¢l iff ¢ |:FT; ¢I
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Notice that Lemma 6.5 does not require closednessf@mor ¢') even though it is

more general than Lemma 6.3 (which requires prefix closegjnéthe reason is that
the proof given for Lemma 6.5 uses least solutions, in cehtathe following proof

of the more general Lemma 6.3.

Proof. The implication from the right to the left is somewhat tediouWe
assumed |:FT2 ¢' and show¢ =rr. ¢'. We fix a labelb € L and a feature
g¢ F(d — ¢') which exists sincef is infinite. Sinceg ¢ (¢ — ¢') we can show
the validity of¢ — ¢’ by applying Lemma 6.4. Lat : 7/ — FT< be a mapping with
9¢ Fuo—¢)(Q). In order to provex =rr. ¢ — ¢’ we suppose that =rr. ¢. Given
the freshness condition fay, Proposition 6.2 impliegxgoa \:FT; ¢. Entailment
¢ |:FT2 ¢’ yields exgo o \:FT; ¢’ such that the converse of Proposition 6.2 implies
a |:FTS (I)I.

The converse is straightforward: Suppgse-rr. ¢’ and leta : 7V — FT_ be a variable
assignment. We assume|=FT; ¢ and show thatr \=FT; ¢'. Our assumption yields
o =r7. ¢ such that entailment implies |=¢r. ¢'. Sincea is a mapping into FT it
follows thata Fer- ¢’ as required. ) O

6.2 Entailment with Existential Quantifiers

Unfortunately, Lemma 6.5 does not generalize to entailnagtiit existential quantifi-
cation. This means thdt =rr_ 3x¢' does not implyd Fer 3x¢’ in general. The
problem can be illustrated by the counter example in (1) &yd (

true =rr. IX(XSXE AXSX2) Q)
true %FT; IX(X<Xg AX<X2) (2)

The formula3x(x<x1 A Xx<Xg) on the right hand side in (1) and (2) is valid over£T
but not over FT. It requires for every pair of trees (the valuesxafxy) that there
exists a third tree (fox) which is smaller than each of them. In the case of F{
may denote the treg{e},0) independently of the choices fag andx,. In fact, the
tree ({€},0) is the only possible choice forif a # b, x; denotes({¢},{(¢,a}), and
Xz denoteg{e},{(g,a}). Since the tre¢{c},0) is not sufficiently labeled, we cannot
chose any sufficiently labeled tree foin FT_ given the above values fog andx,
(which, in fact, are sufficiently labeled).

The first idea for resolving the trouble is to require suffitlg many labels in a syntac-
tic manner,.e., by additional labeling constraints for all global variesl Of course,
labeling constraints cannot be added arbitrarily withdteaing the set of solutions
in an uncontrolled way. So a refined idea is to reqbipeg]) for all global variables
X, a fixed fresh featurg, and a fixed labeb. In this way the problem in example (2)
can be solved since the following entailment judgment holds

b(xa[g]) A b(¥e[d]) Frr- IX(X<x1 AX<X) 3)

In contrast to (2), the variable assignmenivhich mapsx; to ({€},{(g,a}) andx, to
({e},{(g,a}) does no longer solve the left-hand side of (3). The “extehdadable
assignmenéxgo a solves the right hand side of (3) since the existentiallyngjfiad

variablex can be mapped m(g(({s},(l))).
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Definition 6.6 (Formula Extension) Let be £ and ge F. For every first-order for-
mula ® over ordering constraints with ¢ 7 (®) we define a first-order formula
ex2(®) by:

9

ex)(®) =PA A blylg)
yev(®)

The idea behind this formula is thatg(q)) syntactically enforces sufficiently many la-
bels for the least solution @&g(¢). Of course, for entailment over ETone must also
consider variable assignments into feature trees whiclmatr@ecessarily sufficiently
labeled. Therefore, the precise role of the forrm.ﬂg(q)) for entailment remains un-
clear at first sight. It will soon be clarified (see Proposit®&8 below).

The good news is that Definition 6.6 can be used for resolvingnter examples such
as (1) in a systematic way: In a first step, the left-hand sid&)das to be replaced by
an equivalent constraint that contains at least the vasabf its right-hand side. For
instance, we may replace true < x; Axo<x. In a second step, we apply Definition
6.6 and obtain a constraint equivalent{a;[g]) A b(x2[g]) which is precisely the left-
hand side of (3).

Lemma 6.7 (The Trouble) Let$ be a closed constraint, g a fresh featuret gf (¢),
X a sequence of variables, and b a label. A variable assighmerl/ — FTZ with
a [=Fr. ex8(3>‘<¢) satisfiest |=¢r— 3%¢ under the following precondition:

(PC-Tr) forall x € ¥(3x¢) and all pathsrt if ¢ - x[17} thena =¢r. b(x[Ty])

Proof. This proof is non-trivial. It is given in Section 7. O

Note that we can always find a fresh featgrfor any constrainth since the set of all
features? is infinite whereadf (¢) is finite (cf., Lemma 6.4).

Proposition 6.8 (Model change and entailment with existeril quantifiers) Let X
be a sequence of variableg,and ¢’ closed constraints such that(3x¢’) C V(¢),
and b a label. If g is a fresh featuregy ¥ (¢ — 3x¢’) then:

¢ e IxGiff eXS(¢) \:FT; 3x¢’

Proof. Let§,¢’ be closed constraintg,¢ # (¢ — Ix¢’), and ¥ (Ix¢’) C V().

The implication from the right to the left remains as tedi@ssfor Lemma 6.5: We
assumeexg(q)) Fer 3x¢’. For proving the validity ofp — 3Ix¢’ over FT< we ap-
ply Lemma 6.4. Sincey ¢ F (¢ — Ix’) is assumed, it is sufficient to fix a vari-
able assignmentt : ¥ — FT< with g ¢ Fy¢_,3z¢)(?) @nda =er. ¢ and to show
thata =rr. 3x¢’. If o 7. ¢, then Proposition 6.2 together with the above fresh-
ness condition forg implies exf o a =¢r- 0. From the definition ofex{ it fol-

lows thatex] o a e Ayerie) b(YIg)) and thusexf o a Frr ex(6). Entailment

exg(cb) =er- 3%¢" implies thatexgoa Fer- 3%¢". Thusa [=er. 3%¢’ follows from
Proposition 6.2. -

The converse implication (which was straightforward fomiea 6.5) now becomes
rather difficult. We assumé [=er. 3%¢’ anda =gr- exg(¢). We show thatt =g
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I%¢’. Froma =¢r- exf(¢) it follows thata =rr. exg(9) and hencer =¢r. exg(3%¢’)
since?/(3x¢’) C V(¢). It remains to show that =er- 3X¢'. This can be done by an
application of the Trouble Lemma 6.7 (here the closednegs isf used). It remains
to verify the preconditior(PC-Tr) of the Trouble Lemma. We let € 7/(3%¢’) and

Tt satisfying ¢’ - x[r]] and show thatt =gr. b(x[mg]). From ¢’ F x[m]{ it follows
that 3%¢’ =gr. X[1]} such that entailment yields =1 X[1]]. The latter and the
closedness af imply ¢ - 1| as shown by Corollary 5.4. By definition of syntactic
support there exists a variabfes 1/(¢) such thath - y<x[rj and thusp rr. y<X[T1.
The definition ofex} yieldsex(¢) =rr. b(X[g]), i.e.a [=er. b(X[mg]). O

Note that the assumptiot(3x¢’) C 9/(9) is essential for Proposition 6.8. Otherwise,
the extensiorexg(q)) would not enforce sufficiently many labels (see Example @))
the other hand side, this assumption does not restrict gltyerlf it is not satisfied
then we can simply add tautologigs'y for all variablesy € 7/(3x¢’) to ¢.

Note also the Proposition 6.8 insists on the closednessmgsigmn for both¢ and
¢’. Both assumptions are necessary. The closednegsisfrequired by the Trouble
Lemma 6.7 whose preconditigi®C-Tr) follows from Corollary 5.4 which requires
the closedness df.

7 Resolving the Trouble

In the previous section we reduced the entailment probletm existential quantifiers
in FT< to the corresponding problem in ETprovided that the Trouble Lemma 6.7
holds. In order to prove this lemma, we first introduce cdodal path constraints.
7.1 Conditional Path Constraints

The predicata?1] < T’ holds if eitherrt¢ D; or te T andt[rj<t’. We express this
predicate by the following formula that we caltanditional path constraint

X <y = Tz(x<zA Zriy)

Lemma 7.1 (Path Constraints and Satisfiability) For all x,y, z, pathsm, T, and la-
bels ab: If a # b then the formula bx[TuT]) A X?[Ty) <y A y~z A a(Z1p)) is unsat-
isfiable.

Figure 3 illustrates the situation of Lemma 7.1.
We extend the definition afyntactic supporto judgmentsp F x?[1] <y with condi-
tional path constraints:

bFxAe] <y if x<yinéd
dFx?fl<y if Xflyind
¢ Fx?mmy] <y if existszsuchthath -x?m] <zand ¢ -2 <y

Lemma 7.2 (Correctness)For all x,y, 1t ¢ if ¢ = x?[1] <y thend = x?r] <vy.

Lemma 7.3 (Cancellation of Mountains) For closedd and all Xy, Tt
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Figure 3: Path constraints and satisfiabilibfX[Tu o)) A X?[1y| <y A y~z A a(Z1p))
is unsatisfiable i # b. The vertical dimension (top to bottom) corresponds toufieat
selection, the horizontal dimension (left to right) to thdering <.
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Figure 4: Cancellation of Mountains

1. If ¢ - x<y[rump] and¢ - y?2y] < z thend F x<Z[1p)].
2. If ¢ Falymmy]) and¢ Fy?m] < z thend - a(Z1p)).
3. If¢ Fy[mump]) and¢ - y?[my] < z thend + ZTR]J.

Proof. The situation is depicted in Figure 4. The latter two casdlsviofrom the
first one. For the first case, we assufne x<y[rymp] and¢ - y?2my] < z Then there
exists a variable € 7/(¢) such thath - Z <y[m] and$ - x<Z[m,]. We can show by
induction onmy thatz<Z in ¢. Hence F x<Z[m]. 0

Lemma 7.4 (Mountain chains) Let yz Z be variables,m, Ty, T, paths and a £ a
label. Ifa |=rr. 37 (22[0] < Z AZ<y[m]) and La(z (ToTR) = a then Ly (TaTR) = a.

Proof. Straightforward. The situation of the Lemma is illustratedrigure 5. O

7.2 Proving the Trouble Lemma

Lemma 6.7 (The Trouble) Let ¢ be a closed constrainty ¢ F(¢) a feature,x a
sequence of variables, aha label. A variable assignmeat. 1V — FT_ with o [=pr.
exg(ﬂxq)) satisfie \:FT; 3x¢ under the following precondition:

(PC-Tr) forallx € V(3x¢) and all pathst if ¢ - x[1]] thena =1 b(x[Ty])
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Figure 5: Mountain chain

Proof. Let ¢ be a closed constraint arml a solution of¢ that satisfiesn =¢r.
exg(El)_(d)). Itis sufficient to construct a variable assignm@ntl’ — FT_ which solves
¢ and coincides witlx on the variables ir/(¢) U {x}. We call a variabley globalif

y € VY(3x¢) andlocal if y € {X}.

For every global variablg we define a sufficiently labeled feature tfg) by B(y) =
a(y). Forall local variabley € {x} we define a sufficiently labeled feature tf&g) by
specifying its labeling function which in turn determingstree domain (Lemma 3.2):

L1 Lgy) () =a if ¢+ a(y[m)
L2 Lgy(m)=b if ¢yl y L0
B . existsze V(3xd) and Z € V(¢) such that
L3 Loy (mre)=a i { o+ 22(1o] < 7, ¢ F 2<y[Tu], andLy(;(ToTe) = a

Compare conditior.3 with the mountain chain situation depicted in Figure 5. The
value of the local variablg depends on the value of the global variable such a way
thatLgy) (TuTe) = a has to be required according to the Mountain Chain Lemma 7.4.
The reader might wonder, why mountain chains with only twaintains (see Figure

5) are sufficient to characterize the relationships betwglebal and local variables.
Why, for instance is the following more general situatione@d?

z.. To X, Tu m .y

. Z . N .
T[z: 11%) 11%] TO 11%)

a a a a a

The reason is thali is assumed to be closed such that inner mountains can bde@nce
out. In the above example for instance, Lemma 7.3 im@ie in ¢ such that the
more specific situation in Figure 5 applies as well.

We have to verify thaB(y) is well-defined for all local variableg. First note that
Dg(y) # 0: Because ot 2 the valuelgy)(g) = b is defined such that the tree domain
Dg(y) = {1t| exists suffixit of tsuch thaltgy) (1¢) is defined is non-empty. We next
show that gy, is a partial functionj.e., thatLgy, () is uniquely defined for all patit
whereLgy, (1) is defined. Sincg ¢ 7 (¢), caselL.2 cannot overlap with eitherl nor
L3. Suppose that a local variablejta path andh, b labels such thaltgy) (1) = a by

L1 andLgy) (1) =bbyL3. According toL3, it holds thatrt= 1y 1%, for somem 1, and
there are global variableandz € 7(¢) such that:

¢ - Z<y[m], ¢ 2] < Z, Loz (o) =b
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FromL1 it follows that$ - a(y[muty]). Thus, there is a variablg € V() such that
¢ Fy<y[m] and¢ - a(y[m]). From the correctness of syntactic support (Lemma 5.2)
and Lemma 5.1 we obtain:

O =rr. Z<y[m] AY <y[m] =er. Z~Y

Sinced [=¢r- IX¢ andzis global the following constraint is satisfiable overT

b(ZToT]) A Z2To] < Z AZ~Y Aa(y )

This is precisely the situation of Lemma 7.1 which proves tha b. Hence Ly is
indeed a partial function arfdy) a sufficiently labeled feature tree.
It remains to show thds solvesy, i.e., that satisfies all basic constraintsén

1. Case[f]y in¢. We have to show thdtg,) (fm) = aif and only if Lgy, () = a.
We first show thak g (f1) = aimpliesLgy, (1) = a.

(a) Casex,y are both local.

L1 Suppose thdtg, (f1) = abecause of - a(x[f1t]). Sinced is closed
it follows from Mountain Removal Lemma 7.3 (part 2) tiget a(y[T)
and hencd(y) () = a.

L2 Let Ly (fm) = a because offt=1'g, a= b and¢ - x[r(]]. Our
assumptiorg ¢ ¥ (¢) implies f # g such that there exists’ with T=
m'gandt = fr'’. Sinced is closed, the Mountain Removal Lemma
7.3 (part 3) and(fly in ¢ yield ¢ - y[r']|. Hence,Lgy)(1t'g) = b,
i.e., LB(y)(T[) =h.

L3 Assume thatg (f11) = asince there exist a global variat#ea vari-
ableZ € V(¢), and pathsy, Ty, T, such thatf m= 0, ¢ - 2?2[m] <
Z’, (I) F Z’SX[T[]_], anqu(z)(Tl'o'sz) = a.

A. If ;m=ethenfri=m andZ<xin¢. Henced - y<zZmf] and
¢ - a(Zmpfry). Sinced is closed under reflexivityR1.1) it fol-
lows that$ - y?[e] <y. Thus and since is global, L3 yields
Loy () = a

B. Otherwise, 4 = f1y and = 1 for some . Since ¢
is closed andx[f]lyin$ we can apply the Mountain Removal
Lemma 7.3 (part 1) and obtaint- Z 21| <y. Hence L3 yields
LB(y)(TlllTIQ) =al.e, LB(y)(T[) = a.

(b) Casexlocal andy global:

L1 Letlpy (fm) =asinced - a(x[fr). Sinced is closed and(fly in ¢
the Mountain Removal Lemma yieldsl- a(y[1]). Sincey is global
the correctness of syntactic support (Lemma 5.2) impties-rr.
=N (0] |:FT§ a(y[m). ThUSLB(y)(T[) = Lq(y)(T[) =a.

L2 A rather interesting case: Let Lgy)(fm) = a becausefm = g,
a=Dh, and¢ + x[1t]|. Sincef # g there exists there exists’' such
thatt=m'gandfr’ = 1. Since¢ is closed and(f]y in ¢ the Moun-
tain Removal Lemma 7.3 yieldg + y[']|. Thus, the precondition
(PC-Tr) implies a =¢r. b(y[r'g]). Hence,Lqy(y(1'g) = b which is
equivalent td_p() (1) = a.
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L3 LetLgy)(fr) = asince there exist a global varialiga variablez ¢
V(¢), and pathst, ™, such thatfm=mm, ¢ - Z<xm], ¢ -
) < 7, andLa(z)(T[OTIZ)a-

A. Casem = &. Hencefri= 1, andZ<xin ¢ sinced is closed. In
this casep - z2[1p f] <y such that the globality of y implies:

o =pr. 3X9 =rr. Z0f] <y

Hence,Lq(; (Mo fm) = a. The Mountain Chain Lemma 7.4 yields
Ly (T) = Lagy) () = &

B. Otherwise there exists a path such thaty = f1; andm= 1 .
Since¢ is closed,x[flyin$, and¢$ - Z<x[fry], the Mountain
Removal Lemma 7.3 implie$ - Z<y[1y]. Sincey,z are global,
we deduce:

o |:FTS E|)_((I) ‘:FTS 37 (Z’SZ[TI'O} /\y'7[n’1] < Zl)

Our assumptioth.y () (ToT,) = aand the Mountain Chain Lemma
7.4imply Ly (T TR) = 8, i.e., Lgy) () = a.
(c) Casex global andy local: If Lgy (fm) = athenly(fr) =a RulelL3
impliesLgy, (1) = a.

(d) Casex,y are both global: In this case |=rr. 3X¢ =rr. X[f]y and if
Lo (f) = athenlqy) () =a

For the converse implication of the cagéd|y in ¢ we show that g, (T) = a
impliesLg (f1) = a.

(@) Casexlocal andy global: If L) (1) = athenLgy, () = a. By applying

L3withz=7Z =y, m=¢,m=f, andm = 1M, we obtainLg (f1) = a.

(b) Casex,y are both local:

L1 Assumelgy () = a because ob - a(y[r']). Hence,¢ - a(x[fr)
such that g (fr) =a.

L2 LetLpy)(m) = asincea= b andmn= g for somert with ¢ - y[1(]J.
Hence,¢ - x[f1(]] such that gy (f1ig) = b, i.e, Ly (fm) =a.

L3 Let Lp(y) (1) = a since there are a global varialie a variablezZ €
V(9), pathsty, Ty, and T, such thatp - z21p) < Z, ¢ F Z<y[m],
La(z)(nlnz) =a, andt= 1. Sincex[flyin¢$ we also havep +-
X?[fT[]_] < Z which yieIdsLB(X)(fnlnz) =ali.e, LB(X)(fT[) =a.

(c) Casexglobal andy local. LetLgy) (1) = a.

L1 If ¢ - a(y[r) then¢ - a(x[f17). Sincex is global, we obtaim =Ft.
3¢ [=rr. a(X[10) such thatl 4 (f) = a,i.e, Ly (f) =a

L2 Assumelgy) (1) = a because oa = b andm= 1g for somert with

¢ - y[r']4, Henced - x[fm']{ such that the preconditioPC-Tr)
yieldsa =rr_ b(x[frg]). i.e, Lgx (fr) = a.
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L3

Let (1L @) € Lgy, since there exists a global varialdea variablez €
V(¢), and pathmy, T, ™ such thatp - z7[mp] < Z, ¢ F Z<y[m],
(ToTy, @) € Loy, andmt=1y1p. Sincex|fly in$ we also havep -
Z <x[fm]. The globality ofx,zimplies:

a |:FTS Ixo |:FTS 37 (Z')[Tl'o] < Zl/\ZlSX[fT[]_D

Hence, the Mountain Chain Lemma 7.4 ang, (ToTp) = a imply

(d) Casex,y are both global: In this case =rr. 3X¢ =rr. X[f]y such that
Lagy) (1) = aimpliesLgy (f1) = Lo (fT) = a

2. Casex<yin¢. We have to show thatg,, (1) = aimpliesLgy) (1) = a.

(a) Casexis local andy global:

L1

L2

L3

Let Lgy (1) = asinced F a(x[rj). Hence,$ - a(y[r) such that cor-
rectness of syntactic support yielfig=rr_ a(y[ri). The globality of
yyieldsa [=rr. IX¢ =1 ay[1]). Thus,Lpy) (1) = Lgy) () = a

Let Lp(y (Tg) = b sinced - X[ As in the previous case, it follows
thata =er. y[m|. Sincey is global, the preconditioPC-Tr) yields
o [= b(y[mg]). HenceLgy) (TQ) = Ly(y) (Tg) = b.

Let L (1) = a € since exist a global variablg a variablez ¢
V(9), Ty, Ty, T such thatm=mm, ¢ F 22mp] < Z, ¢ - Z<X[m],
and Lq(z(Tote) = @ In this case$ - Z<y[m] and thus$ =rr.
37 (2[mp] < Z AZ<y[m]). Sincey, z are global, we have:

a |:FTS IxP |:FTS 37 (Z’)[Tl'o] < Z /\Z’Sy[T[lD

The Mountain Chain Lemma 7.4 together with, (ToT,) = a im-
pliesLq(y) () = a, i.e., Lgy) () = a

(b) Casex,y are local:

L1

L2

If Lgx(T) = a because ofp - a(x[r]) then ¢ ~ a(y[r]) such that
LB(y)(T[) =a.

If Lgx () = a sincemt=1'g, a= b, and¢ - x[rt]| then¢ - y[r']|
such that gy (T'g) = Lgy) (1) = a

L3 LetLpy () = asince existglobalz € V(¢), andro, Ty, T, such that

T=TuTp, ¢ - Z<X[m], ¢ F 21| < Z, andLy(,)(ToTR) = @ Since
x<y in ¢ we also have - Z<y[m] and hence.py) (ym) =a

(c) Casex global andy local: If L) (1) = a thenLy ) (M) = a. Since¢
x<yle], ¢ - x7[e] < xandx global, casd 3 impliesLgy) (€M) = a.

(d) If x,y be global ther =g 3%¢ =Fr. X<y such thatl 4, C Lg(y) and
hencelpy C Lpy)-

3. Casa&(x) in ¢.

(@) Ifxis local thend - a(x[e]) such thal g, (&) = aaccording to rule.1.
(b) If xis global them |=pr_ 3X¢ [=Fr. a(x). Hencelgy (€) = Lq(x (&) = a

ad
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8 More Detalls of the Proofs

We give the proofs of Lemma 6.4 and Proposition 6.2 that werited in the core of
this article. Both proofs are rather straightforward evsough they are quite long. We
add them here for sake of completeness.

8.1 Fresh Features

We first prove Lemma 6.4 which shows that we may restrict dueseto variable
assignments that do not contain a fixed fresh feature, shecesdt of all featured is
infinite.

Lemma 8.1 Let ge ¥ and a finite set FC 7 such that g£ F. Under these assump-
tions there exists a mappirf): ¥ — ¥, which is one-to-one, does not map onto g,
and is such tha# restricted to F is the identity function on F.

Proof. Since ¥ is countably infinite there exists an enumerationfosay ¥ = {f; |
i > 1} is such an enumeration. Letbe the maximal index of a feature U {g} in
this enumerationi.e, n=max{i | fi € F U{g}}, which exists sincé is finite. We
defineB by the following equation:

fhi1 if f=g
o(f)y=¢ f if f="M,1<i<n, andf #g.
foripes ff=fiandi>n+1

The function® is well defined becausg¢ F and becaus¢ is infinite. It is obvious
that@ is one-to-one, does not map omfoand leave$ invariant. 0

Lemma 8.2 Let @ be a first-order formula over ordering constraints,a variable
assignment into feature trees ald ¥ — ¥ a function that is one to one and leaves
F (®) invariant. Under these assumption it holds tlat=Fr. ® if and only if8o

a |:FT§ P.

Proof. It is obvious thatt =rr. @ if and only if 8o a [=F7. B(®P). Sinced leaves the
features ind invariant we havé(®) = . 0

Lemma 6.4 (Fresh Features).et® be a first-order formula over ordering constraints,
andg a fresh featurg ¢ F (®). A formula® is valid in F1< if for all a : vV — FT<
with g ¢ Foe)(a) it holds thatt =gt ®.

Proof. We have to shov =g7. @ for an arbitrary variable assignmefit 7/ — FT-.
We fix B : ¥ — FT< and a functior : ¥ — ¥ \ {g} that is one-to-one and invariant
on ¥ (®) (6 exists according to Lemma 8.1). The variable assignrBerft satisfies
9 ¢ Fy(a)(80p) such that the assumption of the lemma yiefdsx [=pr. ®. We can
now apply Lemma 8.2 in order to obtain=rr_ @. 0
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8.2 Adding Labels

Adding labels is an important procedures for our proofs diaibnent. Recall that we
defined a mappingxg such that a sufficiently labeled feature tm@(r) is obtained
by adding a leavesmg, b) to every nodet of t. It remains to show thaetxg satisfies
Proposition 6.2.

Proposition 6.2 (Adding Labels) Let g be an arbitrary label$p be a constraint,
X a sequence of variables, amd: vV — FT< a variable assignment satisfying
g¢ F(0)U Foaze) (). Then it holds that:

o et 3xG ff ex800(|=FT; Ixd

Lemma 8.3 If T is a feature tree, g a fresh featurefg¥ (1), and b a label themxg(r)
is sufficiently labeled feature tree.

Proof. The assumptiory ¢ ¥ (1) implies thatLeXb( is a partial function such that

exg(T) is indeed a feature tree. All Ieaveso@ ) (the maximal paths of its domain)

are of the formmg for somett and thus labeled b. Henceexg(r) is sufficiently
labeled. 0

Lemma 8.4 Assume @ 4 () and g¢ ¥ (¢). If ais a solution ofp in FT< then
exjoa is a solution ofp in FT_.
Proof. We have to show that every basic constraing iis satisfied byexg od.

1. Casex(f]lyin¢ wheref # g due tog ¢ F(¢). We have to verify for allit that
frie Dexb( a(x) 1S equivalent tate D exBoa(y)- This is proved by the following
sequence of equivalences:

frie Dexlg)((](x)) iff frie D(X(X) U {Tllg | e DC((X)}

Note thatft= g and f # gimplies the existence af’ such thatmt= 1’g and
fr’ = 1. Hence

frte Dexg((}((x)) iff frte D(X(X) U{fﬂlg | f' e D(X(X)}
iff e D U{Tflg | ' e Dq(y)}
iff e Dexb(d(y))

The reasoning for the labeling function is similar.
2. Casex<y in ¢. We have to verify the domain |nC|US|®lexb ) C Dexb( a(y))-
a) U{Tg | 10 € Day }

D
Dayu{n’g\n’eD y}
Dexday))

N

The reasoning for the labeling function is again similar.
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3. The case(x) in ¢ is simple, since no label is deleted frdmgy).

ad

In order to prove the converse of Lemma 8.4 it is useful to wwrsthe deletion of
labels,i.e., a left-inverse functior{exg)fl to exg. For arbitraryt, we define a feature

tree(exg)fl(r) as follows:

D(exb)*l(T) = Di\{mgm | e 7}

(¢]
L L\ {(mb) | m=rgn’, be L}

(exg) (1)

The left-inverse removes all paths with featgriogether with its labels if it exists.

Lemma 8.5 Forall g,T,b if g ¢ (1) then(exg)_l(exg(r)) =1

Proof. Sinceg ¢ 7 (1), the treeex{(1) is well-defined and henc&xg)fl(exg(r)) is

also well-defined. Furthermore, its tree domain satisfies:

D(exg)fl(exg(r)) = Dexg\{T[ng | e Fr}
= (Dru{mg | me De}) \{mgrt | 1l € 77}

The last equality holds, since we have requjre 7 (1). The argument for the labeling
function is analogous. 0

Lemma 8.6 For all ¢, b, g¢ 7(¢) ando : ¥ — FT_: if o [=¢r- ¢ then (exg)_lo
o Err. 9. .

Proof. We have to show that every basic constraing ii$ satisfied b)(exlg))_l od.

1. Casexflyin¢$ where f # g due tog ¢ F(¢). We have to verify for allrt
that frte D(exg)—l(a(x)) is equivalent tat e D(exg)—l(a(y)). This is proved by the
following equivalences:

fte D iff  frie Do \{frgrt | mm e F*}

?ff T[EDa(y)\{T[ng |T[,Tf€}'*}
iff - T0E Dy 1(a(y)

(exB) *(a(x))

The reasoning for the labeling function is similar.

(ed) 1 (a() & Plext) Haly)

, Which is both obvious.

2. Casex<yin¢. We have to verify the inclusion®

andL CL
(ex

8 Ha) = (ex§) Ha(y)

3. The case&(x) in ¢ is simple, since no label is deleted at the root of some tree

a(x).
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O

Proof of Proposition 6.2. Leta : 7 — FT< be a solution o8%¢, a |=Fr. 3X¢.
There exists a sequence of traesuch thato[T/X] [=Fr. ¢ wherea[T/X] denotes the
valuation that mapg& pointwise toT and coincides witho everywhere else. Since

g¢ F(9): (exg)floa[f/x] Frr- ¢ by Lemma 8.6. The latter variable assignment

coincides Withd[(exg)il(f)/)_(] since we have assumedy Fo 4 (a(y)). Thu3exgo

(al(ex8) *(1)/X)) Fer- ¢ by Lemma 8.4 and this impliesd o o f=pr 3%¢.

For the converse, we assume th@o O =gr- 3X¢. There exists a sequence of suffi-
ciently labeled feature tre@ssuch thai(exgo&)[f/)_(] =er- ¢. Itfollows from Lemma

8.6 that(exg)_1 o ((exgoa)[T/x]) =r1. 6. Also, (exg)_l oexjoo = a due to Lemma
8.5 andg ¢ F44)(a). Thus, the following equation hold and prove=er. 3x¢:

-1 -1,

(1)/X] = al(exg) ~(1)/X]

(ext) "o ((exo o) [E/X]) = ((ex)) o exdoa)[(exd)

9 Conclusion and Future Work

We have investigated the decidability of fragments of tha-farder theory of ordering
constraints over feature trees (F&nd F'Itg'n). The approach chosen was to relate-FT
and F'ItgIn to the second-order monadic logic (W)S2S. We obtained a nethad for

proving the decidability of a fragments of the first-ordeFdi<and F'It<In which makes
essential use of Rabin’s famous tree theorem. We have prinatdhe entailment
problem for FT. with existential quantifiers EatFT<) is decidable for both the case
of finite tree and for infinite trees.

As the main handle on the proof we distinguished a constsgstem FT whose first-
order theory, FQFTZ), is equivalent to S2S and whose entailment probler L)
coincides with the corresponding one of £TIn summary, we have completed the
following picture which, in analogy, also holds for finitee#s.

Ent(FT<) = Ent(FTZ) € FO(FTZ) = S2S C FO(FT«)

In more recent work [Millert al, 1998] we have shown that the first-order theory
of FT<, FO(FT<), is undecidable in contrast to the first-order theory o FHence
FO(FT<) cannot be embedded into S2S. -

It remains open to find a more direct relation between thedirder theory of equality
constraints over feature trees FO(FT) and S2S. Since FG§décidable, it might
still be equivalent to S2S even though FO@TS not.

S2sZ FO(FT) C FO(FT-)

Another open question is to find larger decidable fragmehthe first-order theory
of FT< for which entailment is decidable. This question also idelsithe decidability
guestion of entailment with existential quantifiers for Cfiiich can be expressed in
the first-order theory of FI.
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