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A b s t r a c t .  This paper describes a technique for associating a set of sym- 
bols with an event in the context of knowledge discovery in database or 
data mining. The set of symbols is related to the keywords in a database 
which is used as an implicit knowledge source. The aim of this approach 
is to discover the significant keyword groups which best represent the 
event. A significant contribution of this work is a procedure which ob- 
tains the representative prototype of a group of symbolic data. It can 
be used for both, unsupervised learning to describe classes, and super- 
vised learning to compute prototypes. The procedure involves defining an 
objective function and the subsequent hypothesis-exploring system and 
obtaining an advaa~tageous procedure regarding computational costs. 

1 I n t r o d u c t i o n  

Knowledge Discovery in Database and Data  Mining involve a set of techniques 
used in an automated  approach to exhaustively explore and bring to the surface 
complex relationships in very large datasets [4]. Data  mining aims at finding 
useful regularities in large datasets. The interest in the field is motivated by the 
growth of computerized data  collections and by the high potential  value of pat-  
terns discovered in those collections [7]. Clustering is a technique used in a large 
number  of da ta  mining applications in different domains [9] [6] because it deals 
with two important  issues: machine learning to generate abstract ions and statis- 
tics to deals with da ta  noise. Both, clustering and supervised learning, can need 
a procedure to compute class prototypes.  This paper  describes a technique for 
finding some symbolic description of an event. The symbolic description is estab- 
lished through labeled or at t r ibuted groups present in keywords of the database.  
The technique may be applied to the interpretation of any characteristic or event 
related with a database as long as an appropriate  search engine exists. A similar 
approach is described by Guigd and Temple[10] applied to protein databases.  

Biosequences Databases  is a field where Data  Mining tools play impor tant  
and enabling roles [14] [13]. In most protein databases each entry contains, addi- 
cionality to its name and amino acid sequence, a set of annotated da ta  which may 
be keywords associated with the functionality of protein characteristics. Likewise 
it may be accompanied by other da ta  of diverse scientific interest. The informa- 
tion considered for each protein entry is a 3-tuple [name, keywords, sequence]. The 
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sequence is useful for locating the pat terns in it. Different tools may be used for 
this task. Some of them are general purpose and have relative low performance,  
others include specific search engines for matching in protein sequences and 
DNA, as, for example BLAST [12]. 

Most dataset  used in Machine Learning are a t t r ibute  based. Each a t t r ibute  
can be a numeric value or a symbol take from a discrete set. At t r ibute  based 
datasets  are structured domains in which an at t r ibute can be considered as a di- 
mension in a continuous or discrete space. In this paper  non-structured domain 
of samples are considered, tha t  is only as set of symbols without other orga- 
nization or algebraic class. Samples in a non-structured domain have not fixed 
cardinality or length. In the work of Guigd and Temple[10] a logical combination 
of keywords is given as a result. Let k be a boolean expression of keywords in 
the database and F(k) the set of proteins tha t  are matched by a query in the 
database.  Let p be a protein pa t te rn  or motif, and H(p) the set of proteins tha t  
are matched by a search engine in the database. Guigd and Temple consider k to 
be a possible explanation of the p pat tern  if the similarity or correlation between 
F(k) and H(p) is maximum. Tha t  is, s(F(k), H(p)) must be maximized, where 
s(A, B) is a similarity measure between A and B sets, expressed using the set 
cardinalities IAI and IBI a s :  

s(A,B)- IAnB[ 
~X/,~B I (1) 

The approach used in this paper  is very different. Rather  than  determine 
a boolean expression of keywords, it involves inducing which types or classes, 
and its prototypes M, are derived from H(p) by means of a process of symbolic 
clustering appropriate to the nature of the data considered. Rather  than  obtain 
a or-o]-and expression of keywords, it obtains a set-@set of keywords. Prior 
to the process of symbolic clustering, the keywords for each protein in H(p) 
is obtained based on the information contained in the database and selecting 
some keyword types. Annotated databases as SWISS-PROT [1] includes a lot of 
a t t r ibutes  which must  be selected. The resulting data  from this process include a 
protein dataset  with its selected keywords. It  is referred to as the items I set. The 
proposed procedure can be used in all applications which mach with:[item-name, 
keywords, other-data]. 

Clustering is a useful tool for analyzing data  because it is an inductive method 
which can discover certain regularities in the experimental  data. It  is possible to 
discover natural  types or data  clusters which are derived from the use of distance 
or similarity measures from the da ta  themselves [11][3]. The set of samples is 
made up of the set of items I = {Ii;i = 1 , . . . , n }  associated with the set of 
proteins obtained by the search engine. Each i tem Ii includes the set of symbols 
associated with the database keywords in U = {sj; j = 1 , . . . ,  m}. Each i tem may 
be expressed as: I~ = {sj,u~j;j = 1 , . . .  ,m} where sj E U. The value u~j E {0, 1} 
is the membership degree of sj in the item Ii. This value may also be defined as: 
uij = I Ii n {sj }1. The addressed problem involves determining the groups of items 
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Fig. 1. Protototype Computation from the data obtained after a search in a Database 

tha t  best represent the natural  classes of the total  I set. The characterization of 
these groups is determined through their respective prototypes or means. 

2 C o m p u t i n g  P r o t o t y p e s  

This section is concerning with the problem of how to determine the symbol set 
contained in M so tha t  it is most similar to a non null set of items I .  Specifically, 
it establishes a measure of similarity as an objective function expressed as: 

1 v i s ( I i , M ) =  1 E v  i I M n I d  
f ( M )  = n-7 i = l  'I7'7 i=1 ~ (2) 

where nv it is given for: 

n 
n,o = E vi > O (3) 

i=l  

The te rm vi C {0, 1} is the degree with which i tem Ii part icipates in the 
group which is used for computing the prototype.  To carry out the computat ion 
different hypothetical  solutions will be considered. Let X be a hypothesis about  
M tha t  does not include a symbol sk and X '  a new hypothesis obtained by 
including this symbol, that  is X ~ X ' .  

x '  = x u {sk} x m {sk} = 0 (4) 

The objective function value of X '  can be obtained recursively from tha t  of 
X as follows: 

f ( X ' )  = ~X/"~f(X) + .~k (5) 
vqXl  + 1 
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where Ak is the relevance factor of the symbol Sk given by the following 
expression: 

n 
uik (6) 

)~k = n~  i=1 

This factor is the weighted average of the presence of a symbol in the different 
items. Previous results are deduced from: I{Sk}l = 1 and Id U B I = Idl + IBI - 

IAOB]. 
Let S and P be the union and intersecction closures respectively: 

s= U ", r"l *, (7) 
Vi,vl >0 Vi,vi >0 

Let R be the complement of P into S, that  is: P U R = S and P rq R = 0, it 
is also expresed as : R = S - P. Let h = IRI be its cardinality. 

T h e o r e m  1 I f  a symbol Sk does not belong to the S union, then it does not 
belong to the prototype M .  

P r o o f :  If Sk ~ S, in such case Sk ~ Ii, and for it Uik = O, verifying itself as 
Ak = 0. For the hypotheses X and X '  it stands that: 

I 4 ~ f ( X )  f ( X )  < 0 (8) 
f ( X ' )  - f ( X )  -- ~ + 1 

It generates a decreasing of the objective function value, and therefore such 
symbols are never found in the prototype M for which this value should be 
maximum. 

T h e o r e m  2 I f  a symbol Sk belongs to the intersection P,  then it belongs to the 
prototype M .  

P r o o f :  If Sk E P,  in such case Sk E I i ,  and for it Uik = 1, verifying itself as: 

1 s vi 
Ak = a = - -  (9) 

nv i=1 I ~  

The relevance of a symbol that  participates in P is the greatest possible 
designated a. For the hypotheses X and X t it is given that: 

f ( X ' )  - f ( X )  = 

1 s  v~ (IXnI~l+l IxnzJ) 
n-~ i:1 ~ ~ ~ ~-=~ ]V/~ ~ > 0 (10) 

This result is positive due to: IX f~ I i l <  [XI. It generates a increasing of 
the objective function value, and therefore such symbols must be found in the 
prototype M for which this value should be maximum. From all the previous 
results, we may deduce the following general conclusion: 
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C o r o l l a r y  1 M does not include any symbol that is not contained in S and 
therefore M C_ S, and in the same way, M includes all the symbols that are 
contained in P and therefore P c_ M.  Thus, the M prototype contains the inter- 
section P and is contained in the union S, that is: P C_ M C_ S. 

Given the graph G = <  N , L  > compound of a set of nodes N and links 
L, each node is made up of the symbols contained in P and a combination 
of the contained in R, so the items as well as the closure sets are included in 
the N.  The number of graph nodes is given by: nG = 2 h. The set of nodes 
N = {No , - - - ,N2h_ l}  is made up of all the combinations of possible symbols. 
I t  is verified that:  No = P and N2h_ 1 = S. Each link is determined by the 
inclusion or union with a symbol belonging to R. In the set of links, L = {lij}~ 
lij represents a directed link between the node Ni and Nj, so if lij = Sk then 
Nj = Ni U {Sk }. Each hypothesis of the solution corresponds to a Ni node, having 
associated a value of objetive function f (Ni ) .  The process of finding the solution 
to the problem becomes a search for the graph node which has the maximum 
value in the objective function. Given that  the number of nodes in the graph is 
2 h, this problem seems N P  class. 

The node N b has a distance A(Nb,  Na) from another node Na, if it is verified 
that:  N~ C N0 and INbl = IN~I + A(Nb, N~). The objective function value of Nb 
can be expressed recursively from the value of tha t  of Na in the following way, 
where: ~ A is the sum of the relevance factor of all the symbols of difference 
between both nodes. 

f(Nb) = ]~v/~lf(Na) + Eba A (11) 
~/]Nal + A(Nb, Na) 

Given that  all the nodes can be derived from the one associated with P,  the 
objective function of a Ni node can be expressed as: 

f (N i )  = i v / ~ l f ( P )  + EPN' A = [P[a + E g '  A (12) 
x / IF  I + A(P,  g i )  x/IRe + A(P,  N~) 

Let {{1, . . . ,  {h} the set of maximal  relevance factors obtained by sorting the 
relevance factor, Ai, in such way that:  {1 = max(Ai) and {h = min(Ai). The 
relevant symbols { w l , . . . ,  Wh} are the results of sorting in R the symbols based 
on the relevance factor in decreasing order. Let, ~i, be the factor of max imum 
cumulative relevance: 

= 0 ( l a )  

r ] /=  rli-1 + ~i = ~1 + " "  + ~i (14) 

T h e o r e m  3 The highest value of the objective function from among all the 
nodes that have a distance i > 0 from the node No is given as: 

_ IPI  + (15)  
Iv/  +i 
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Table  1. False Positive and True Negative samples. All errors are contained in class3 
and class7 which are the most spread classes. 

[Sample [Own Class[Most Similar Class[ 

seasnake class3 class4 
slug class7 class6 

tortoise class3 class2 
worm class7 class6 

P r o o f :  The number  of nodes found at a distance i of No is (h). For all 
of them the denominator of the objective function is the same, obtaining the 
highest possible value choosing that  which have the highest numerator  value, 
tha t  is, the sum of values of maximum relevance. A recursive expresion can be 
used also to compute fi: 

f 0 = a  ~X/~ C 0 = I P I  (16) 

f i + l  -- ~ r ~ i f i  -}- ~iq-1 Ciq-1 : Ci  + 1 (17) 

T h e o r e m  4 The highest value of the objective function of the nodes contained 
in G is contained in the set F = {f0, f l , ' " ,  fh}. 

P r o o f :  From the fact that  the highest value of the graph found among the 
distances i = 0, 1, 2 , . . . ,  h. In such a way that  f0 = f (P)  and fh = f(S).  

If fT is the highest value of the contents in F,  then the solution of the M 
prototype is given as: 

M = [ P if T = 0 
(18) [ P U { w l , "  ", WT} otherwise 

It  must be emphasized that  the set of operations carried out for obtaining 
this solution is polinomially expressable on h,rn and n, so the problem seems to 
be in the P class. 

3 C o m p u t i n g  P r o t o t y p e s  w i t h  d e p e n d e n t  S y m b o l s  

In the previous section non-structured applications where all symbols are in- 
dependent have been considered. Many real applications are well s tructured a t -  
t r ibute  based, in this case different values in an a t t t r ibute  are dependent symbols 
which can be considered as mutually exclusive. Previous procedure can be ex- 
tended to deal with dependent symbols. Let sj and sk be two boolean related 
symbols, tha t  is: sj = s-k, eg. in UCI Zoo dataset  [5] [ a q u a t i c ,  n o - a q u a t i c ] .  
In this case is verified that:  
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uij  + Uik = 1 (19) 

So is verified that:  

~3 + ),k = a (20) 

In a general case, given a set of exclusive symbols B = { b l , . . . ,  bl} (eg. in UCI 
Soybean dataset attribute area-damage = [ s c a t t e r d ,  l o w - a r e a s ,  u p p e r - a r e a s ,  
w h o l e - f i e l d ] )  it is verified that: 

I 

Z  (bi) = o (21) 
i = l  

To compute  prototypes it must  be included an additional exclusion rule of 
a symbol if any other in the exclusive set is already included. Let B a set of 
mutual ly exclusive symbols, if bt is the symbol with maximal  relevance in B, 
then bt symbol can be include in the prototype M and the others in B mus t  be 
excluded. 

Some experimental  a t t r ibute  based datasets can include unknow samples. 
Some approaches can be used to deal with unknow samples [8]. One of them is 
based in to assign unknow data  to all possible symbols in this at tr ibute.  In this 
case is verified that:  

l 

Z > (22) 
i = 1  

Other  approach is based on not assigning unknow data  to any possible sym- 
bols in this at tr ibute.  In this case is verified that:  

I 

E X(bi) < a (23) 
i=I 

4 A n  E x a m p l e  

A practical case of prototype computation is presented using the UCI Zoo dataset 
[5]. This is an attribute based dataset with a small number of attributes, and so 
it is not the natural domain to apply the described procedure. However it can 
be applied to this type of domains including the concept of dependent symbols. 
In this case a dataset with 16 attributes is used to code 101 samples grouped 
in 7 predefined classes. Each sample corresponds to an animal which is classi- 
fied into a zoological class. All attributes, except legs attribute, are boolean. 
In this paper this last attribute is considered as boolean with [legs, no-legs] 
values. The goal in this problem is to find a prototype for each class which min- 
imizes missclassifieations. A simple approach is to compute the prototype which 
maximizes the average similarity with all samples contained in that class. Four 
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missclassifications in a dataset  of 101 samples are obtained which are included 
in Table 1. Table 2 shows the average similarity f ( M )  for each class, the rela- 
tive relevance )~k/O and the at t r ibute values of missclassified samples. Relative 
relevance can play an important  role to introduce fuzzy related concept [2]. 
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T a b l e  2. Mean similari ty of each class, relat ive relevance Xk/a of symbols included in 
each class and missclassified i tems [ s ea snake ,  s l u g ,  t o r t o i s e ,  worm]. For all classes 
is verified tha t  a = 0.25. An contradic tory  case is real ted to t o r t o i s e  sample,  which 
being included in the  c l a s s 3 ,  is most  similar with c l a s s 2  having the  a i r b o n e  a t t r ibute .  
This  can not  be considered as a error because t o r t o i s e  have 12 ma tched  a t t r ibu tes  
wi th  c l a s s 3  and 13 with  c l a s s 2 ,  and not all animals in c l a s s 2  have a i r b o n e  a t t r ibu te  
as relat ive relevance shows. 

a t t r ibu te  ]]classl Iclass2]class31class4[class5 [class61class71seas. Is lugltort . lworm I 

f(M) ]10.90710.912 [0.87510.951 [0.953 [0.92210.887[ [ I [ [ 
airborne 
aquat ic  
backbone 1.00 
breathes  1.00 
catsize 0.78 
domest ic  
eggs 
feathers 
fins 
hair  0.95 
legs 0.92 
milk 1.00 
p reda tor  0.54 
tai l  0.85 
too thed  0.98 
venomous 

no-airborne 0.95 
no-aquat ic  0.85 
no-backbone 
no-breathes  
no-catsize 
no-domest ic  0.80 
no-eggs 0.98 
no-feathers 1.00 
no-fins 0.90 
no-hair  
no-legs 
no-milk 
no-preda tor  
no-tail  
no- too thed  
no-venomous 1.00 

0.80 
1.00 

1.00 1.00 1.00 
1.00 0.80 

1.00 0.80 1.00 
1.00 

1.00 

1.00 

1.00 
0.80 0.69 
1.00 1.00 
0.80 1.00 

1.00 1.00 
0.70 0.80 

1.00 
0.70 0.80 0.69 
0.84 1.00 0.92 

1.00 1.00 
1.00 1.00 
1.00 1.00 1.00 

0.60 1.00 
1.00 1.00 1.00 
0.55 

1.00 
1.00 0.60 0.92 

1.00 
1.00 
1.00 

1.00 

1.00 

0.75 

1.00 

1.00 

1.00 
1.00 

1.00 
1.00 
1.00 

1.00 

0.75 

0.75 

0.75 
0.60 1 

1 1 
1.00 1 1 1 

1 

1.00 0.90 1 1 1 

0.50 

1.00 0.60 

0.80 1 

1 1 

1 

1 

1.00 1 1 1 

1.00 1 1 

1.00 1.00 1 

0.70 1 

1.00 0.90 1 1 

0.88 1.00 1 1 1 
1 

1.00 1.00 1 1 1 
1.00 1.00 1 1 1 

1.00 1 1 1 
1 1 

1.00 1.00 1 1 1 
0.88 1 1 
1.00 0.90 1 
1.00 1.00 1 1 
0.75 0.80 1 1 


