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Abst rac t .  Optics can be used to build faster and more complex inter- 
connection networks for parallel processors. Such systems will be com- 
posed of arrays of electronic processing elements interconnected with 
three-dimensional free space optics. We call this a 3D optoelectronic 
computer. We show that for the conjugate gradient benchmark an archi- 
tecture with an adequately fast reconfigurable interconnection network 
can outperform all parallel supercomputers, but its performance is not 
as impressive when a fixed network is used. In the case of the multi- 
grid benchmark, the 3D optoelectronic architecture can perform orders 
of magnitude better than the best parallel supercomputers. 

1 I n t r o d u c t i o n  

Free-space optical interconnects have significant advantages over electronic, due 
to lower power requirements, use of three-dimensional (3D) space and lack of 
cross-talk ([6], [4]). We expect the first systems that  will make use of optical 
interconnects to be realized as arrays of electronic PEs with free-space optics 
interconnecting PEs of neighboring arrays [3]. We call this a 3D optoelectronic 
computer (OEC) [2]. To analyze the potential of such a system we use the NAS 
benchmark algorithms [1] because we can compare its performance to that  of 
currently available parallel supercomputers [5]. This paper completes our study 
(see [2]) with two of the most complex benchmark algorithms, the Conjugate 
Gradient (CG) and the Multigrid (MG). 

2 A r c h i t e c t u r e s  a n d  R e s u l t s  

The CG computation (primarily matrix-vector multiplications) can be performed 
using a fixed interconnection network, but  the sparse nature of the matr ix  is 
ignored. However, it can also be performed using a reconfigurable interconnection 
network. A 3D OEC consisting of an inpu t /ou tpu t  array, a main PE array and 
a broadcasting/accumulator array interconnected with fixed networks, can be 
used to implement this algorithm. The network between the inpu t /ou tpu t  array 
and the main PE array is straight and bidirectional. There is a unidirectional 
broadcasting network from the broadcasting PE to the main PE array, while 
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each half of the PEs across each column of the main array can transmit data 
to the corresponding upper or lower accumulator PE unit. Fig. 1 plots the total 
time. In this case a 3D OEC cannot surpass the performance of the best parallel 
supercomputer, mainly because it ignores the fact that  the matr ix  is sparse. We 
expect that  if the parallel supercomputers had to perform normal matrix-vector 
multiplications, they would be orders of magnitude slower that  the 3D OEC. 
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Fig. 1. Performance comparison of the 3D OEC and the best parallel electronic super- 
computers on the CG benchmark 

A 3D OEC consisting of an input /output  array and two PE arrays inter- 
connected with a bidirectional reconfigurable network can also implement this 
algorithm. In this case only the non-zero elements of the sparse matrix are pro- 
cessed. The total time it takes to execute this benchmark is computed in terms 
of tr, the time it takes to reconfigure the network. In Fig. 2 we notice that  for 
values of tr less than approximately 1 #sec the 3D OEC with the reconfigurable 
network performs better than all the parallel supercomputers. For values of t~ 
greater than 10 psec, the reconfiguration of the network becomes the bottleneck 
of the architecture. Since in this case the network reconfiguration is frequent, the 
advantages of using such a network, can be better seen when the reconfiguration 
occurs less frequently. 

The MG benchmark, is the most complex NAS benchmark we are consid- 
ering, due to its 3D nature, the many different processing stages and types of 
communication patterns [1]. The 3D OEC is made up of three stages. In the first 
stage the outside border of the array is obtained. The second PE array also per- 
forms the apply correction operation. The third PE array performs the restrict 
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Fig. 2. Comparison of the performance of the reconfigurable 3D OEC against the best 
parallel supercomputers for certain values of tr and for the CG benchmark 

residual operation. The interconnection network between the second and third 
PE arrays basically reduces each received array of data to a quarter of its size. 
The fourth and last PE array performs the prolongate operation. The intercon- 
nection network between the third and fourth PE array expands (quadruples) 
the smaller received array of data. On the opposite direction there are straight- 
pass interconnection networks. We also assume that  the first and the fourth PE 
arrays have straight pass bidirectional input /ou tput  interconnections. 

Making similar assumptions as before [2], we can compute the total t ime it 
would take such a 3D OEC architecture to execute the benchmark. Fig. 3 shows 
the result and the comparison with the best parallel supercomputers. As the plot 
indicates, the 3D OEC performs one to two orders of magnitude better than the 
best parallel supercomputer despite the many additional data  transfers required 
to reduce or enlarge the size of the 2D arrays. 

The performance analysis we have presented, based on the CG and MG 
benchmarks, produced "mixed" results. On one hand the most complex bench- 
mark, the MG, produced results consistent with the analysis in our previous 
paper [2]. On the other hand, the analysis of the CG benchmark showed that  a 
3D OEC, without the advantage of a fast reconfigurable interconnection network, 
may not outperform such powerful supercomputers. 

With electronics becoming increasingly faster but reaching their limits, op- 
tical interconnects can provide a better solution to the problem of exchanging 
data  between PEs. Special purpose systems can be build sooner and according to 
our analysis can provide considerable improvement in performance compared to 
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Fig. 3. Comparison of the performance of the 3D OEC and the best parallel super- 
computers on the MG benchmark 

electronic solutions. General purpose systems require the use of a reconfigurable 
network. As long as this is not feasible, electronics remain the only option. 
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