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Abstract. We used Machine Learning (ML) methods to learn the best
decision rules to distinguish normal brain aging from the earliest stages
of dementia using subsamples of 198 normal and 244 cognitively impaired
or very mildly demented (Clinical Dementia Rating Scale=0.5) persons.
Subjects were represented by their age, education and gender, plus their
responses on the Functional Activities Questionnaire (FAQ), the Mini-
Mental Status Exam (MMSE), and the Ishihara Color Plate (ICP) tasks.
The ML algorithms applied to these data contained within the electronic
patient records of a medical relational database, learned rule sets that
were as good as or better than any rules derived from either the liter-
ature or from domain speci�c knowledge provided by expert clinicians.
All ML algorithms for all runs found that a single question from the
FAQ, the forgetting rule, (\Do you require assistance remembering ap-
pointments, family occasions, holidays, or taking medications?") was the
only attribute included in all rule sets. CART's tree simpli�cation pro-
cedure always found that just the forgetting rule gave the best pruned
decision tree rule set with classi�cation accuracy (93% sensitivity and
80% speci�city) as high as or better than any other decision tree rule-
set. Comparison with published classi�cation accuracies for the FAQ and
MMSE revealed that including some of the additional attributes in these
tests actually worsen classi�cation accuracy. Stepwise logistic regression
using the FAQ attributes to classify dementia status con�rmed that the
forgetting rule gave a much larger odds ratio than any other attribute and
was the only attribute included in all of the stepwise logistic regressions
performed on 33 random samples of the data. Stepwise logistic regression
using the MMSE attributes identi�ed two attributes which occurred in
all 33 runs and had by far the highest odds ratio. In summary, ML meth-
ods have discovered that the simplest and most sensitive screening test
for the earliest clinical stages of dementia consists of a single question,
the forgetting rule.

1 Introduction

In this paper, we apply ML methods to the detection of the earliest stages of
dementia due to Alzheimer's disease and other causes. Machine learning (ML)



can generate classi�cation rules where the data include the known classi�cation
of each case. The application of ML methods in the domain of medicine has been
relatively infrequent because of di�culty in accessing medical data electronically.
Arti�cial intelligence approaches to medicine started with knowledge-based sys-
tems, which learn from human experts, not data. Beginning with the expert
systems of the seventies (MYCIN [28], PUFFS), followed by Bayesian systems
of the late eighties and early nineties (ACORN [12],PATHFINDER [5]), these
knowledge-based systems generated much enthusiasm and hope. But there are
very few such actual systems in routine clinical use. Another approach start-
ing in the mid eighties, sought to make use of real data and a domain model
for knowledge acquisition and rule learning[3],[18], [15]. KARDIO[20] is an ex-
pert system for evaluation of electrocardiograms based on this approach. With
increasing availability of electronic medical records, machine learning has the
potential to become a valuable adjunct to clinical decision-making. There has
been some recent e�ort in this direction[2].

Dementia is de�ned as multiple cognitive impairments with loss of related
functional skills without altered consciousness. Most demented patients do not
see a physician for the problem of memory loss until four years after symptom
onset [7], which usually relates to the patient's social embarrassment about hav-
ing a memory problem. Additionally, community physicians commonly do not
detect dementia [10] or misidentify it [21] in its earliest stages when patients are
seeing them for other reasons. At the mid stages of the disease, physicians are
less able to slow the progression and minimize debilitating behavioral e�ects of
the dementia. As an example of an intervention which might have greater value
if started earlier in the disease, Lubeck et al. [16] reported a 17% reduction in the
$200,000 cost of AD patient care using central cholinergic agonists (Tacrine). A
simple, unobtrusive method for detecting dementia early in the disease's course
would help get patients to seek early evaluation and treatment, resulting most
probably in preserved quality of life and reduced �nancial burden to family and
health care providers. The Agency for Health Care Policy Research (AHCPR)
clinical practice guidelines for the assessment and recognition of Alzheimer's
disease and related disorders [30] recommends two simple tests, the Functional
Activities Questionnaire (FAQ [24]), and the six-itemBlessed Orientation,Mem-
ory and Concentration test (BOMC [8]), to screen for dementia after excluding
delirium and depression. We recently reported that the use of Machine Learning
(ML) methods in conjunction with the FAQ and the BOMC markedly improved
sensitivity in detecting dementia in a sample of 609 normal, cognitively impaired,
and demented subjects when compared with published scoring criteria [27].

In this paper, we focus on discriminating the e�ects of normal aging on cogni-
tion from the very early stages of dementia because early detection is potentially
very important for improving quality of life, and reducing total health care costs
to family and society. To do this, we used the AHCPR-recommended screening
instrument, the FAQ, plus the Folstein Mini-Mental Status Exam [9] and two
items from the BOMC (MMSEPLUS) and Ishihara Color Plates (ICP [11])
in conjunction with several ML methods, and compared these results to those



using published scoring criteria for the same set of data from the same set of
subjects. Other items of the BOMC did not need to be considered in addition
to the MMSE since the rest of the BOMC is a subset of the MMSE.

2 Methods

2.1 Sample Description

The total sample consisted of the initial visits of 198 cognitively normal and 244
cognitively impaired or very mildly demented (Clinical Dementia Rating Stage
� 0.5) subjects seen at the University of California, Irvine Alzheimer's Disease
Research Center (ADRC). Patients received a complete diagnostic evaluation
consisting of patient and caregiver interviews, general physical and neurological
exam, two hours of cognitive testing including the CERAD [29] neuropsycholog-
ical battery and other selected tests, routine laboratory testing for memory loss,
and magnetic resonance neuroimaging with or without single photon emission
with computed tomography. Control subjects were either community volunteers
or una�ected spouses of patients, and received an abbreviated, 45 minute version
of the patient cognitive battery, which consisted of the CERAD plus measures of
activities of daily living. They did not receive a medical exam, laboratory testing
or neuroimaging unless cognitive or functional testing suggested an impairment.
The number of subjects available for the various analyses varied because of miss-
ing data. We also performed logistic regressions of the MMSEPLUS and FAQ
attributes. The sample sizes for each screening test appears in Table 1.

Table 1. Characteristics of the UCI ADRC Sample of this study

Attribute Normal Impaired Total
N Mean Std. N Mean Std. N Mean Std

Age* 196 67.2 11.8 278 68.2 10.9 474 67.6 11.3
% Female* 198 71 46 274 43 50 472 59 49
Education(yrs) 140 15.0 2.7 274 15.3 3.2 414 15.2 3.0
FAQ 137 0.2 0.8 211 7.6 6.2 348 5.1 6.1
MMSEPLUS 198 29.2 0.9 227 24.8 5.5 425 26.6 4.8
ICP 133 13.7 1.7 179 11.1 4.1 312 11.9 3.7

* T-test unpaired sample with unequal variance was signi�cant at P < 0:001

Classi�cation of Dementia Status

The diagnosis of dementia status, using DSM-IV criteria [1], was based on a
review of all the data by the neurologist and neuropsychologist during their
diagnostic review session. Each subject was categorized as either unimpaired,



cognitively impaired but not meeting criteria for dementia, or demented. A clas-
si�cation of dementia required the presence of multiple cognitive impairments
plus functional impairments resulting from the cognitive impairments in the ab-
sence of delirium or other non-organic etiologies such as major depression. They
were also classi�ed by dementia severity using standard criteria for the Clinical
Dementia Rating Scale (CDRS [19]), in which 0 = normal, 0.5 = question-
ably or very mildly demented, and 1-5 indicate increasing severity of dementia.
Control subjects showing cognitive impairment or very mild dementia (CDRS
� 0:5) were included in the cognitively impaired/very mildly demented sample,
which we will refer to as the impaired group from here on; patients who tested
normally were included in the cognitively normal sample; subjects with delirium
were excluded from the analysis. Table 1 shows the sample characteristics.

FAQ, MMSEPLUS, and ICP tests

The FAQ (total score ranges from0 (normal) to 30 (severely disabled)) consists of
ten questions about basic and more complex activities of daily life. The answers
to these questions were extracted from the UCI ADRC relational database of
over 1,200 variables per subject-visit to compute the FAQ total and item scores.
The AHCPR recommends using total FAQ scores of 9 or higher for detecting
impairment.Pfe�er[24] found a total FAQ score of 5 or higher to be most sensitive
as a second stage screen in discriminating normal vs. questionably demented
subjects. We examined the sensitivity and speci�city of total FAQ scores from
1 to 30 without ML methods. With ML methods, we used age, sex, education,
and all FAQ attributes with and without the FAQ total score. The description
for how these runs were performed is in the Machine Learning Methods section.

The MMSEPLUS consists of 19 questions from the MMSE regarding orienta-
tion for time and place, registration, attention, short-term recall, language, and
drawing, plus two attributes from the BOMC test (recall of an address and num-
ber of trials to correctly repeat the address twice), which were added because
of potential sensitivity in detecting early dementia. The MMSE ranges from 0
(severely impaired) to 30 (no impairment). The occurrence of dementia increases
with advancing age and decreases with increasing educational level. Depending
upon a subject's age and education, a total MMSE score of 24 or higher is used
to classify a subject as normal [22, 4]. We examined the sensitivity and speci�city
of total MMSE scores from 1 to 30 without ML methods. We then aggregated
the individual MMSE attributes re
ecting short-term recall, orientation to time,
and orientation to place into three aggregate attributes respectively. The MM-
SEPLUS attributes therefore consisted of the three MMSE aggregate attributes,
individual MMSE attributes re
ecting registration, attention and drawing, and
the two BOMC attributes. These attributes plus age, sex and education were
used with ML methods to classify normal and impaired subject samples.

The ICP consists of 21 pseudoisochromatic plates, 15 with noisy numbers
and 6 with noisy trails embedded in a noisy background. The subject reads
the number or traces the trail and is scored by the examiner as correct (1)
or incorrect (0). The instruction for the number-naming task is, \If you see a



number on the plate, tell me what it is", and that for the trail-tracing task is,
\If you see the trail, trace it from beginning to end." Because it is such a simple
task and it appears to discriminate among Alzheimer's, Vascular dementia and
Normal aging subjects [17], we included it as a potential screening test. However,
examination of the ML classi�cation results with the 21 ICP attributes (see Table
2), showed that it is not su�ciently sensitive for detecting very mild dementia.
Therefore, the ICP was removed from further consideration as a candidate for
screening.

2.2 Machine Learning Methods

Speci�c algorithms We concentrated on decision tree learners, rule learners
and the Naive Bayesian classi�er. Decision trees and rules generate clear descrip-
tions of how the ML method arrives at a particular classi�cation. The Naive
Bayesian classi�er was included for comparison purposes. MLC++(Machine
Learning in C++) is a software package developed at Stanford University [26]
which implements commonly used machine learning algorithms. It also provides
standardized methods of running experiments using these algorithms. C4.5 is a
decision tree generator and C4.5rules produce rules of the form, if..then from
the decision tree [25]. Naive Bayes is a classi�er based on Bayes Rule. Even
though it makes the assumption that the attributes are condtionally indepen-
dent of each other given the class, it is a robust classi�er and serves as a good
comparison in terms of accuracy for evaluating other algorithms [6]. FOCL [23]
is a concept learner which can incorporate a user provided knowledge of two
types. First, when provided with a guideline or protocol directly, FOCL has the
capacity for revision if the guidelines produce better classi�cation rules than that
produced from exploration of the data. Second, FOCL can accept information
on each nominal variable indicating which values of the variable increase the
probability of belonging to a class (such as impaired) and information on each
continuous variable on whether higher or lower values of the variable increases
the probability of belonging to a class. We call this, \constrained FOCL", in
the experimental results. FOCL can also learn from the data only, without an
initial input of constraints or guidelines. We call this, \unconstrained FOCL",
in the experimental results. CART [13] is a classi�er which uses a conservative
tree-growing algorithm that minimizes the standard error of the classi�cation ac-
curacy based on a particular tree-growing method applied to a series of training
subsamples. We ran CART 10 times on randomly selected 2/3 training sets and
1/3 testing sets. For each training set, CART built a classi�cation tree where the
size of the tree was chosen based on cross-validation accuracy on this training
set. The test accuracy of the chosen tree was then evaluated on the unseen test
set.

2.3 Treatment of missing data

We used each ML's method for handling missing data. In C4.5 missing attributes
are assigned to both branches of the decision node, and the average of the classi�-



cation accuracy is used for these cases. In the Naive Bayesian Classi�er, missing
values are ignored in the estimation of probabilities. In FOCL, any test on a
missing value is treated as false. Therefore, it attempts to learn a set of rules
that tolerates missing values in some variables. CART uses surrogate tests for
missing values.

2.4 Training and Testing Samples

We ran experiments in which data from the FAQ, MMSEPLUS, and ICP tests
were used separately by each learning algorithm. The samples for the FAQ,
MMSEPLUS, and ICP ML analyses mostly overlapped but the sizes di�ered due
to di�erent patterns of missing data. For the FAQ there were 348 instances|
137 cognitively normal and 211 impaired; for the MMSEPLUS there were 425
instances|198 normal and 227 impaired; for the ICP there were 312 instances|
133 normal and 179 impaired. We cross-validated the results in the following
manner. The complete sample of each screening test was used to generate 20
non-overlapping training and testing sets in a 2/3 to 1/3 ratio, with random
sampling of the training set. The algorithms were trained on the training set and
the resulting decision tree then classi�ed the unseen testing set. The classi�cation
accuracy is hence the mean of the accuracies obtained for the twenty runs of the
testing set. An example of one decision tree rule-set appears in �gure 1.

Rule 1: age > 56 and job > 2 ) class impaired

Rule 2: money > 0 and forget > 0 ) class impaired

Rule 3: gender = 0 and age > 56 and forget > 0 ) class impaired

Rule 4: age > 56 and age � 64 and forget > 0 ) class impaired

Rule 5: age > 73 and forget > 0 ) class impaired

Rule 6: forget � 0 ) class normal

Rule 7: Default ) class impaired

Fig. 1. A C45rule Set

Nonsense Rules It is possible for ML methods to generate a rule which makes
no domain sense (nonsense rule). The rule sets generated by the various ML
methods were inspected for their clinical sense by an ADRC sta� neurologist.
After identifying the nonsense rules, we used FOCL to incorporate domain-
speci�c knowledge that would prevent (constrain) such rules from occurring. We
then compared classi�cation performance of the constrained vs. unconstrained
runs using FOCL to see how performance was a�ected. An example of a decision
tree with a nonsense component follows:



forget > 0 (having trouble):

| age <= 52 :

| | edulevel > 16 : normal (4.0)

| | edulevel <= 16 :

| | | SHOP <= 0 (no trouble shopping): impaired (5.6)

| | | SHOP > 0 (having trouble shopping): normal (2.0)

In this example, eight persons (5.6+2.0) were forgetful, 52 years old or younger,
and had 16 or fewer years of education. Among them, those who could shop were
classi�ed as impaired while those who required assistance to shop were classi�ed
as normal: this is a nonsense rule, which arises because of insu�cient examples
covering the circumstances speci�ed by the nonsense rule. As becomes apparent
later, the appearance of such nonsense rules should encourage one to gather more
data, to constrain the ML method with domain-speci�c knowledge, or to search
for a reduced rule-set using pruning techniques.

2.5 Logistic Regression Methods

50% random samples of each class were selected 33 times, and analyzed with
stata's stepwise logistic regression, which estimates the odds ratios that inde-
pendently contribute to the model for each run. The FAQ and MMSE were
separately regressed against dementia status, and the attributes with the largest
odds ratios in each run were identi�ed.

3 Results

We examined the sensitivity (probability of correctly classifying an impaired
subject) and speci�city (probability of correctly classifying a cognitively normal
subject) for each ML run of the testing samples. The same statistics were gener-
ated for each run of the cuto� scores of the total FAQ and MMSE without the
use of ML methods, and for the stepwise logistic regression. Figures 2 and 3 re-
spectively show the receiver operating characteristic (ROC) curves for the FAQ
and MMSE total scores without ML methods, as well as the performance of the
best results using various ML algorithms.Table 2 shows the classi�cation results
of each ML method and of published criteria for total MMSE and FAQ scores.
A number of strategies were used to select an optimal decision tree for clinical
use. We ordered pruned decision tree rule-sets by their frequency of occurrence
across the di�erent ML methods and runs. We examined the cross-validation
procedure of CART, which selects the best single decision tree for a speci�ed
number of runs; we repeated this procedure 10 times. Each time, CART selected
the same best decision tree. We also ran forward-stepping logistic regression on
the dependent variable,Dementia Class, against the independent variables of the
FAQ attributes (F-to-enter = 0.4, F-to-remove = 0.2) to identify the attributes
which made statistically signi�cant independent contributions to prediction of
dementia status. For the demographic attributes (Table 1), only age and sex



Table 2. Sensitivity and Speci�city of each Screening test by algorithm and published
scoring criteria

FAQ (Normal = 137, Impaired = 211)
CART C45 C45Rules FOCL Naive Bayes FAQ >8 FAQ >4

% Sensitivity 93 92 89 94 67 20 49
% Speci�city 80 78 79 80 97 99 96
% Accuracy 88 88 85 89 83 51 68

MMSEPLUS (Normal = 198, Impaired = 227)

C45 C45Rules FOCL Naive Bayes MMSE >24 MMSE >27
% Sensitivity 77 70 79 66 30 62
% Speci�city 80 86 70 87 100 81
% Accuracy 79 77 75 75 63 71

Ishihara Color Plates (Normal = 133, Impaired = 179)
C45 C45Rules NAIVE BAYES

% Sensitivity 68 68 73
% Speci�city 55 52 52
% Overall 66 63 64

showed statistically signi�cant di�erences between normal and impaired sub-
jects. However, the age di�erence between normal and impaired subjects was
less than one year, which is not a clinically signi�cant di�erence. Therefore, only
gender showed a clinically signi�cant di�erence, with a preponderance of females
in the normal group. The ICP attributes with ML methods resulted in at best
a 73% sensitivity (52% speci�city) using the Naive Bayes method and were not
considered further. For the FAQ test, �gure 2 shows that the FAQ with ML
methods out-performed the best of the published cuto� criteria for the total
FAQ score. It is interesting to note that the cuto� score of 9 or higher, recom-
mended by the AHCPR, has a considerably poorer sensitivity for discriminating
very mildly demented from normal subjects (20%) than that obtained for the
ML methods, FOCL, C4.5, C4.5Rules, and CART (93%). One should also note
that the number of questions needed to achieve these results with ML meth-
ods is markedly reduced. In the case of CART, only one question is required
(\Do you require assistance remembering appointments, holidays, family occa-

sions, or taking medications?"). For the MMSEPLUS test, �gure 3 shows that,
when used with ML methods, classi�cation accuracy is always higher than when
any total MMSE score is used as a cuto� criterion without ML methods. Using
constrained vs. unconstrained analysis of the data with FOCL, there did not ap-
pear to be a signi�cant improvement in classi�cation accuracy, but no nonsense
rules were generated when constraining FOCL with domain-speci�c knowledge.
Given the various search strategies for �nding the best decision tree or rule-set
for clinical use, all approaches converged on one main conclusion: the response
to a single question from the FAQ test gave classi�cation accuracy as good as
any other rule set and better than any published criteria. This question, \Do you

require assistance remembering appointments, family occasions, holidays or tak-
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Fig. 2. FAQ ROC

ing medications?", we call the forgetting rule. All runs for all ML algorithms
studied included this rule in the decision tree/rule-set; no other attribute was
included in every decision tree/rule-set. Using CART's cross-validation proce-
dure, this single rule decision tree was selected as the best tree on 10 out of 10
runs. Finally, forward-stepping logistic regression was used to identify the most
important attributes in each run. These attributes were compared to those se-
lected by the ML methods. For the FAQ, the forgetting attribute had the largest
odds ratio on 32 of 33 runs (11:9 � 7:6), and was the only attribute included
in all 33 models. Job performance (odds ratio = 4:2 � 4:2) was the 2nd most
frequently selected attribute, occurring in 20 of 33 runs. For the MMSEPLUS,
the attribute, # of trials to obtain 2 correct repetitions, had overwhelmingly the
highest odds ratio (90� 59), and was the �rst attribute entered for all 33 runs.
The only other attribute included in all 33 runs was the delayed recall attribute

(1� oddsratio = 2:3� 0:4).

4 Discussion

There are four main �ndings of the present analysis. First, the ML methods can
be interfaced with an electronic medical record system to learn directly from
the data. The feasibility of this is also demonstrated by the work described in
for example [2] and [14]. This feature contrasts with that of knowledge-based
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systems, in which human experts design the decision rules and then test the
data. Whereas humans usually select a few rules by which they make decisions,
a machine can consider a larger number of rules. This is a speci�c advantage of
ML methods. When supplemented by a review of the ML-generated rules or by
incorporation of domain-speci�c knowledge into the ML algorithm, speci�c rules
that violate domain knowledge can be minimized, thus enhancing the power of
ML methods. This approach also identi�es subtle logical errors in the electronic
medical record that could be overlooked. For example, after reviewing a non-
sense rule using job performance as a criterion, we discovered that some normal
subjects had misinterpreted the question about their ability to perform a job,
answering that they could no longer perform their job because they had retired.
In fact, they were fully able to perform their job given the need to do so. The
inconsistency in the attribute values was discovered, and corrected. Re-running
the ML algorithm veri�ed that the nonsense rule had been eliminated by this
correction of the data. The second important �nding of this paper is that ML
methods used in conjunction with the MMSEPLUS test attributes outperform
any published criteria for using total MMSE score to classify normal and cog-
nitively impaired or very mildly demented subjects. They also do much better
than any cuto� possible using the ROC curve. This supports the idea that some
attributes of the MMSEPLUS are more important than others, and that the
less important attributes may actually confuse classi�cation. The �ndings of the
logistic regression analyses did not substantially alter these conclusions. Two
attributes, trials to learn address and recall of address performed as well as any



other combination of MMSEPLUS attributes. The third important �nding of
this paper is clinical: when used with ML methods, a single question from the
FAQ (the forgetting question) classi�es normal cognitive and the mildest stages
of a dementia as well as or better than any other combination of attributes from
the FAQ, the MMSEPLUS and the ICP with and without total score, and out-
performs any of the recommended scoring criteria for the FAQ or the MMSE
total scores. The results of the logistic regression analyses con�rmed the im-
portance of the forgetting question. For screening purposes, we think that the
tradeo� for higher sensitivity is preferable given the ease and applicability of the
forgetting attribute as a screening test.

It is interesting to note that the AHCPR-recommended criteria for impair-
ment using a total FAQ score of 9 or higher, is much higher than the score of
a person answering positively only to the forgetting question (their FAQ total
= 1-3 in that case). The higher total FAQ score recommended by the AHCPR
is based on studies which included all levels of dementia severity. Using this
criterion for the very mildly demented subjects in the present study resulted in
only a 20% sensitivity, which implies that responses to other questions of the
FAQ actually reduce the sensitivity for detecting very mild stages of dementia
(compared to the forgetting rule alone). This is why inclusion of the total FAQ
score as an attribute in the ML runs reduced the speci�city and sensitivity when
compared with the results obtained from analyses of the FAQ item attributes
alone. The FAQ attributes therefore contribute unequally to dementia classi�ca-
tion, with the forgetting question being the most contributory. This is our fourth
signi�cant �nding.

4.1 Limits on Accuracy

Sample bias: The only demographic variable which di�ered to a clinically sig-
ni�cant extent between normal and cognitively impaired subjects was gender.
Since the decision rule sets rarely included gender in any of the ML runs and
methods, we conclude that the �ndings presented here are not due to sample
biases in age, education or gender. The �ndings are, however restricted to the
population represented, which consists of individuals, mostly over 65 years and
with more than a high school education. However, previous studies showing the
insensitivity of the FAQ to educational level suggests that the results of this
study apply to persons 65 or over, regardless of education.

5 Conclusions

We have successfully applied ML methods to increase sensitivity and speci�city
of commonly used dementia screening tests plus reduce the information required
to make this decision. Additionally, ML methods can identify subtle errors in
the electronic medical record which are due to misinterpretation of what is being
asked of the subject. The rule set derived from the full data can be used on paper
or as software in various clinical settings to enhance the detection of very early



stages of a dementing illness. This should result in less disability per patient and
better quality of life for both caregiver and patient through early intervention.
The utility of ML-derived protocols with some human supervision has general
applicability to many important medical areas, including cancer, heart disease,
and stroke.
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