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Abstract. In structural pattern recognition, a common problem is the difficulty 
of constructing classification models or roles from a set of examples. "I2tis paper 
illustrates a method for generating class descriptions from a training set by 
using inductive logic programming, and in particular an inductive learumg 
algorithm based on the FOIL system. 12ae goal of the method is to fred 
descriptions which are general, i.e. are successfully applicable to recognize 
objects different from the ones in the training set, while preserving their 
discrimination ability. The application of the method to a difficult real-world 
problem (handprinted character recognition) is presented, proposing a 
hierarchical description and classification scheme in order to reduce the 
complexity of the task to a level which can be profitably handled by this kind of 
learning methodologies. 
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1 Introduction 

Structural pattern recognition methods [ 1] are typically based on file decomposition of 
an initial representation of the objects of  interest into simple parts, so that a shape can 
then be described in terms of these parts, their attributes and of more or less complex 
relations among them. It is worth noting that the obtained descriptions have not fixed 
length and frequently it is not possible to establish an a priori order for arranging the 
extracted primitives in the description: thus the objects are often represented by 
means of complex structures such as the Attributed Relational Graphs (ARG) [2]. 

A common problem with this kind of representation is the difficulty of 
constructing, from a suitably chosen collection of examples, the models or the rules 
that are needed to perform the classification task. In fact, the impressive collection of 
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effective and theoretically sound learning methodologies that are available when the 
patterns are represented by means of vectors, like the Statistical Learning theory or 
the Artificial Neural Networks, cannot be applied to the more complex structures 
which encode the structural descriptions. 

Several authors [3] overcome this drawback assuming that an expert of the 
application domain can define by hand the prototypes of the classes to be recognized, 
exploiting the fact that structural descriptions are easily understandable and 
manageable by humans. This approach, however, could be not feasible if the patterns 
of a same class show a large variability: in this case the manually defined prototypes 
may not be able to capture the patterns that differ significantly from the ideal model 
reflected in the prototype construction, or m~v at least require a considerable effort in 
the classification system to absorb these differences. Moreover, in some domains 
might not be available sufficient expertise to determine which prototypes are to be 
considered so representative of a class as to deal with all of its possible variations. 

The approach we have followed in this paper is to consider the determination of the 
class prototypes as a symbolic machine learning problem [4]: given a suitably chosen 
trairting set, the goal of the system is to devise, by means of an inductive process, a 
description of each class which is more general than the bare enumeration of the 
training examples, in the sense that it also covers instances of the class which are not 
present in the training set, but still preserves the ability of discriminating the objects 
belonging to other classes. Furthermore, these descriptions must be explicit and easily 
interpretable by humans (in contrast, for instance, with the ones produced by neural 
networks), allowing an expert to validate or to improve them, or to understand what 
has gone wrong in case of errors. First-order logic predicates constitute a powerful 
representation means for this kind of knowledge, since they are expressive enough to 
encode both structural descriptions and complex classification rules, and can be 
directly employed (under some restrictions) to build a classification system by means 
of a logic programming language such as Prolog. For this reason the learning task has 
been performed using an Inductive Logic Programming method [5], based on the 
FOIL algorithm [6], which produces for each class a classification role expressed as a 
Prolog program. 

Literature about our application domain, which is that of hand-printed character 
recognition, do not report many attempts to discover prototypes by using ILP 
approaches; this is due to high variability of the shapes belonging to a same class, 
thus large training sets are required to encompass all the possible variants of a class, 
and very detailed descriptions are needed to discriminate between similar classes. 
This fact puts a heavy burden on the learning system, since symbolic learning 
algorithms are better suited to work with small and not very noisy training sets. This 
problem can be, at least partially, overcome by employing a hierarchical description 
and classification scheme [7]: in a first stage each sample is assigned to a pool-class, 
which may contain one or more actual classes, using a less detailed description: then 
in a successive step the actual class is determined, using more specific features, 
possibly dependent on the selected pool-class. In this way at each level the learning 
algorithm has to deal with a reduced number of classes and of features, making the 
derivation of the classification rules a simpler task. In this paper we will focus our 
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attention on the first level of the system, presenting a description method which is 
tailored to partitioning the input samples into pool-classes, neglecting some features 
that would be important to recognize the actual class, but that at the first level reveal 
to be too specialized, discriminating among samples that should instead belong to the 
same pool-class. 

In the following a more detailed illustration of the description method and of the 
learning algorithm is provided; then some preliminary experimental results are 
examined, discussing some possible improvements. 

2 Preprocessing and Description Phases 

Characters can be considered as ribbon-like shapes whose thickness is not significant, 
but in a few special cases. Thus, an appealing preprocessing teclmique for obtaining a 
synthetic representation of them is tlfinning (see fig. lb). However, to be effective for 
recognition purposes, the obtained thin lines should preserve file shape of the original 
ribbons. Unfortunately, this is one of the main problems for almost all file presemly 
available thinning algorittuns. In fact, they introduce shape distortions particularly at 
the join and crossing of strokes. We use an original method [8] that allows to 
substitute to the ribbon a polygonal line centered within it and faitlffully reflecting its 
shape (see fig. lc). 

The polygonal line is then decomposed into pieces with the constraint that each 
piece can be simply described and at the same time represents a perceptively 
significant feature of the character. The shape of unconstrained handprinted 
characters, produced by a large number of writers, shows an extreme variability. 
Strokes having the same perceptive significance can have quite different shape and 
size, some strokes may be missed or added with respect to the hypothetical ideal 
representative of each class, and relative position of strokes may be partially altered. 
Nevertheless it has to be assumed that such variations are not so dramatic as to 
destroy the essential features making characters recognizable by a human observer. In 
order to cope with character variability and to single out the features most 
characteristic and invariant for members of a shape class, the polygonal line 
representing a character is decomposed into circular arcs (see fig. ld) by a fitting 
algorithm [9]. The circular arc has been chosen since it provides the simplest, but still 
good approximation of the typical strokes used to form characters, Since this 
description scheme is tailored to a first level of classification, the fitting algorithm has 
been tuned to smooth as much as possible differences between similar slmpes. 

Character components, i.e. circular arcs, are described by using two features: the 
size (normalized with respect to the size of the character) and the angle spanned by 
the arc. The relations between arcs are described in terms of the contact points 
between them. Three types of contact are described and, in one case, the angle 
between arcs at the contact point is also measured. The attribute values of both arcs 
and their relations are roughly quantized as shown in fig. 1£ It is worth noting that all 
the attributes are independent of the absolute orientation of the arcs, resulting in a 
description which is not affected by a rotation of the clmracter. Of course the 
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orientation has to be tcken into account in the subsequent levels of the classification, 
in order to discriminate the actual classes. The arcs and their relations form the 
structural description of the character, represented by means of an Attributed 
Relational Graph (ARG) whose nodes correspond to the circular arcs, and whose 
edges correspond to the relations between contacting arcs (see fig. le). 
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Fig. 1. The phases of the structural decomposition: (a) the initial image, (b) the thinned image, 
(c) the polygonal approximation, (d) the resulting circular arcs, (e) the ARG of the character, 
(f) the fea~res used for shape description with their attributes and values (the angle values are 
assigned only to junctions of the V-like type), (g) the description in terms of Prolog predicates. 

In order to describe an ARG in terms of simple logical relations we have defined, 
for each possible attribute of a node or an edge, a set of first-order predicates 
corresponding to the values of the attribute; in addition, another predicate indicates 
that a node belongs to a given graph. In fig. lg an example of description of a 
character in terms of logical relations is shown. 



343 

3 Description of the Learning Algorithm 

The method we have employed to learn the descriptions of file classes is based on 
Quinlan's FOIL algorithm [5] for Inductive Logic Prograxmning (ILP). Inductive 
Logic Progranuning is a machine learning methodology aimed at learning new 
concepts from a set of examples, where both the concepts and the exalnples are 
described by means of a suitably chosen subset of first order predicate calculus 
(usually Horn clauses); in our application, a concept is a description of a class. More 
formally, an ILP system is given a logic progrmn B, which encodes file eventual 
background knowledge about tile problem, and a set T of examples, represented by 
logic facts, partitioned into positive and negative examples (subsets T + and T-) ,  
which in our case correspond to characters of the class being defined and of the other 
classes respectively. The system attempts to find a new logic program P (a class 
description expressed as a set of rules) such that: 

V t  ~ T + , B A P ~ t  and V t ~ T - , B A P - - / ~  t .  (1) 

If the samples in T are sufficiently representative of the concept being learned, ,an 
ILP algorithm is expected to find a concept definition which is more general than the 
supplied examples; only in this case we can speak of inductive learning. 

The algorithm we have employed is able to learn only one predicate at a time, 
requiring different learning phases to learn a logic program P composed of more than 
one predicate; this is not a severe restriction for our application. Hence, the program 
being learned is formed by one or more clauses defining a Prolog predicate p; each 
clause can be expressed as: 

p (Xl . . . . .  Xn):  - l l ,  l : ,  ... lm. 
where the li are the preconditions, or literals, ,hich can have one of the following 
forms: 

q(Yl . . . .  , Yk), Z~=Zj, n o t ( q ( Y l  . . . . .  Yk) ), not(Zi=Zj) .  
The algorithm performs the search in the concept space by successive 

specializations. The initial hypothesis is the maximally general definition of the 
concept being learned, that is the trivial definition that encloses all the examples in the 
training set, positive and negative; it corresponds to a clause with no preconditions. 

At each step, the definition is refined by adding a new literal to the clause; this 
way, the definition becomes more specialized, covering a smaller number of 
examples. The aim of the algorithm is to find a set of preconditions that cover all the 
elements in T + , but no element in T- .  The former condition is not always satisfied, 
so if the algorithm has reached a clause which covers no element in T ,  this clause is 
added to the definition of the concept being learned, and the construction of a new 
clause is started to cover the remaining positive examples. Eventually, the algorithm 
will either arrive to cover the whole T +, thus succeeding in learning the desired 
concept, or it will be unable to find a clause which covers the remaining positive 
examples, and will then terminate without finding a complete definition. The latter 
situation may happen if the information provided by the background knowledge B and 
by the training set T is not sufficient. 
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The most delicate phase of this algorithm is the choice of the literals to be added 
for specialiNng the cm'rent clause, which obviously cannot be based on an exhaustive 
search, since the computational cost would grow exponentially with the number of 
literals. Hence, the adopted algorithm chooses the literals in a greedy fashion, i. e. at 
each step the most promising literal is added to the clause, considering only the effect 
of that single literal on the clause, without any form of lookahead or backtracking; 
this fact may lead to a suboptimal set of literals. The choice is driven by a preference 
criterion, which in our case is based on Information Theory entropy [5]. 

4 Application to OCR: Discussion and Perspectives 

The experimental phase has been carried out using file ETL-1 database [10] of 
handprinted characters. A set of about 500 characters, randomly selected, has been 
used for training the system. In fig. 2, the sm~cmral decomposition of characters used 
for the traimng are reported. Note that, starting from file 500 character ~ we have 
obtained 238 distinct character descriptions. The class descriptions produced by the 
learning algorithm (see fig. 3) have been verified against a test set of about 100 
specimens for each class (totally less than 2600 ARGs). 
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]" I/ U II V ~ W ~ Iv' Id W ~ W I..A X ,~< I ~ ~ "~ 
v, Y Y Z ~ Z ~ E I T L Z ~ E Z Z Z  

Fig. 2. The training set chosen m our experiments (after applying structural decomposition). 

Table 1 summarizes the obtained classification results. The table should be read as 
a preliminary analysis aimed at verifying if inductive learning is mature enough to be 
applied to a real handprinted character recognition application. Nevertheless, an 
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overall analysis of this table seems to suggest that our convincement is reasonable, 
because the table is sparse (the higher the ntunber of 0-cells, the lower the 
misclassification ratio) and most elements of the main diagonal lmve high values. 

However, as we expected, these results shows that the classification rules obtained 
at this first level are not always sufficient to recognize the actual class. The most 
evident case is that of class D, whose samples in a large number of cases are assigned 
to class O, class U or class L. Other examples of classes that often give rise to 
misclassification are the class B, confused with t t  and the class U, confused with C, L 
or S. This depends on the description employed, which tends to absorb the difference 
among these classes in order to favor the grouping into pool-classes. Hence, the 
obtained rules must be suitably merged to form descriptions of the pool-classes, 
which can be reliably used, at this first level, to limit the decision of the classifier to a 
small number of actual classes. 

is__L (A) : - 
has2nodes(A), 
has(A, B}, 
medium(B, C), 
medium(C), 
straight(B}. 

(a) 

has2nodesigl}. 

large(g!nO). 
straight(glnO). L----- 
has(gl, glnl). 
medium(glnl). 

vlike(glnO, glnl). 
medium(glnO, gln!). 

(b) 

has2nodes(~9). 
has(g2, g2nO). 
!arge(g2nO). 
straight(g2nO). 
has(g2, g2nl). 
mediumlg2nl). 
bent(g2nl). 
vlike(g2nO, g2nl). 
medium(g2nO, g2nl). 

(c) 

Fig. 3. One of the clauses found out by our system for the class L: (a) the rule discovered, 
(b)-(c) some of the samples in the test set matching the rule and their representations. 

A successive step is needed to assign a sample to one of the classes which are 
contained in the selected pool-class; the definition of classification rules for this step 
is less critical for the ILP system, since it has to deal with a considerably smaller 
number of training samples and of classes. Furthermore, this step could be performed 
using other features, more effective with regard to the considered bitmaps (those 
belonging to the pool-class); these specialized features can be extracted only from tile 
samples which are ascribed to the pool-class, if they are needed by the system in order 
to separate the single classes. 
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Moreover, by examining our system at work, we have noted that, because of its 
greedy behavior, it often chooses an inadequate literal in an early step which leads to 
a weak clause. Since, as already pointed out, our algorithm doesn't include any kind 
of backtracking, there is no way for replacing the chosen literal by another one. In 
order to overcome the illustrated problem, future versions of our system will be based 
on other kinds of search techniques, such as beam search [11] which maintains at each 
step a limited mmlber of promising clauses instead of just the best one. 

5 Conclusions 

This work has collected several aspects of ILP and OCR (with particular regard to 
handprinted character recognition), trying to sketch a guideline in order to realize a 
robust system inspired to ILP methods, able to find out prototypes from a suitably 
chosen training set of handprinted characters. A preliminary test has been performed 
on a few samples extracted from ETL-1 database to confirm our expectation about 
applicability of the method. The obtained results seem to suggest to cope with the 
unconstrained variability of the handprinted characters by" means of aggregating more 
classes in a same pool-class, through a hierarchical description and classification 
scheme [71. 

This kind of choice is particularly well-suited to be used with ILP methods, 
because it can decrease significantly the number of target relations at each level of the 
hierarchy, resulting in a better performance of the learning phase. 
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