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Abstract .  Graph grammars have been widely used in areas such as pro- 
gram semantics, concurrence and parallelism, or graphic generation. This 
work is concerned with pattern recognition tasks and how to use a class 
of graph grammars (web grammars) to modelize the objects in both the 
learning and recognition phases. First, we give some definitions and basic 
notation referring to web grammars. We then propose an adaptation of 
a previous method for learning web grammars and we report some pre- 
liminary results on a handwritten digit recognition task together with 
future work to be carried out. 
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1 Introduct ion 

The tradit ional  way of modelizing objects in syntactic pa t te rn  recognition ap- 
plications has been done, principally, by using string languages. This way of 
modelizing the objects of the problem does not provide a correct t rea tment  of 
the knots of the objects (for instance, the intersection point of digit eight). 

In the 60's, several works appeared tha t  introduced a new approach based on 
the graph theory, so the concepts of graph grammar and graph language were 
introduced as a generalization of strings and tree languages. These contributions 
provide a more powerful tool for object modelling than strings which can only 
partially modelize. 

Since then, a whole theory about graph grammars has been developed and 
the properties of different families of graph grammars have been established [I] 
[2]. This theory has also been applied to several fields. 

In this work, this approach is applied to a pattern recognition task. To this 
purpose, a family of graph grammars (web grammars) was used and an inference 
method to obtain web grammars from examples is proposed. To test the method, 
a handwritten digit recognition task was carried out. 

The scheme of the paper is the following one. First, some basic notation and 
definitions concerning web grammars are presented; next, the inference algorithm 
is proposed. Then, the task and the guidelines for solving it with this approach 
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are explained and the results of the experimentation carried out are reported. 
These results are promising for eventually constructing a satisfying final version 
of the method. Finally, some conclusions and suggestions for future which will 
increase the performance of the method are presented. 

2 T h e o r e t i c a l  c o n c e p t s  a n d  n o t a t i o n  

We introduce some basic definitions related to graph grammars theory. We 
present these concepts in a way similar to other works such as [3] [2] and [1] 

De f in i t i on  1. A web is defined as an undirected graph which is labeled in its 
nodes i. Although the literature distinguishes between the concepts graph and 
web, this paper does not. 

De f in i t i on  2. Given a graph W, A is a subgraph from W if all the nodes in 
A are also in W, if the nodes are equally labeled and if the edges in A join the 
same nodes as in W. Given a graph a,  we will denote the set of labels taken by 
the nodes of a by N~. 

Def in i t i on  3. A graph grammar is defined as a tupte (N, Z,  P, S) where: 

- N is an auxiliary alphabet. 
- Z is a terminal alphabet (N n N = Q). 
- S is the axiom of the grammar or initial graph (Ns = {S} C_ N). 
- P is a finite set of productions each of which is a tuple (c~,/~, F)  where: 

• a and ~ are graphs such that  Nc~, N~ C_ {N U Z} A N~ A N ¢ ® 
• F is  a non-empty set of connectivity functions 

f :  N z x 2~ r -+ {2 NUa-: U {normal}} 

Its meaning, as explained in [3], establishes that  given f (A,  B) = {C, D}, 
the application of the rule where f belongs, will connect the node A 
(A E fl) with the neighbors of node B (B E ct which are labeled with C 
or D); node B and all its edges are then deleted. If the function f takes 
the normal value, it is possible to substitute B for A in any context. 

Def in i t i on  4. Let W be a graph and p a be production (a, fl, F)  of the 
grammar G such that  a is a subgraph of W. Let U be the graph resulting from 
eliminating the subgraph a of W, and V the result of connecting fl to U using 
the functions in F.  

Then, it is said that  W and V are in direct derivation relationship inside the 
grammar G, denoted by W ~ V, or W:=>V in case of ambiguity. 

G 

Def in i t i on  5. Let a derivation relationship denoted by ~ or ~ be the 
G 

reflexive and transitive closure of the relation ~ previously defined. 
So, given a graph set {Wi, W2, Wa, ...W,~} such that: 

G G G 

i Montanari [6] distinguishes between directed and undirected webs. 
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We say that  WI derives (is in derivation relationship with) Wm and it is denoted 
by: 

Wl~Wm 
D e f i n i t i o n  6. Let the language generated by" the graph grammar G, La ,  

be the set of graphs whose nodes are all labeled by symbols in ~ that  cart be 
derived by applying the rules in G starting fl'om the axiom S. That  is: 

La = {a I S ~ a  A N~ C__ 2}  
G 

Several papers classify the grammars taking into account many features. 
Therefore, looking at the set of connectivity functions of the productions, we 
can talk about  Normal Web Grammars [6]. We can talk about  context sensitive, 
context free or regular (linear) web grammars if we take into account the form 
of the graphs in these productions [1]. Therefore, in this work, we are dealing 
with context free, normal, web grammars 2. 

3 I n f e r e n c e  M e t h o d  

The proposed inference method is a modification of a well known and tested 
one used on the regular string languages inference. This method [7] builds a 
prefix tree acceptor (PTA) using the positive sample and at tempts to merge the 
states of the automaton in lexicographic order. The method determines whether 
the resulting automaton is consistent with the sample (positive and negative) 
thus allowing the join or in case that  the automaton accepts a negative sample 
undoing the join. The method goes on until no more merges between states of 
the automaton are possible. 

In order to apply the previous method, we represent the grammar as a states 
transition diagram (STD) where the states are associated to the non-terminal 
symbols of the grammar and the transitions are determined by the productions 
that  substitute the non-terminal symbol of the origin state by a graph [5]. A 
state is a final state when no rule can be applied from it, while the initial state 
is the axiom (Figure 1). 

The method uses this grammar representation to construct a graph grammars 
acceptor based on the idea of the PTA. In this way, using the positive sample, an 
STD which accepts the positive sample is constructed. In addition, some other 
samples which are not in this set are also accepted. 

Once the initial STD is built, the method at tempts to merge states when 
the join produces no ambiguity, taking into account that  the final STD must 
not accept any sample from the negative sample set. When no more merges are 
possible, the STD is considered a consistent correct conjecture [5]. 

2 As has been advanced, although the literature distinguishes between graph grammars 
and web grammars, a~Ld because we just work with web grammars, we shall not do 
it 
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S ~ A 
t -- : f ( ~ ,  s )  = { . . . . . . .  t }  

A c B 
• = V f(c,  A )  = { n o v ,  m a t }  

B f C 
• : ,: f ( f ,  B )  = { n o r m a l }  

B B E 
• .t. .~ f(B, B) = {normal} 

B B G 
• : : f(B, B) = {~o,.m=l} 

C a D 
• : : f(~, c) = {~o~m=I} 

D b c 
• e : f ( b ,  D )  = { n o ' ~ m a I }  

E g F 
• = : f ( g ,  E )  = { n o v ,  r e a l }  

F f e 
• : : f ( f ,  F )  = {no.real} 

G e H 
• : ~. f ( e ,  G) = {no~'rnal} 

H f g 
• -~ : f ( f ,  H )  = { n o r ,  r e a l }  

i© 
"c - B"/"c" 

~ %-c"/'%" 

............... ' ©  

Fig .  1. Example of a representation of a graph grammar with a states transit ion 
diagram (STD). Every edge is labeled by / ]  and the label of the node to be substi tuted.  
The final states are always labeled by '=#" 
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4 Pattern recognition task 

In order to test the behavior of the inference method proposed above a hand- 
written digit recognition task was considered. The modelization of each digit 
with a graph that  could represent all the underlying features of the sample was 
the first step to be performed. 

Once all the samples had been reduced to a graph, the inference method was 
used to obtain a structural model for each class of the pat tern recognition prob- 
lem. With these models, a test phase was implemented to test the capabilities 
of the proposed algorithm. 

2b 3c 

l l f  ,( ~ 8f 
9g 

4d 

& 

Fig. 2. The whole process is shown in this figure: the first box shows the initial digit, 
the second one shows the thinned digit, the arrow in the third one indicates the cut 
point and, finally the underlying graph is presented in the fourth box. 

4.1 P r e p r o c e s s  

The digits 3 which were used in both the training and test phases, were repre- 
sented as bitmaps where '0' dots stood for background and '1' dots for points 
belonging to the digit. Each sample was preprocessed to obtain the graph that  
modelized it. This process followed the scheme below[5]: 

- T h i n n i n g  o f  t h e  d ig i t :  several algorithms were studied. The Arcelli-Sanniti 
one was used due to its performance with the samples, [11] (second box in 
figure 2). 

- D e l e t i o n  o f  t h e  cyc les  o f  t h e  digi t :  The sample recognition can be re- 
duced to the recognition of repeated and interconnected simple patterns. 
Moreover, this step reduces the complexity of the problem, allowing us to 
work with a more restricted family of graph grammars (third box in Figure 
2). 

- C o n s t r u c t i o n  o f  t h e  g r a p h  using a parameter  window 4 to obtain a graph 
which varies in complexity, i.e. the higher the value of the window param- 
eter, the simpler the graph obtained. Every edge of the graph represents a 

3 All samples were obtained from the data base "NIST SPECIAL DATABASE 3, NIST 
Binary Images of Handwritten Segmented Characters". 

4 A window is the number of dots to be taken into account before considering a node 
creation and a new edge representing a change of direction. 
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Fig. 3. 

a 

1~ b 
bc  

e 

Set of primitives used to represent the directions in the nodes. 

segment of the digit which maintains the same direction according to the 
set of primitives (Figure 3). Every node has the label corresponding to the 
direction tha t  has been used in the segment of the digit, i.e. label "3b" means 
that  the segment which arrives to node 3 uses the direction %" according 
with the set of primitives. 

4.2 Experimentation and results 

Once the samples had been reduced to graphs, the inference algorithm was used 
to obtain a grammatical  model for each digit. 

7 0  

6 5 ;  

6 0  

5 5  

5 0  

4 5  

I 

E s t r u c t u r a l  M e t h o d  - -  

2 3 4 5 
W L n d o w  

Fig. 4. Average of the error rates obtained for each of the values given to the window 
parameter. The X axis shows the size of the window and the Y axis indicates the average 
error rate of the five iterations carried out for each window. This rate was calculated 
as the number of correctly classified samples minus the total number of misclassified 
samples divided by the total number of samples, 

The number of elements in the initial set was I000 (I00 in each class), a 
leaving-k-out strategy was used, and five iterations were carried out, constructing 
a grammatical model for each of them with a positive set containing 80 digits 
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and a negative set consisting of 360 samples (40 digits for each of the 9 remaining 
classes). A test set was formed in each iteration with 200 digits (20 for each of 
the 10 classes). For each iteration four different values of the parameter window 
(2, 3, 4 and 5) were taken into account. 

A summary chart of the results obtained is shown in Figure 4. 

window 4 0 1 2 3 4 5  6 7 8 9 

i 0 7 2  - - 1 1 - 1 - 

1 95 - - 87 . . . . . .  
2 20 . . . . . .  1 
3 1 7 1 -  1 
4 - 62 . . . . . . . . . . .  
5 1 2 78 4 - - - 
6 1 2 5 9 - - 4  
7 3 . . . . . . . . .  87-  1 

. . . . . . . . . . . . . . . . .  8 2  
98 . . . . . .  4 - 1671 

Fig. 5. Summary of the results obtained after the five iterations using a window of 
size 4. Each column (c) shows a trained model and each row (r) one digit class. Each 
intersection (c, r) indicates the number of digits of a class belonging to a model. For 
instance, the model of the digit three accepts two fives. 

After an analysis of the error rate, the main conclusion was that  the ambiguity 
in the classification produced almost all of the errors (as shown in the table in 
Figure 5). Therefore, a way to correct this ambiguity was tested. Once the model 
of the digit was built, the frequency of use of every production used to process 
the whole positive sample was performed. This frequency became a probability 
when normalized and was assigned to each production of the grammar, so that  
an ownership probability to each class was assigned to the samples of the test 

set. 
The results in Figure 6 show that the error rate was considerably reduced. 

5 Conclusions  and future work 

On the one hand, the new approach to pattern recognition problems proposed in 
this paper gives a more powerful representation. On the other hand this method 
may well have to be improved by adding an error correcting procedure however 
the results are already promising. 

In order to extend these results, we are planning to carry out some future 
work: 

- The development of an error-correcting method for this family of grammars. 
References about the measures of distance between non-unidimensional mod- 
ets are proposed by Oommen [8][9]. 
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6 5  

6 0  

5 S  

5 0  

4 ~  

4 0  

i I 

S t a t i s t i c a l  E r r o r  R a t e  - -  
N o n - C l a s l f i e d  S a m p l e s  . . . .  

2 3 4 S 
W i n d o w  

Fig. 6. Summary of the error rate obtained after the five iterations using probabilities 
to eliminate the ambiguity. The chart follows the same scheme as Figure 4 and the 
error rate is calculated in the same way. The refusal rate is calculated as the number 
of refused samples divided by the number of samples in the class. 

- The application of more general families of grammars ,  by means of a new 
parsing procedure. 

Once we improve our results, we think that  this method could be a good way 
to solve other related problems such as the following: 

- The application to other sample sets, for instance: alphabetic characters, 
other alphabets  (Hebrew, Cirilic, Arabic), etc. 

- The application to the recognition of continuous writing. A general scheme 
for this might be as follows: 

• Learning phase of the models of each character.  
• Segmentation of a continuous writing sample with a segmentation pro- 

cedure. 
• Application of the method to the segmented sample, by combining the 

basic learned models. 
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