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A b s t r a c t .  Rapid growth in the volume of network-available data, com- 
plexity, diversity and terminological fluctuations, at different data sources, 
render network-accessible information increasingly difficult to achieve. 
The situation is particularly cumbersome for users of multi-database sys- 
tems who are expected to have prior detailed knowledge of the definition 
and uses of the information content in these systems. 
This paper presents a conceptual organization of the information space 
across collections of component systems in multi-databases that provides 
serendipity, exploration and contextualization support so that users can 
achieve logical connections between concepts they are familiar with and 
schema terms employed in multi-database systems. Large-scale searching 
for multi-database schema information is guided by a combination of 
lexical, structural and semantic aspects of schema terms in order to reveal 
more meaning both about the contents of a requested information term 
and about its placement within the distributed information space. 

1 I n t r o d u c t i o n  

The dramat ic  growth in global interconnectivity has placed vast amounts of da ta  
within easy reach. At the same time it has made on-demand access to widely- 
distr ibuted data  a natural  expectation for a variety of users. A limiting factor 
however, is the difficulty in providing coherent access and correlation of da ta  tha t  
originate from diverse widely-distributed da ta  sources. This is an involved pro- 
cess not only due to the sheer volume of information available, but also because 
of heterogeneity in naming conventions, meanings and modes of da ta  usage. Dif- 
ferences in data  descriptions, abstract ion levels, and precise meanings of terms 
being used in disparate da ta  sources do not yield well at all to automation.  These 
problems are compounded by differences in user perceptions and interpretations, 
and variations tha t  may  occur at autonomous database sites over time. Users are 
thus presented with the problem of gaining adequate knowledge of a potentially 
huge, complex dynamic system, in order to access and combine information in 
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a coherent and logical manner. Yet multi-database systems demand from users 
prior detailed knowledge of the definition and uses of their underlying data [24]. 
This expectation is quite unreasonable in large distributed systems. 

The focus in multi-database systems is on query processing techniques and 
not on how to discover where the actual schema elements in the component 
systems reside. No particular at tention is paid to how schema items are struc- 
tured, what they mean and how they are related to each across component 
database schemas. The user's perception of the information content in networked 
databases is that  of a vast space of information in a large flat, disorganized set 
of database servers. In contrast to this, our approach to searches for widely 
distributed information concentrates on providing a dynamic, incremental and 
scalable logical organization of component database sources, and search tools 
tha t  are guided by this organization. 

We view user interaction with a multi-database space as comprising two 
major  phases, the: 

s c h e m a  i n f o r m a t i o n  d i s c o v e r y  p h a s e  where users systematically explore the 
multi-database space to locate potentially useful databases, and the 

d i s t r i b u t e d  q u e r y / t r a n s a c t i o n  p h a s e  where the requested data  sets are re- 
trieved from the candidate databases. 

We consider the development of a methodical, scalable search process criti- 
cal to the successful delivery of information from networked database systems. 
Hence, in order to provide users with tools for the logical exploration of dis- 
t r ibuted information sources a four step process, termed information elicitation 
is introduced and includes: (i) Determining the information needs of users by 
means of different term suggestions; (ii) Locating candidate database sources that  
address these needs; (iii) Selecting schema items of interest from these sources; 
and finally, (iv) Understanding the structure, terminology and patterns of use 
of these schema items which can subsequently be used for querying/transaction 
purposes. The very nature of this process suggests that  we should provide fa- 
cilities to landscape the information available in large multi-database networks 
and allow the users to deal with a controlled amount of material at a time, while 
providing more detail as the user looks more closely. 

To support the process of information elicitation while overcoming the com- 
plexity of wide-area information delivery and management, we cannot rely on a 
collection of indexes which simply contain schema information exported by indi- 
vidual database sources. A more structured and pro-active approach to searching 
is required. The precursor of such an advanced search approach assumes that  
we are in a position to impose some logical organization of the distributed infor- 
mation space in such a way that  potential relationships between the component 
database systems in the network can be explored. In addition, to maintain scal- 
ability, this must be achieved through a decentralized mechanism which does 
not proceed via a one step resolution and merging of system information into a 
single static monolithic structure. These and related issues are addressed herein. 
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This paper is organized as follows. Section 2 presents related work, while sec- 
tion 3 discusses a logical organization for the semantic cross correlation of meta- 
data information from component databases in a multi-database system. Section 
4 presents clustering techniques, while section 5 outlines navigation and query- 
ing mechanisms. Finally, section 6 presents our conclusions and future work. 
This work is an extension and elaboration of some early ideas outlined in [14] 
and [15]. In [14] we concentrated on the organization of physical data sharing in 
large database networks, and described how physical data sharing ties in with 
a pre-cursor of the conceptual organization of the information space presented 
in this paper. In [15] we described IR techniques and algorithms used for the 
physical clustering of databases. In this paper we concentrate on the details of 
logical database formation, according to subject, based on a common terminol- 
ogy context and present navigation and querying techniques. 

2 Finding Information: An Overview 

In this section a number of techniques from different fields for locating informa- 
tion are discussed. 

Web-based Resource Discovery 

The use of the World Wide Web (WWW) has led to the development of a variety 
of search engines which attempt to locate a large number of WWW documents by 
indexing large portions of the Web. These tools recursively enumerate hypertext 
links starting with some known documents. We can classify search engines into 
two broad categories: centralized index and content-based search engines. 

Centralized index search engines such as Lycos [11], Web Crawler [19] are 
manual indexing schemes that rely on techniques which "crawl" the network 
compiling a master index. The index can then be used as a basis for keyword 
searches. These systems are not scalable because they use a global indexing 
strategy, i.e., they attempt to build one central database that indexes everything. 
Such indexing schemes are rather primitive as they cannot focus their content 
on a specific topic (or categorize documents for that matter): as the scope of the 
index coverage expands, indexes succumb to problems of large retrieval sets and 
problems of cross disciplinary semantic drift. 

Some of the above limitations are addressed by content-based search engines 
such as the Content Routing System [23] and Harvest [2]. These systems generate 
summarized descriptions (content labels) of the contents of information servers. 

The Content Routing System creates and maintains indexes of widely dis- 
tributed sites. In this distributed information retrieval system a collection of 
documents is described by means of a content label which in turn can be treated 
as a document and can be included in another collection. Content labels help 
users explore large information spaces. However, document collections and their 
labels are confined to the context of their underlying information servers. Re- 
cently, this idea has been extended in the HyPersuit system [26] by generalizing 
collections so that they may span documents from various servers. 



254 

The Harvest information discovery and access system [2] provides an inte- 
grated set of tools for gathering information from diverse Internet servers. It 
builds topic-specific content indexes (summaries from distributed information), 
provides efficient search mechanisms, and caches objects as they are retrieved 
across the Internet. Each local search engine builds a specialized directory for a 
certain domain of documents. Federated search engines scan those directories and 
form federated directories which aggregate documents according to application- 
specific needs. 

Subject Gateways 

A subject gateway, in network-based information access, is defined as a facility 
that allows easier access to network-based information resources in a defined 
subject area [9]. Subject gateways offer a system consisting of a database and 
various indexes that can be searched through a Web-based interface. Each entry 
in the database contains information about a network-based resource, such as a 
Web page, Web site or document. 

Advanced gateways provide facilities for enhanced searching. For example 
the Social Science Information Gateway (SOSIG) [25], incorporates a thesaurus 
containing social science terminology. This gives users the option of generat- 
ing alternative terms/keywords with which to search the resource catalog. An- 
other example of an advanced subject gateway is the Organization of Medical 
Networked Information (OMNI) [16] which allows users to access medical and 
health-related information. OMNI also facilitates searches across other databases 
of resources such as databases of dental resources. 

The key difference between subject gateways and the popular Web search 
engines, e.g., Alta Vista, lies in the way that these perform indexing. Alta Vista 
indexes individual pages and not resources. For example, a large document con- 
sisting of many Web pages hyperlinked together via a table of contents would be 
indexed in a random fashion. In contrast this subject gateways, such as OMNI, 
index at the resource level, thus, describing a resource composed of many Web 
pages in a much more coherent fashion. 

Multi-Database Systems 

Multi-database (or federated) systems have as their aim the ability to access 
multiple autonomous databases through querying. The emphasis is on integra- 
tion and sharing of distributed information and not on information discovery. A 
particular database may choose to export parts of its schema which are registered 
in a federal dictionary. A requesting database consults the federal dictionary for 
existing databases and then imports schema elements that it requires. While this 
approach might be appealing for a small number of interconnected databases it 
is clearly not scalable. Locating the right information in a large unstructured 
network of data dictionaries is extremely cumbersome, has limited potential for 
success and, more importantly, is error prone as it does not deal with terminology 
n u a n c e s .  
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More recently several research activities in the area have concentrated on the 
issue of creating semantically enhanced federated database dictionaries [3], [1], 
[12], [4]. Construction of conceptual ontologies on the basis of domain-specific 
terminologies and formalisms that can be mapped to description logics are also 
discussed in [8]. Some of the issues relating to the identification of semanti- 
cally related information can be found in [3], where the authors describe an 
approach that relies on an abstract global data structure to match user terms to 
the semantically closest available system terms. Concepts grounded on a com- 
mon dictionary are defined in a domain and schema elements from component 
databases are manually mapped to these concepts. More recently, a different 
approach is taken by [7] where a domain-specific classification scheme is built 
incrementally by considering one schema at a time and mapping its elements 
in a concept hierarchy. However, both these approaches tend to centralize the 
search within a single logical index thereby defeating scalability by introducing 
performance limitations for large networks. 

3 S y s t e m  O r g a n i z a t i o n  

In order to improve efficient searching/elicitation of schema information in large 
multi-database networks, the first task is to partition the multi-database infor- 
mation space into distinct subject (domain-specific) categories meaningful to 
database users. Categorization and subject classification are common practices 
in library and information sciences, e.g., the INSPEC indexing and abstracting 
service covering most of the research literature in Computer Science and Electri- 
cal Engineering [22]. Domain-specific partitioning organizes databases in logical 
clusters and makes searches more directed, meaningful and efficient. In addition, 
a subject directory created as a result of domain-specific database categorization 
can also provide subject-specific searches and useful browsable organization of 
inter-component database schema information. 

There are three basic principles that a system must address to allow for scal- 
able information elicitation. Firstly, an organization of r a w  data must be intro- 
duced for the discovery of data inter-relationships. Topic classification schemes 
for this purpose as they summarize related information subspaces together. Sec- 
ondly, this organizational structure must itself be scalable - that is: interactions 
with it must be scalable, and maintenance of it must be scalable. Thirdly, users 
must be presented with a collection of tools (lexicographic, and user friendly 
graphical interfaces) which allows for easy exploration and interpretation of the 
information contents of the system. In the following, we address these issues in 
the context of a logical topic-based architecture for multi-databases. 

3.1 Subject-based Database Clustering 

Our approach to information elicitation in large database networks relies on 
logically partitioning the multi-database schema information space into distinct 
subject (topic) categories meaningful to users. This occurs by creating logical 
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objects called Generic Concepts (GCs) to achieve explicit semantic clustering of 
associated component database schema elements. Database-content clustering 
automatically computes sets of related component databases - via their exported 
meta-data  terms - and associates them with an appropriate generic concept, see 
Figure 1. Generic concepts essentially represent centroids of the inter-component  
database schema information space - around which databases cluster - and 
are engineered to describe a particular domain (generic concepts were termed 
"Global Concepts" in previous work [14]). 

Fig. 1. Partitioning a multi-database information space into generic concepts. 

To participate in GC-structured database network, a component database 
must export part  of its meta-data to the other databases in the network. This 
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means that the component database administrator must specify which part of 
the database meta-data can be made available for sharing with other database 
systems in the network. We refer to these meta-data as the exported meta-data. 
Figure 1 shows a sample database, called the Universal_Accreditation_Company 
database, along with a partial representation of its meta-data. Although meta- 
data contain also physical definitions such as definitions of views, ownership, 
authorization privileges, indexes and access patterns, these (except for autho- 
rization privileges) are not important for inclusion in the GC level. 

A GC organized multi-database schema information space can be viewed as 
a Web-space that encompasses collections of exported meta-data. A GC orga- 
nized multi-database schema information space partitions component databases 
into topically-coherent groups, and presents descriptive term summaries and an 
extended vocabulary of terms for searching and querying the vastly distributed 
information space of the component databases that underly it. Databases in this 
network may connect to more than one GCs if they strongly relate to their con- 
tent. To circumvent terminology fluctuations we provide a standard vocabulary 
for interacting with the GCs. In this way we create a concept space (information 
sub-space) for a specific topic category. The concept space constitutes a type of 
summarization or synoptic topic knowledge regarding a particular domain, e.g., 
education and training, publications, government tertiary-related departments, 
etc, and is stored in a GC, see Figure 1. This clustering mechanism results in 
grouping exported meta-data elements from diverse databases that share im- 
portant common properties onto a generic concept, associating these properties 
with the GC representation, and regarding the GC as an atomic unit. A GC is 
thus a form of a logical object whose purpose is to cross-correlate, collate, and 
summarize the meta-data descriptions of semantically related network-accessible 
data. This scheme provides an appropriate frame of reference for both component 
database schema term indexing and user instigated searches. With this scheme 
navigation can be considered as browsing through databases exclusively at a 
topic-level i.e., from topic area to topic area such as from educational training, 
to publications, government departments and so on. 

To put the organization of a concept space into perspective, we consider the 
case of a domain based on educational information provided by a large number 
of interconnected databases as shown in Figure 1. This figure also illustrates 
how a component database (Accreditation) - which provides information about 
accreditation of courses and cross-institutional subjects, various private/public 
educational training information and other similar or related data - is connected 
to the GC network. In its original form the Accreditation database, maintains 
information only on education service providers, their courses, accreditation com- 
mittee members, accreditation processes and related information. Figure 1 shows 
the Accreditation database along with a partial representation of its associated 
meta-data and schema. It also illustrates how this component database may 
become part of a larger network by establishing weighted links to GCs imple- 
menting related areas of interest. Consequently, the Accreditation database is 
not only able to source appropriate information on its subject matter but also 
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to provide matching information about enrollment programs, training schemes, 
government programs, research activities and publication data. 

By linking to a certain GC, databases agree to associate with each other 
and thus inter-component database organization is achieved implicitly. In ad- 
dition, GCs are interconnected by weighted links (called content links) to make 
the searches more directed and meaningful, see Figure 1. Each of the compo- 
nent databases may also link less strongly (e.g., 7/10) to other GCs which have 
their own associated cluster of database nodes. Presently, the degree of related- 
ness between GCs is decided by database administrators. Accordingly, a single 
database, e.g., Universal_Accreditation_Company, may be simultaneously involved 
in several clusters of databases (information sub-spaces) to varying degrees, as 
dictated by the weights of its content links to the various GCs. The resulting 
GC structure forms a massive dynamic network, resembling a cluster-based as- 
sociative network (a variant of semantic networks that uses numerically weighted 
similarity links). 

Overall a networked information system may be viewed in terms of three 
logical levels. The bottom level (Figure 1) corresponds to the schemas of the 
component databases. The middle level represents exported meta-data for the 
database schemas. The top most level corresponds to the concept space (GC) 
level. This level contains abstract dynamic objects which implement the clus- 
tering of related portions of the underlying component meta-data and mate- 
rialize the GCs in an object-oriented form. Figure 1 illustrates that there is a 
one-to-one correspondence between database schemas and their meta-data rep- 
resentations, while an entire collection of exported meta-data corresponds to 
a single concept-space. This three-tier architecture is the key ingredient to in- 
formation elicitation in distributed, scalable systems. It provides the ability to 
describe varying levels of aggregated database sources and the granularity of the 
information components, i.e., exported meta-data terms, that comprise them. It 
generates a semantic hierarchy for database schema terms in layers of increasing 
semantic detail (i.e., from the name of a term contained in a database schema, 
to its structural description in the meta-data level, and finally to the concept 
space level where the entire semantic context - as well as patterns of usage - 
of a term can be found). Searches always target the richest semantic level, viz. 
GC level, and percolate to the schema level in order to provide access to the 
contents of a component database, see section 5. 

This type of content-based clustering of the searchable information space 
provides convenient abstraction demarcators for both the users and the system 
to make their searches more targeted, scalable and effective. This methodology 
results in a simplification of the way that information pertaining to a large num- 
ber of interrelated database schemas can be viewed and more importantly it 
achieves a form of global visibility [17]. Although GCs provide synoptic infor- 
mation about their underlying database clusters, they do not require integration 
of the data sources. This approach comes in strong contrast with approaches 
to semantic interoperability based on explicit integration of conceptual schemas 
on the basis of semantic lexica [3], [4]. The advantage of forming conceptual 
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database clusters is that searches are goal-driven 3 and the number of potential 
inter-database interactions is restricted substantially as it facilitates the dis- 
tribution and balancing of resources via appropriate allocation to the various 
database partitions. 

3.2 Generic Concept Characteristics 

Individual GCs are useful for browsing and searching large database collections 
because they organize the information space. For example, the Education and 
Training Providers concept space provides a common terminology basis upon 
which database nodes dealing with enrollments, courses, training, accreditation, 
etc, (see Figure 1), achieve knowledge of each others information content. 

A GC is a definitional or schematic construct: it corresponds to a class hierar- 
chy depicting all terms within the topic sampled by the GC. The GC structure 
is illustrated in Figure 2. This figure shows that each GC is characterized by 
its name and the context of its terms (term hierarchy and term descriptions) 
for each specific topic. Terms within a GC are shown to have a distinct mean- 
ing (sense) and context. This concept space consists of abstract descriptions 
of terms in the domain, term senses, relationships between these terms, com- 
position of terms, terminology descriptions, hypernym, hyponym, antonyms-of, 
part-of, member-of (and the inverses), pertains-to relations, contextual usage 
(narrative descriptions), a list of keywords, and other domain specific informa- 
tion, that apply to the entire collection of members of a GC, Figure 2. Hence, 
the GC structure is akin to an associative thesaurus and on-line lexicon (created 
automatically for each topic category). Thesaurus-assisted explanations created 
for each subject-based abstraction (GC-based information subspace) serve as a 
means of disambiguating term meanings, and addressing terminology and se- 
mantic problems. Therefore, the GC assists the user to find where a specific 
term that the user has requested lies in its conceptual space and allows users to 
pick other term descriptions semantically related to the requested term. 

Operations on a GC object include mapping services which map GC pro- 
vided terms to semantically related terms in the component databases. They 
also include summarization services which summarize the exported meta-data 
from component databases to implement a GC. Summarization services aggre- 
gate networks of exported meta-data terms (one per component database). This 
mechanism is described in a later section. 

An example of the GUI for some of the the terms included in the educational 
GC is given in Figure 3. Here, we assume that a user who searches the entries 
in the educational GC is interested in the term course and wishes to gain more 
insight into its semantic context. The first step after entering the term is to 
choose the s e n s e s  from the list the GC lexicographic substrate provides. The 
sense number returned is then associated with the term (as is the case with 
all other words in the term description). For example, Figure 3 shows that the 

3 A goal-driven search accepts a high-level request indicating what a user requires 
and is responsible for deciding where and how to satisfy it. 
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Fig. 2. Generic concept structure. 

term course has eight senses (meanings), but once the domain of discourse is 
limited to study (education), then only one of the eight can occur. Figure 4 
which is an expansion of the specific term chosen, shows how the GC provides 
the necessary information needed for the contextual representation, i.e., meaning, 
of a specific term. Other factors such as the context of usage (not shown here 
due to space limitations) can be combined with its contextual representation to 
restrict the search space. Thus the user gets a complete picture regarding the 
semantic context of this and associated terms (see Figure 4) and is free to pick up 
a desired term(s) which would eventually lead him/her to candidate component 
data sources. Term entries in this GUI are mapped by means of the mapping 
services of a GC to the relevant schema terms found in component databases (in 
the same GC). 

Information contained in the GCs is stored in an information-repository that 
resides at a concept server associated with and accessible by the databases clus- 
tered around a specific conceptual information space (GC), see Figure 1. The 
concept server implements an individual GC, performing abstraction and sum- 
marization operations on its underlying meta-data. This information-repository 
contains thus a rich domain model that enables describing properties of the 
database sources clustered around a GC. 

4 R e p r e s e n t a t i o n  a n d  C l u s t e r i n g  o f  S c h e m a  M e t a - d a t a  

In the following we describe a general methodology that aids in clustering databases 
and creating their corresponding generic concepts. Key criteria that have guided 
this methodology are: scalability, design simplicity and easy to use structuring 
mechanisms. 
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Fig. 3. Choosing the meaning of the term course. 

4.1 D e s c r i b i n g  t h e  M e t a - D a t a  C o n t e n t  o f  a D a t a b a s e  N o d e  

In order to initialy cluster component  databases a high level description of the 
me ta -da t a  content of a database must  first be developed. To demonstra te  this 
consider the previous example of the UniversaLAccreditation database,  which 
deals with academic institutions and accreditation processes. This database con- 
tains entities such as courses, committees, (accreditation) processes, etc. We use 
a variant of an information retrieval (IR) technique called, star technique, where 
a te rm is selected and then all terms related to it are placed in a class[10]. 
Terms not yet in a class are selected as new seeds until all terms are assigned 
to a class. The variant of the star technique that  we are using starts  with a 
t e rm represented as an abstract  class (term descriptor class), then an additional 
t e rm tha t  is related to the term selected is represented as a another  class and 
is connected to the selected term. The new term is then selected as a pivot and 
the process is repeated until no new terms can be added. In this way a context 
graph created for a specific database schema. For example, the context graph 
for the Universal_Accreditation component  database (Figure 5) contains nodes 



262 

Fig. 4. More contextual information regarding the term course. 

which correspond to the abstract term descriptor classes committee, institutions, 
courses etc., while the context graph edges depict inter-connections (association, 
generalization, specialization or containment) between the terms within this par- 
ticular database. Term interrelations are determined on the basis of a reference 
lexicographic substrate that  underlies all the GCs in the network. For this pur- 
pose we use the lexicographic system 4 WordNet [13] that  supports semantic term 
matching through the use of an extensive network of word meanings of terms 
connected by a variety of textual and semantic relations. 

To facilitate clustering and discovery of information, we require that  a com- 
ponent database (e.g., Universal_Accreditation) can be totally described in terms 
of three sections which contain a synoptic description of the meta-data  content 
of the database; associations between meta-data  terms in the form of a semantic- 

4 This lexicographic tool is presently used only for experimental purposes and will be 
replaced by an appropriate subject gateway in the near future. 
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Fig. 5. Describing a component database. 

net; and finally, links from these descriptions to other related databases in the 
network. This information can be viewed by users of the system once they have 
chosen a component database that potentially matches their interests (see sec- 
tion 5). 

Figure 5 illustrates that each database node contains the following sections: a 
feature descriptions, a context graph, and a GC connections section. The feature 
descriptions section contains information about terms, composition of terms, re- 
marks about the meaning of terms, hypernym, hyponym, antonyms-of, part-of, 
member-of (and the inverses), pertains-to relations and lists of keywords. This 
section may also include certain details such as: geographical location, access 
authorization and usage roles, explanations regarding corporate term usage and 
definitions, domains of applicability and so on. The feature descriptions entries 
are partially generated on the basis of WordNet and contain information in the 
form represented in Figures 2, 3 and 4. The context graph section contains a 
non-directed graph which connects term synopses (in the form of term descrip- 
tor classes) found in the iJniversaLAccreditation database schema. Except for 
viewing purposes, the term descriptor nodes and their link structure are used 
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in the clustering of databases to form the generic concepts. Each of the term 
descriptor nodes defines (in conjunction with its respective entry in the feature 
descriptions window) a common structured vocabulary of terms - describing the 
term in question, e.g., course, - and a specification of term relationships within 
that  particular subject. Finally, the GC connection section shows how the Uni- 
versal_Accreditation database is related, i.e., content link weights, to other GCs 
in the network. 

4.2 Similarity-based Clustering of  Database Nodes 

Similarity-based clustering of database schemas organizes databases into related 
groups based on the terms (term descriptor nodes) they contain and the link 
structure of their context graphs. 

Our clustering algorithm determines the similarity between two graphs (rep- 
resenting two different database schema meta-data) based on both term simi- 
larity and link similarity factors. This is accomplished in two steps. Firstly, a 
pairwise-similarity of nodes in two context graphs is computed. From this an 
initial "pairing" of the nodes is determined. In the second step a comparison 
of the link structure of two context graphs is made based on the inter-node 
pairings and a semantic distance value is calculated. We chose this term/link 
similarity-based algorithm because it is relatively easy to implement and avoids 
generating very large clusters. 

Term-based Similarity: this is calculated using cluster analysis techniques [5] 
to identify co-occurrence probabilities - representing the degree of similarity 
- between two discrete terms. Our similarity metric is based on the meaning 
of the collection of terms representing the topical context (viz. semantic- 
levels) of a particular term, e.g., course, and the synonyms of these, see 
Figure 3. The comparison is based on: a conversion of each context graph 
node (e.g., term descriptor) Committee, Process, Subject, Course, etc. (see 
Figure 5) to a corresponding matrix of noun terms (containing the entire 
topical context of a term); and a subsequent comparison of terms within 
these matrixes. 
A matrix an,m of (noun) terms, representing the topical context of a particu- 
lar term, a~,l (course say), will correspond to the name of the term descriptor 
in the context graph. The synonyms of this term will be ai,2, ai,3 ... ai,m 
(course-of-study, course-of-lectures). Terms ai -x , j  (X > 0), e.g., education, 
educational-activity, will be more general than terms a i j ,  while terms ai+x,j 
will be more specific, e.g., CS-course. In the final step, all synonyms for these 
terms are generated to produce the node's a complete topical description 
matr ix  an,m for a specific term. 
Similarity analysis is mainly based on statistical co-occurrences of term de- 
scriptor objects based on techniques which has been successfully used for 
automatic thesaurus generation of textual databases [5], [21]. In fact we 
base our term-based similarity on the improved cosine formula [21] which is 
used to calculate the semantic distance between the vector for an item in a 
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hierarchical thesaurus and the vector for a query item. To provide the right 
ontological context for semantic term matching, we use again the massive 
semantic net WordNet [13]. 

Compar i son  of  the  conceptua l  s t ruc tu re  of  two context  graphs:  to de- 
termine the structural and semantic similarity between two graphs, we based 
our algorithms regarding conceptual similarity between terms on heuristics- 
guided spreading activation algorithms, and on work in the information re- 
trieval area presented in [20]. These approaches take advantage of the se- 
mantics in a hierarchical thesaurus representing relationships between index 
terms. The algorithms calculate the conceptual closeness between two in- 
dex terms, interpreting the conceptual distance between two terms as the 
topological distance of the two terms in the hierarchical thesaurus. During 
this process similarity between nodes (term descriptors) is established by 
considering the edges separating the nodes in the context graph as well as 
the actual graph structure. Some early results regarding the comparison and 
clustering process are described in [15]. 

Fig. 6. Clustering interrelated component schema terms. 

Once similarity between nodes has been established context graphs are aggre- 
gated to create GCs. The aggregation of the context graphs from various compo- 
nent databases, results in the clustering of inter-related database schemas, see 
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Figure 6. The aggregation algorithm employed does not integrate the aggregates, 
as is the usual case with other approaches [8], but rather links descriptor classes 
at the GC level with corresponding term descriptor classes in its underlying clus- 
ter of database context graphs. Again this association is performed on the basis 
of the reference lexicographic substrate (WorNet). For each database cluster, 
a GC is created to represent the area of interest (or concept) that the group 
embodies, e.g., Education and Training Providers GC for the Employee Training, 
Accreditation, and Government Education Center databases as depicted in Fig- 
ure 2. 

5 S c h e m a  T e r m  N a v i g a t i o n  a n d  Q u e r y i n g  

Information elicitation spans a spectrum of activities ranging from a search for 
a specific data-item(s) (contained in possibly several component databases) to a 
non-specific desire to understand what information is available in these databases 
and the nature of this information. 

5.1 Navigation Techniques 

There are two basic modes in which searching of the system may be organized. 
These search modes depend upon the nature of the information a user is at- 
tempting to access, and how this information relates to the database that user 
is operating from. Serendipity, exploration and contextualization are supported 
by means of indexing based upon terms contained in the component database 
context graphs. In such cases the user is interested in finding out about a partic- 
ular topic rather than a specific information (schema) item. We call this former 
form of exploration index-driven. Alternatively, if a user is seeking data which 
is closely related or allied to her/his local database, then searching may be or- 
ganized around the weights of content links of this database to other GCs in 
the network. We refer to this form of exploration as concept-driven. Concept- 
driven querying is the subject of a previous publication [18]. In this paper we will 
concentrate on index-driven exploration and on the querying of schema-related 
information. 

Index-driven navigation allows the users to deal with a controlled amount of 
material at a time, while providing more detail as the user looks more closely 
and is related to the dynamic indexing schemes and incremental discovery of 
information requirements for information elicitation. In order to traverse the 
index a user will have to decide on a number of key request terms, and then 
select synonyms or more general (and perhaps more specific) derivatives of these 
key terms. The resulting query structure - generated on the basis of terms ex- 
tracted from WordNet entries - can then be compared against the context graph 
structure of component databases. 

User specified term comparison starts at the top of the GC generated index 
and gradually percolates down to the required level of specificity by following 
the terms at each level. Figure 7 depicts this process in terms of a user query 
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Fig.  7. Accessing the index. 

requesting information about  courses a t  various institutions. Here we assume 
that  the user has already specified that  s /he is interested in the contents of the 
Education & Training GC. The graph of the user's query supplied terms contains a 
node Course and this term is used to traverse the GC generated index and arrive 
at the collection of databases which include this term (or its aliases) in their own 
descriptions. The index-driven navigation process starts with the most general 
terms possible, e.g., act, human activity, that  correspond to the requested query 
term (course). These terms are generated by the GC (via the WordNet) and are 
presented to the user for selection. Once the user has selected a general term, 
most specific terms are revealed, e.g., education. Once a GC term matching a 
user supplied term is selected, a link is established with the context graphs of all 
component databases containing the desired term (or its aliases). In this way the 
user can obtain contextual information and possibly a partial view of potentially 
matching databases and then s/he can decide whether a candidate database is 
useful or not. This hierarchical form of schema term navigation guarantees that  
a user supplied term correlates semantically with the content of the component 
databases underlying a GC cluster. The process is then repeated for all the other 



268 

terms in the user's query graph (i.e. the remaining unlabeled nodes in Figure 7). 
Thus, by matching the user query graph nodes to semantically equivalent GC 
terms, we can infer a number of component databases that are most closely 
associated to the user query. 

query- 1: 
query-2: 

sense 
query-3: 

shop. 
query-4: 
query-5: 

5.2 Querying of  Domain Meta-Data 

When the user needs to further explore the search target, intensional, or schema 
queries [17] - which return meta-data terms from selected schema terms - can 
be posed to further restrict the information space and clarify the meaning of the 
information items under exploration. Such domain-specific queries should not be 
confused with queries which target the data content of the component databases 
(to which we refer to as distributed queries/transactions). Intensional queries are 
particularly useful for assisting users who are unfamiliar with the vocabulary 
of terms that can be used in connection with distributed queries/transactions 
or with the range of information that is available for responding to distributed 
queries. Sample intensional queries related to the GC in Figure 4 may include 
the following: 

Find the set of common super-terms of course. 
Find all terms more specific than course and all their parts under 
education. 
Find the smallest common super-term of course of lectures and work- 

Find all parts of the term course. 
Which are the common properties of refresher course and seminar? 

que.ry-6: Find all terms which contain the properties lesson and classroom 
project. 

query-'/: What is the definition of the term refresher course? 

All of the above queries - except for the last one - are rather intuitive. The 
last query returns a narrative description of the requested term in English (if 
available). 

Finally, when users feel sufficiently informed about the contents and struc- 
ture of component database schema terms they have explored, they can pose 
meaningful distributed database requests which target the data content of the 
relevant component databases. 

6 E x p e r i m e n t a t i o n  

The framework that we described in this paper is being implemented on Sun 
SparcStations under Solaris 2 using GNU C++ and CGI scripts. In order to 
evaluate automated clustering a test platform based on the clustering of about 
100 networked databases has been created. There are two basic areas of experi- 
mentation being pursued. Firstly, there is the question of how well the initial au- 
tomatic clustering of databases based on each component databases description 
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can be performed. That is, the scalability question of finding appropriate initial 
relationships in the presence of large numbers of information sources. The types 
of experiments performed here are somewhat allied with the field of information 
retrieval and clustering. The second set of experiments, on the other hand, deals 
with the processing and communications necessary to support the underlying 
distributed structure by which the generic concepts and their inter-relationships 
are implemented, queried and updated. This second group of experiments thus 
has its roots in the fields of distributed/parallel processing and communications 
performance. 

In a similar vein to IR experiments, the first set of experiments are based on 
the notion of retrieval and accuracy (as defined within IR). To achieve this, a 
collection of a hundred relational databases has been procured from a large or- 
ganization's collection of information systems. A manual clustering of these was 
then performed by a domain "expert" who had full intimate knowledge of the 
organization's environment. This clustering was essentially based on where each 
database fitted into the various departments within the organization, and how 
these departments interacted/overlapped - the latter being identified via analy- 
sis of database table usage within the various departments. Thus, we clustered 
databases based on the actual usage of data from the various information com- 
ponents as dictated by the organization of the environment that the databases 
were set up to model in the first place - but in a macro (organization wide) sense 
rather than a micro (department based) sense. 

Experiments have been performed (and continue to be performed) to: 

1. identify if automatic clustering can achieve a "near perfect" initial organi- 
zation of the database collection - or at least be statistically significantly 
better than "raw" automatic clustering, which involves the identification 
of an appropriate heuristic for measuring the similarity between database 
descriptions; 

2. compare results against other standard automatic clustering packages (e.g., 
those found in IR); 

3. determine what set of descriptive "primitives" are essential (and minimal) 
to achieve a satisfactory degree of clustering; 

4. determine the "robustness" of the description process - i.e., give some indi- 
cation of how much variation there can be within a description before the 
automatic clustering becomes unsatisfactory. 

This last experiment is important as it must be remembered that different 
people may be responsible for the construction of different database descriptions. 
Thus, the automatic clustering must be relatively robust in terms of the way 
different people may describe the same object. It is expected that, given all 
descriptions will be generated using the same thesaurus, the system should prove 
relatively good at detecting differing descriptions of a single object. 

Currently, experiments have been performed using a "full" database descrip- 
tion involving the synonyms, generalizations and terms senses, as well as the 
structural relationships between these terms, see Figure 4. Initialy, the term 
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matching component was based on the standard similarity metric proposed by 
Dice [5], and the structural similarity was based on the notion of spreading ac- 
tivation energy [15]. It was found, however, that the accuracy and retrieval of 
this particular approach was not significantly better than the clustering of the 
"raw" database descriptions using Dice's method directly. Upon analysis it was 
discovered that performance was degraded due to the un-directed nature of the 
context graph. Thus, in a subsequent set of preliminary experiments, the notion 
of spreading activation energy was dropped, and a ranking of similarity based on 
the hierarchy of the graph was introduced. This resulted in a huge improvement 
in the retrieval and similarity figures which indicated the automatic clustering 
to be significantly better than the base-line clustering. 

7 S u m m a r y  and Future Work 

This paper described the fundamental aspects of a scalable, semantically ori- 
ented, configurable distributed information infrastructure that supports infor- 
mation discovery and retrieval across subject domains in networked databases. 
The proposed logical architecture extracts semantics from database schemas and 
creates dynamic clusters of databases centered around common topics interest 
(viz the generic concepts). Large-scale searching is guided by a combination of 
lexical, structural and semantic aspects of schema terms in order to reveal more 
meaning both about the contents of a requested information item and about 
its placement within a given database context. To surmount semantic-drifts, the 
terminology problem and enhance database retrieval, alternative search terms 
and term senses are suggested to users. This architecture enables users to gather 
and rearrange information from multiple networked databases in an intuitive and 
easily understandable manner. Experience with this configuration suggests the 
clustering mechanisms used provide a valuable discovery service to end users, 
and that the logical organization used supports the ability of the system to scale 
with modest increases in GC label sizes. 

Future work addresses the semi-automatic generation of link weights based 
on term co-occurrences using statistical/probabilistic algorithms. In IR these 
algorithms use word and/or phrase frequency to match queries with terms [5]. 
In the current prototype link weights are established at a clustering phase on a 
tentative basis only. However, it is expected that during execution link weights to 
GCs may need to be updated (strengthened or weakened) over time depending on 
interaction, new GCs may be formed, and existing GCs may need to merge. The 
next suite of experiments to be performed will deal with the characteristics of 
the link weight update and GC split/merge processes. From this policies will be 
developed (e.g. delayed/batch updating of GC information), and then evaluated. 
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