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Abst rac t .  This paper examines the relative performance merits of the 
torus and hypercube when adaptive routing is used. The comparative 
analysis takes into account channel bandwidth constraints imposed by 
VLSI and multiple-chip technology. This study concludes that it is the 
hypercube which exhibits the superior performance, and therefore is a 
better candidate as a high-performance network for future multicomput- 
e r s  with adaptive routing. 

1 I n t r o d u c t i o n  

The hypercube and torus are the most common instances of k-ary n-cubes [5]. 
The former has been used in early multicomputers [3, 10] while the latter has 
become popular in recent systems [4, 8]. This move towards the torus has been 
mainly influenced by Dally's study [5]. When systems are laid out on a VLSI- 
chip, Dally has shown that  under the constant wiring density constraint, the 2 
and 3-D torus outperform the hypercube due to their higher bandwidth channels. 

Abraham [1] and Agrawal [2] have argued that  the wiring density argument 
is applicable where a network is implemented on a VLSI-chip, but not in situa- 
tions where it is partit ioned over many chips. In such circumstances, they have 
identified that  the most critical bandwidth constraint is imposed by the chip 
pin-out. Both authors have concluded that  it is the hypercube which exhibits 
better  performance under this new constraint. 

Wormhole routing [11] has also promoted the use of high-diameter networks, 
like the torus, as it makes latency independent of the message distance in the 
absence of blocking. In wormhole routing, a message is broken into flits for trans- 
mission and flow control. The header flit governs the route, and the remaining 
data  flits follow in a pipeline. If the header is blocked, the data  flits are blocked 
in situ. 

Most previous comparative analyses of the torus and hypercube [1,2, 5, 6] 
have used deterministic routing, where a message always uses the same net- 
work path between a given pair of nodes. Deterministic routing has been widely 
adopted in practice [3, 8, 10] because it is simple and deadlock-free. However, 
messages cannot use alternative paths to avoid congested channels. Fully-adaptive 
routing has often been suggested to overcome this limitation by enabling mes- 
sages to explore all the available paths in the network. Duato [6] has recently 
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proposed a fully-adaptive routing, which achieves deadlock-freedom with mini- 
mal hardware requirement. The Cray T3E [4] is an example of a recent machine 
that uses Duato's routing algorithm. 

The torus continues to be a popular topology even in multicomputers which 
employ adaptive routing. However, before adaptive routing can be widely adopted 
in practical systems, it is necessary to determine which of the competing topolo- 
gies are able to fully exploit its performance benefits. To this end, this paper 
re-assesses the relative performance merits of the torus and hypercube in the 
context of adaptive routing. The study compares the performance of the 2 and 
3-D torus to that of the hypercube. The analysis uses Duato's fully-adaptive 
routing [6]. The present study uses queueing models developed in [9] to exam- 
ine network performance under uniform traffic. Results presented in the next 
section reveal that it is the hypereube which provides the optimal performance 
under both the constant wiring density and pin-out constraints, and thus is the 
best candidate as a high-performance network for future multicomputers with 
fully-adaptive routing. 

2 P e r f o r m a n c e  C o m p a r i s o n  

The torus has higher bandwidth channels than its hypercube counterpart under 
the constant wiring density and pin-out constraints. The detailed derivation of 
the exact relationship between the channel width of the torns in terms of that 
of the hypercube under both constraints can be found in [1,2, 5]. 

The router's switch in the hypercube is larger than that in the torus due to 
its larger number of physical and virtual channels. As a consequence, the switch- 
ing delay in the hypercube should be higher due to the additional complexity. 
Comparable switching delays in the two networks can be obtained if the routers 
have comparable switch sizes. This can be achieved by normalising the total 
number of channels in the routers of the two networks. 

When mapped in the 2D plane, the hypercube ends up with longer wires, and 
thus higher wire delays than the torus. However, delays due to long wires can be 
reduced by using pipelined channels as suggested in [12]. The performance of the 
networks is examined below when both the wire delay is taken into account and 
when it is ignored. For illustration, network sizes of N=64 and 1024 nodes are 
examined. The channel width in the hypercube is one bit. The channel width in 
the torus is normalised to that of the hypercube. The message length (M) is 128 
flits. A physical channel in the hypercube has V=2 virtual channels. The total 
number of virtual channels per router in the torus is normalised to that in the 
hypercube. 

Figures l-a and b depict latency results in the torus and hypercube under 
the constant wiring density constraint and when the effects of wire delays are 
taken into account in the 64 and 1024 node systems respectively. The figures 
reveal that the torus is able exploit its wider channels to provide a lower latency 
than the hypercube under light to moderate traffic. However, as traffic increases 
its performance degrades as message blocking rises, offsetting any advantage of 



991 

10@0 

Latency 
(cycles) 

JOO 

I I 

Hypercube (V=2) 

2D-Torus (V= ~t) 

I I 
0.002 0.004 0.006 

Traffic (messages/cycle) * 

1000 

Latency 
(cycles) 

500 

(b) o I 

[ , I ....... I 
I 

2D- Tol~mS ~4) i 

2D-Tarusl(~=$) I 
- -  I :  , 

..~ ---.~"~ - ~ 

I I 
0.00;! 0.004 0 005 

Traffic (messagesA:ycle) 

Fig. 1. The performance of the torus and hypercube including the effects of wiring 
delays. (a) N=64, (b)N=1024. 
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Fig. 2. The performance of the torus and hypercube ignoring the effects of wiring 
delays. (a) N=6~, (b)N=102~. 
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having wider channels. Figures 2-a and b show latency when the effects of wire 
delays are ignored. The torus outperforms the hypercube under light to modera te  
traffic, but loses edge to the hypercube under heavy traffic. The difference in 
performance between the two networks increases in favour of the hypercube for 
larger network sizes. Figures 1 and 2 together reveal an impor tan t  finding about  
the torus, and that  is even though wires are longer in the hypercube, the torus 
is more sensitive to the effects of wire delays. This is because a message in the 
torus crosses, on average, a larger number  of routers, and therefore require a 
longer service t ime to reach its destination. Since the ratio in channel width in 
the hypercube and torus decreases under the constant pin-out constraint,  we 
can conclude that  the hypercube is even more favourable when the networks are 
subjected to this condition. 

3 C o n c l u s i o n  

This paper  has compared the performance merits of the torus and hypercube in 
the context of adaptive routing. The results have reveMed tha t  the hypereube 
has superior performance characteristics to the torus, and therefore is a bet ter  
candidate as a high-performance network for future mult icomputers ,  tha t  use 
adaptive routing. 
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