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A b s t r a c t .  A new measure for attribute selection, called GD, is pro- 
posed. The GD measure is based on Information Theory and allows to 
detect the interdependence between attributes. This measure is based on 
a quadratic form of the Ms distance and a matrix called Transin- 
formation Matrix. In order to test the quality of the proposed measure, it 
is compared with other two feature selection methods, namely Ms 
distance and Relief algorithms. The comparison is done over 19 datasets 
along with three different induction algorithms. 

1 I n t r o d u c t i o n  

Knowledge Discovery in Databases and the part  of Machine Learning dealing 
with learning from examples overlap in the algorithms and the problems ad- 
dressed. In both areas induction algorithms have to deal with at tr ibutes or fields 
tha t  are not relevant to the definition of a concept, so an important  task is to 
filter those at tr ibutes to avoid the noise that  they can introduce. The irrele- 
vant or redundant  at tr ibutes do not affect the ideal Bayesian classifier because 
the addition of new at tr ibutes never decreases the performance of the classifier. 
However, many  practical classifiers decrease its performance when irrelevant or 
redundant  at tr ibutes arise. To overcome this problem, different approaches have 
been proposed to select the more relevant at tr ibutes tha t  define a concept (or 
class) [4]. Some works on at t r ibute  selection were the W I N N O W  algorithm pro- 
posed by Littlestone [16], the FOCUS algorithm proposed by Almuallim and 
Dietterich [3] and the Relief algorithm proposed by Kira and Rendell [11]. All 
these algorithms have a common feature, they do not include the performance 
of the classifier as a measure to guide the selection of the attr ibutes.  John et al. 
[10] propose the wrapper method that  utilizes the performance of the classifier 
to carry out the selection of the attributes.  There is much evidence tha t  wrap- 
per method give good results [1, 10]. However, due to the computat ional  cost, 
the wrapper  methods can only be applied in combination with classifiers of low 
complexity. 

The method proposed in this work utilizes a measure based on Information 
Theory  to guide the selection of the attr ibutes.  The use of Information Theory 



213 

concepts in feature selection is not recent. Quinlan [21] proposed a measure called 
Gain Ratio that  corresponds to the ratio between the mutual information and 
the entropy [24]. Another approach based on Information Theory is proposed by 
L6pez de M~ntaras [17], where a distance measure is defined and analyzed in its 
relationship with the Gain Ratio measure proposed by Quinlan. Wettschereck 
and Dieterich [23] demonstrated that  the performance of the k-NN and Nearest- 
Hyperrectangle classifiers increases when the attributes are weighted by mutual 
information. Similar conclusions are presented by Daelemans [7], when the fea- 
tures used in the Exemplar-based Generalization algorithm are weighted with the 
mutual information in a problem of assignment of syllable boundaries in Dutch. 
KoUer and Sahami [14] utilize the Kullback-Liebler distance as a "correlation" 
metric in an approximation to the Markov blankets for feature selection. 

In the previous works the attributes are considered independent, they do not 
take into account the relation among them. In this work a measure called GD, 
between an at tr ibute subset and the class is proposed. This measure, unlike the 
Gain Ratio, tries to get the possible interdependence among attributes and is 
based on a quadratic form of the distance proposed by L6pez de Ms and 
a matrix called Transinformation Matrix. 

The organization of the rest of this paper is as follows. The GD measure is 
defined Sect. 2, and a comparison with the M~intaras distance and Relief algo- 
r i thm on several datasets is presented in Sect. 3. The selection of the attributes 
is carried out from a set of labeled samples. Each sample of the data  set is com- 
posed of a n dimensional vector of attributes X = { X 1 ,X 2 , . . . ,  Am} and a label 
Y which indicates the class the sample belongs to. 

2 G D  M e a s u r e  

L6pez de M~intaras [17] proposes a distance measure between two partitions to 
select the attributes associated with the nodes of a decision tree. In each node, it 
is chosen the at tr ibute that  produces the partit ion closest to the correct parti t ion 
of the samples subset in the examples. 

The M~intaras distance has the following expression: 

dLM(PA,PB) = H(PA/PB) + H(PB/PA) (1) 

where H(PA/PB) and H(PB/PA) correspond to the entropy of a parti t ion when 
the other is known. This measure fulfils the properties of a metric distance 
function. If we change the references to partitions by attributes and class in the 
definition of the M~ntaras distance, we get the following expression 

dLM(Xi,Y) = H(X i /Y )  + H(Y/Xi)  = H(XI ,Y)  - I(Xi; Y) (2) 

where H(Xi ,Y)  is the joint entropy of Xi and Y, and I(Xi;Y)  is the mutual 
information of Xi over Y. 

Similar to the Gain Information proposed by Quinlan, the M~intaras distance 
can be considered an attribute selection measure because for each node of the 
tree the most relevant attr ibute is selected. 
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The use of Gain Ratio and the M~ntaras distance has the drawback of operat-  
ing over isolated at tr ibutes because they assume that  at tr ibutes are independent 
and therefore these methods do not detect the interdependencies tha t  could ex- 
ist between attributes.  A way to get into account the dependencies between 
at t r ibutes  it is to compute the mutual  information for each pair of at tr ibutes 
I(X~;Xj). These interdependencies of at tr ibutes can be represented with the 
aid of Transin/ormation Matrix T, a square matr ix  of dimension n (number of 
at tr ibutes)  where each element (i,j) of the matr ix  is the mutual  information 
between at t r ibutes  i-th and j-th. 

T = F(X ; 

Once the Transinformation matr ix  has been defined, it is necessary to find 
an expression for the GD measure tha t  includes the Transinformation matr ix  
and the distance (2). This expression must be defined in such a way tha t  subsets 
of a t t r ibutes  with strong dependencies between at tr ibutes yields lower values 
than  other ones without these strong dependencies. A solution come from the 
analogy to significance level between the Transinformation matr ix  and the co- 
variance matr ix  (Z)  of two random variables. This analogy can be established 
because both  matrices measure interrelation between variables. In the Maha- 
lanobis distance [8], the covariance matr ix  is utilized to correct the effects of 
cross covariances between two components of a random variable. The expression 
of the Mahalanobis distance between two samples (X, Y) of a random variable 
is: 

dMahalanobis(X, Y )  = (X  - Y ) t ~ - l ( X  - Y )  (3) 

Therefore the GD measure can be defined in a similar way to the Mahalanobis 
distance, using the Transinformation matr ix  instead of the covariance matr ix  and 
the distance (2) instead of the Euclidean distance. The GD measure daD(X, Y) 
between the set of at tr ibutes X and the class Y is expressed as: 

daD(X, Y) = D(X, Y)tT-1D(X, Y) (4) 

. . . .  , dLM(Xn, Y)) , m a vector who- where D(X, Y) (dLM(X1, Y) ,  dLM(X2, Y), T �9 
se i-th element is the distance (2) between the a t t r ibute  X/ and the class, and 
T is the Transinformation matr ix  of the set of at tr ibutes X.  From the equa- 
tion (2) we can observe tha t  the elements of the D(X, Y) vector are smaller as 
the information tha t  the a t t r ibute  gives about  the class is greater. This state- 
ment  can be proved from the expression of the mutual  information [6], that  is 
I(X~, Y) = I(Y, X~) = H(Y) - H(Y/Xi) where H(Y) is the entropy of Y and 
H(Y/Xi)  is the conditional entropy of Y when Xi is known. 

Given a set of at tr ibutes and the associated Transinformation matrix,  the 
GD measure fulfils the following properties: 

1. daD(X,  Y )  ~ O, VX,  Y and daD(X,  X )  = 0 
2. daD(X,Y) = dao(Y,X),  VX, Y 
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The demonstration of the two previous properties is trivial if we take into 
account the properties of the distance (2) and the properties of the Transinfor- 
mation matr ix [18]. The triangle inequality property has not been demonstrated 
for the GD measure yet, and so it can be considered as an semimetric distance 
function. The GD measure satisfies the monotonicity property that  states that  
the measure increases with dimensionality. This property is easily probed using 
the expression 4 and the properties of the Transinformation matrix. Therefore, 
only subsets with the same cardinality can be compared between one another. 

The use of GD measure for feature selection is based on the fact tha t  the dis- 
tances dLM(Xi, Y) decreases as the information of an attribute subset about the 
class increases. On the other hand, if an element of the Transinformation matrix 
is large (it indicates that  the mutual dependence between two attributes is high) 
then the GD measure increases. Therefore it can be concluded that  a low value 
of the GD measure between an at tr ibute subset and the class indicates that  the 
attributes give a lot of information about the class and that  high dependencies 
do not exist between the attributes. 

In the GD measure an important  aspect is the singularity of the Transinfor- 
mation matrix. It has been analytically demonstrated that  the Transinformation 
matr ix is non singular for dimension two and three. An analytical demonstration 
have not been found for greater dimensions yet, but  all the matrices generated 
in the examples of Sect. 3 were found non-singular. 

3 R e s u l t s  

In this section we compare the quality of the selected attributes by the GD mea- 
sure with the selected attributes by other two methods. The other two methods 
chosen in the comparative are the Ms distance and the ReliefF algorithm. 
On the one hand, the M~ntaras distance has been chosen because it has a concep- 
tual resemblance with the GD measure. On the other hand, the ReliefF method 
has been chosen because it has been widely referenced in the bibliography [5, 22, 
12]. The ReliefF method is a version of the Relief method due to Kononenko [15] 
that  allows attributes with missing values and multiclass problems. The quality 
of each selected at tr ibute subset was tested by means of the accuracy that  three 
classifiers yields. As we are interested in comparing the selection methods, we 
do not make any optimization in the classifiers to avoid bias in the accuracy 
due to the optimizations. The classifiers are: the Naive Bayes classifier [8], a 
decision tree induced with the ID3 method [21] and the IB1 algorithm [2]. The 
implementation of the induction algorithms was carried out with the Y~4s 
library [13] and the comparison was performed with 19 databases of the UCI 
Machine Learning Databases Repository [19]. The databases are the following 
ones: Breast Cancer Ljubljana (BC), Breast Cancer Wisconsin (BW), Credit 
Card (CR), Glass (GL), Glass2 (G2), Heart Disease (HD), Iris (IR), Led (LE), 
Liver Disorder (LD), Monks (M1,M2,M3), Par i ty5+5 (P5), Pima Indian Dia- 
betes (PI), Post-operative (PO), Tic-Tac-Toe (TT),  Voting (VO), Wine (WI), 
Zoo (zo). 
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Tab le  1. Results on Naive Bayes classifier and branch-and-bound 

dGD ReliefF dLM 
# attr. Acc. # attr. Acc. Concl. # attr. Acc. Concl. 

BC 4 74.09• 8 74.1310.73 ---- 7 74.05• = 
BW 10 96.30• 7 96.74• < 10 96.30• --- 

CR 1 86.37• 1 86.37• -- 1 86.37• -= 
GL 8 48.08• 8 48.08• ---- 3 49.18• = 
G2 4 69.92• 4 65.11• > 2 61.67• > 
HD 8 85.04• 11 85.45• ---- 12 85.15+0.62 ---- 
IR 2 96.00• 2 96.00+0.49 --- 2 96.00• ---- 
LE 7 74.99• 7 74.99• --- 7 74.99+0.44 ---- 

LD 6 55.58+0.82 3 59.45• < 6 55.58+0.82 ---- 

M1 1 75.00+0.60 3 75.00+0.60 ---- 3 75.00+0.60 = 
M2 1 67.14+0.74 1 67.14• = 1 67.14• ---- 
M3 2 97.22• 2 97.22• ---- 4 97.22+0.23 ---- 

P5 1 45.13• 1 44.84• ---- 1 45.13+0.24 ---- 
PI 6 75.67+0.46 2 76.60+0.50 < 4 75.70+0.47 ---- 
PO 1 70.49+1.68 1 71.18• < 1 69.47+1.67 > 
TT 6 72.12• 6 73.00• < 6 73.02• < 
VO 1 95.63• 1 95.63• -- 1 95.63• = 
WI 6 97.53• 13 97.43• -- 12 97.59+0.35 -- 
ZO 7 93.65• 8 93.75• -- 8 93.75• -- 

All the  previous databases  have less t h a n  10% of samples with missing val- 
ues t ha t  were removed. W i t h  respect to the cont inuous a t t r ibutes ,  they  were 
discretized with the simple equal width discret izat ion me thod  with 10 intervals.  
The  process we follow to test  the qual i ty  of the a t t r ibu tes  selected with the  GD 
measure  was the  following. For all datasets ,  we selected the best  a t t r i bu t e  subset  
according to each of the three methods  compared.  Then  we es t imate  the accu- 
racy t ha t  each classifier yields with the selected a t t r ibutes .  The  accuracy was 
es t ima ted  t ak ing  the  m e a n  of t en  runs  of a 10 k-fold cross val idat ion.  

Due to the monoton ic i ty  proper ty  we implement  the b r a n c h - a n d - b o u n d  me- 
thod  [20] to search the subset  with m i n i m u m  value of GD measure.  For the 
ReliefF a lgor i thm we sort the a t t r ibu tes  in decreasing order of relevance and  take 
in each case the n u m b e r  of a t t r ibu tes  we were considering. W i t h  the  M~ntaras  
d is tance  we do the same bu t  sort ing the a t t r ibu tes  in increasing value of the 
dis tance.  The  best  results ob ta ined  for each classifier are shown in Tables 1, 2 
and  3. 

To assess the results,  two paired t s tat is t ical  tests with a confidence level of 

9 0 ~  were accomplished. Under  the null  hypothesis  of the first s ta t is t ical  test,  
the  subsets  selected by the two methods  yield the same accuracy. If the null  
hypothesis  of this  first s tat is t ical  test  is rejected, another  s ta t is t ical  test  is ac- 
complished in which the null  hypothesis  is t ha t  the subset  selected by the GD 
measure  yields lower or equal to the another  method.  
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Tab le  2. Results on ID3 classifier and branch-and-bound 

dGD ReliefF dLM 
attr. Acc. ~ attr. Acc. Concl. ~ attr. Acc. IConcl. 

BC 4 75.774-0.70 1 72.504-0.80 > 4 75.054-0.77 -- 

BW 2 95.324-0.23 3 95.464-0.23 = 10 94.724-0.29 > 
CR 1 86.374-0.37 1 86.374-0.37 = 1 86.374-0.37 ---- 
GL 6 69.72-t-0.96 6 69.724-0.96 = 8 69.274-0.98 -- 

G2 5 82.564-0.96 3 83.424-0.95 = 6 88.204.0.81 < 
HD 4 79.07=t=0.71 5 81.414-0.72 < 8 78.964-0.75 = 
IR 2 95.93• 2 95.934-0.49 = 2 95.934-0.49 ---- 
LE 7 73.44• 7 73.444-0.42 ----- 7 73.444-0.42 = 
LD 4 64.374-0.78 4 64.374-0.78 ----- 5 63.514-0.75 = 
M1 5 99.934-0.07 3 100.04-0.00 ----- 5 99.934-0.07 = 

M2 5 77.804-0.69 5 77.804-0.69 ----- 5 77.804-0.69 ---- 
M3 5 100.04.0.00 6 100.04-0.00 ----- 5 100.04-0.00 ---- 
P5 8 99.964-0.04 5 100.04-0.00 = 8 99.964-0.04 = 
PI 8 70.65~:0.49 8 70.654-0.49 ----- 8 70.654-0.49 = 

PO 4 70.564-1.62 1 71.184.1.64 = 1 69.474.1.67 ---- 
TT  9 85.464-0.33 9 85.464-0.33 ----- 9 85.464-0.33 --- 

VO 1 95.634-0.28 1 95.634-0.28 = 1 95.634-0.28 = 
WI 3 94.61-t-0.49 5 95.284-0.53 = 3 94.614-0.49 -- 

ZO 9 96.424-0.59 8 96.034-0.60 --- 8 96.034-0.60 -- 

The  conclusions ob ta ined  from these s tat is t ical  tests appear  in Tables 1, 2, 3 
unde r  the co lumn labeled "Concl . ' .  

If we compare  the  accuracy of the  three classifiers (Naive Bayes, ID3 and  IB1) 
with the  three selection methods  (GD measure,  ReliefF and  M~nta ras  dis tance)  

on the 19 da tabases  we get 114 results.  

In  9 (7.9%) of the  114 cases, the set of a t t r ibu tes  selected by the GD measure  
yields be t t e r  accuracy t h a n  the two other  methods .  In  90 (78.9%) of the 114 
cases, the set of a t t r ibu tes  selected by the GD measure  yields a accuracy tha t  
is equal  to the two other  methods.  Consider ing the  compara t ive  with the two 
methods  separat ively we get t ha t  with respect to the ReliefF me thod  in 4 (7%) 
of the cases the  set of a t t r ibu te s  selected by the  GD measure  is be t t e r  t h a n  the 
selected by ReliefF and  in 43 (75.4%) is equal. On the other  hand ,  with respect  
to the Ms  dis tance in 5 (8.8%) of the cases the results ob ta ined  by the GD 
measure  improve the results of the Ms  distance,  and  in 47 (82.4%) cases 
the results  are equals. 

After the  previous global evaluat ion  of the results,  we are going to focus 

on two da tabases  where the abi l i ty  of the GD measure  for fil tering irrelevant  
and  r e d u n d a n t  a t t r ibu te s  is s tated.  The  B W  database  has a completely irrele- 
vant  a t t r i bu t e  t ha t  is the  identifier of each sample. This  a t t r i bu t e  has been the  
last  selected a t t r i bu t e  by ReliefF and  the GD measure  whereas the Ms  
dis tance  selects it firstly. In  the CRX database ,  the  a t t r ibu te s  A4 and  A5 are 
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Tab le  3. Results on IB1 classifier and branch-and-bound 

daD ReliefF dLM 
attr. Acc. # attr. Acc. Concl. ~ attr. Acc. Concl. 

BC 6 73.534-0.73 8 74.034-0.72 = 7 74.084-0.75 = 

BW 9 95.81-I-0.23 5 96.384-0.21 < 7 95.904-0.23 = 
CR 11 83.494-0.43 9 82.924-0.40 -- 1 82.314-1.23 ---- 

GL 6 76.534-0.89 6 76.534-0.89 = 9 68.594-0.99 > 
G2 5 87.854-0.73 5 87.854-0.73 = 4 86.684-0.83 = 

HD] 11 80.784-0.69 5 79.304-0.73 = 8 76.524-0.71 > 
IR 4 95.734-0.50 4 95.734-0.50 = 4 95.734-0.50 = 
LE 7 64.814-0.66 7 64.814-0.66 = 7 64.81+0.66 = 
LD 5 66.014-0.81 5 66.014-0.81 = 5 66.01-t-0.81 = 
M1 5 99.794-0.12 3 100.04-0.00 < 5 99.79-t-0.12 = 

M2 5 67.014-0.70 5 67.014-0.70 = 5 :67.014-0.70 = 
M3 5 99.664-0.15 2 96.944-0.28 > 5 99.66-I-0.15 = 

P5 8 99.924-0.05 5 100.04-0.00 = 8 99.924-0.05 = 
PI 8 70.634-0.44 8 70.634-0.44 = 8 70.634-0.44 ---- 
PO 1 50.084-2.37 2 56.524-1.69 < 1 54.764-2.74 < 
TT  9 80.774-0.38 8 81.984-0.37 < 8 81.944-0.37 < 
VO 14 93.984-0.33 10 93.774-0.33 = 10 93.844-0.39 = 
WI 11 97.544-0.37 11 96.694-0.41 > 9 98.264-0.32 < 
ZO 11 97.714-0.44 10 97.034-0.48 = 13 97.514-0.48 = 

completely  correlated and  one of them has been removed in some d is t r ibu t ions  
of this da tabase .  This  correlat ion between a t t r ibu tes  A4 and  A5 is detected by 
the  GD measure  and  selects the A5 a t t r i bu t e  in last posi t ion,  however ReliefF 
and  the  Ms  dis tance do not  take into account  the correlat ion between the 
a t t r i bu t e s  and  they select bo th  of them before other  a t t r ibutes .  

In  Table 2, it can be not iced tha t  the a t t r ibu te  selection do not  improve 
signif icantly the performance of the induced decision tree, in 89.5% of cases using 
ID3 we get the same accuracy with the three methods.  However, the  a t t r i bu t e  
selection can reduce the  size of the induced tree. To assess this s ta tement ,  we 
accomplish two s tat is t ical  tests similar to the used with the accuracy bu t  now 
mak ing  reference to the n u m b e r  of nodes of the generated decision trees. Focusing 
on the 34 cases of da tabases  of Table 2 whose accuracies are not  s ta t is t ical ly  
different, we observe tha t  in 5 (14.7%) cases the trees induced with the  a t t r i bu t e  
set ob ta ined  with the GD measure  has less nodes t h a n  the ob ta ined  with the 
a t t r i bu t e s  selected by the other  two methods,  and  in 22 (64.7%) the n u m b e r  of 
nodes  is equal. 

W i t h  the Naive Bayes classifier, when the GD measure  yields the  same ac- 
curacy t ha t  the other  methods  the cardinal i ty  of the selected a t t r i bu t e  sets is 
smaller.  So the computa t iona l  cost of the induced classifier will be lower, giving 
the same accuracy. On the contrary,  the GD measure a nd  M~ntaxas d is tance  use 
more  a t t r i bu t e  t h a n  ReliefF to yield the same accuracy. This  fact is due to the 
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nature  of the ReliefF algorithm that  is very similar to the schema of the IB1 
classifier. 

4 Conclusions 

From the above results in the datasets, we conclude that  the GD measure does 
not improve the performance of the ReliefF algorithm significatively. Although 
the number  of selected at tr ibutes is smaller and so the induced classifier will 
have a lower computat ional  cost. Also, we have found tha t  the proposed measure 
detects irrelevant and redudant at tr ibutes where the other two methods fail. 

On the other hand, the results obtained with the GD measure improve the 
results obtained with the M~ntaras distance and with less at tr ibutes,  so we can 
conclude tha t  the use of the Transinformation matr ix  improve the performance 
of the M~ntaras distance. 

The smaller cardinality of the selected at t r ibute  sets is due to the nature  
of the GD measure tha t  allows to detect the dependencies between attr ibutes.  
So, redundant  at t r ibutes  are rejected and a reduction of the cardinality of the 
selected sets is achieved. 

As future works we are interested in testing the performance of the GD mea- 
sure with other discretization methods as the proposed by Fayyad and Irani [9]. 
Another  impor tant  point to test is the strength of the measure with datasets  
with missing values. Finally, it is interesting to find a method tha t  permits  to 
establish the dimension of the a t t r ibute  subset from the GD measure automat i -  
cally. 
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