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A b s t r a c t .  The irrelevant and redundant features may degrade the lear- 
ner speed (due to the high dimensionality) and reduce both the accuracy 
and comprehensibility of induced model. To cope with these problems, 
many methods have been proposed to select a subset of pertinent lea- 
tures. In order to evaluate these subsets, two main approaches are gen- 
erally distinguished: (1) filter approach: which considers only data i.e. 
algorithm-independent; (2) wrapper approach: which takes into account 
both data and a given learning algorithm i.e. algorithm-dependent. 
In this paper, we address the problem of subset selection using a - R S T  
(a generalized rough sets theory). We propose an algorithm to find a set 
of (~-reducts which are non deterministic reducts. To select the best one 
among them, we also propose a Hybrid Approach by putting filter and 
wrapper together to overcome the disadvantages of each approach. Our 
study shows that generally the highest-accuracy-subset is not the best 
one as regards to the filter criteria. The highest accuracy subset is found 
by the new approach with minimum cost. 

1 I n t r o d u c t i o n  

In supervised machine learning, an induct ion algori thm deals with a set of train- 
ing instances where each instance is described by a vector of feature values and 
a class label. The  induct ion task consists creating a model  of da t a  ( training 
set). This model  can be used to predict  the label of new instances. The  irrele- 
vant  and redundant  features may  reduce predictive accuracy, degrade the learner 
speed (due to the high dimensionality) and reduce the comprehensibi l i ty of the 
induced model.  So, doing away with these features or selecting relevant ones 
became necessary. 

The  difficulties which were faced during the feature selection prodecss can 
be explained as follows: for N features, there are 2 N possible subsets, evaluat ing 
them is an impract icable process. The opt imal  selection can only be done by 
test ing all possible sets of M features chosen from N,  i.e. by applying the crite- 
r ion (N) = N! M!+(N--M)! times. If  there are M relevant features, the to ta l  number  

M N of t imes is ~ i = o ( i  ) = O(NM)  �9 This is prohibit ive when N a n d / o r  M is large. 

To deal with the problem of feature selection, m a n y  methods  have been 
proposed.  In general, they can be classified into two categories: (1) the filter 
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approach, which serves as a filter to sieve the irrelevant and/or  redundant fea- 
tures without taking into account the induction algorithm [1][5][10]; and (2) the 
wrapper approach ,  which uses the induction algorithm itself as a black box in 
the phase of attributes selection to select a good features subset which improve 
the performance, i.e. the accuracy of the induction algorithm [4][8][11][16]. Al- 
though the wrapper approach has significantly improved the accuracy of well 
known algorithms, like C4.5 and Naive-Bayes, its generalization is limited for 
many reasons i.e.: (1) the former's computational cost, which results from call- 
ing the induction algorithm for each feature subset considered; (2) dealing with 
large datasets being impracticable. Using the wrapper approach to evaluate ran- 
dom generated subsets LVW, Liu and Setenio in [11] concluded that  it is not 
commendable to use LVW in the applications where time is a critical factor. On 
the other hand, the main critics of filter approach are: (1) it totally ignores the 
effects of selected feature subset on the performance of the induction algorithm 
[4]; (2) various heuristics tend to overestimate the multi-valued attributes [9]. In 
order to cope with the above problems, the two main approaches were extended 
considering probability foundations: a probabilistic filter approach [10] and a 
probabilistic wrapper approach [11] [6]. 

In the rough sets theory [13][14], many reducts can be found. Their number 
depends on the indiscernibility of examples and cannot be known beforehand. 
Consequently, the evaluation and selection of the best reduct is still a serious 
problem, especially when the number of reducts is large. 

In this paper, we use the generalized rough sets theory, called a -RST,  which 
is proposed by Quafafou in [15] as the theoretical framework. We propose a 
new attr ibute selection process, called Hybrid Approach. This new approach 
combines the two above approaches. It inherits the advantages and eliminates 
the disadvantages of both filter and wrapper approach. 

The remainder of this paper is organized as follows: section 2 presents the 
feature selection in the rough sets framework. It introduces the new definitions 
of the generalized concepts, which are necessary for our investigation. Section 3 
presents our reducts algorithm. In order to evaluate the generated reducts, sec- 
tion 4 is an examination of two filters. Section 5 presents our experimental results 
with filter approach, wrapper approach and with the new hybrid approach. We 
conclude in section 6. 

2 F e a t u r e  s u b s e t s  s e l e c t i o n  i n  r o u g h  s e t s  t h e o r y  

In the rough sets theory [13][14], the most important  and fundamental notions 
are the need to discover redundancy, dependency between features, reduction of 
features and definition of the core, which is a set of attributes which contains 
all indispensable features. The feature subset selection can be viewed as finding 
reducts. In this context, different works have been developed to deal with the 
problem of subset selection. Moderzejewski in [12] proposes a heuristic feature 
selector algorithm, called PRESET.  It consists ordering attributes to obtain 
an optimal preset decision tree (according to absolute significance of at tr ibute 
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measure).  Kohavi and Frasca in [7] have shown that ,  in some situations, the 
useful subset does not necessarily contain all the features in the core and may 
be different from a reduct. Using a - R S T ,  we have proposed in [16] an algorithm 
based on wrapper  approach to solve this problem. We have shown that  we can 
obtain lower size reducts with higher accuracy than those obtained by classic 
rough sets concepts. 

Before presenting the algorithm which finds a- reducts ,  we will present an 
overview of the necessary concepts of a - R S T .  

General ized information s y s t e m  In rough sets theory, an information system 
has a data  table form. Formally, "an information system S is a 4-tuple S = 
(U, Q, V, f ) ,  where U : is a finite set o/objects. Q : is a finite set of attributes. 
V = UVq , where Vq is a domain of attribute q. f is an information function 
assigning a value of attribute for every object and every attribute, i.e. f : U • Q ~-~ 
V,  such that for every x �9 U and for every q �9 Q f ( x ,  q) �9 Vq. 

To deal with quantitat ive attributes,  a preprocessing discretization phase is 
necessary to t ransform continuous at tr ibutes into qualitative terms (nominal 
value). This process may influence the results of systems using rough sets the- 
ory [17]. In order to take into account uncertainty inherent to both  da ta  and 
preprocessing, Quafafou in [15] has proposed a new information system. The 
information function f being defined as follows: 
f : U •  such that for every x �9 U and for every q �9 Q f ( x ,q )  �9 
(Va, [0,1]). 

Each at t r ibute  q of each object x is described by a pair of a nominal value 
and a cardinal value. The cardinal value represents the degree of possibility, 
7r �9 [0, 1] , that  the a t t r ibute  q may have the value Vq for the object x (Table 1). 

Definit ion 1. a-Indiscernibi l i ty  relation : Let R be a subset of Q, ~ a 
given similarity threshold. The a-indiscernibility relation denoted by I N D( R, ~) 
is defined as 

I N D ( R , a )  = {(x,y)  �9 U • U I f ( x ,q )  = f (y ,q )  Vq �9 R, and ~(Tr~,~u) >- a} 

If (x,y)  C I N D ( R , a ) ,  then x and y are a indiscernible with respect to R, 
tha t  means tha t  they have the same value of at tr ibutes and tha t  their simi- 
larity degree, computed by the function ~ , is greater than c~. Consequently, 
the equivalence class of an obejct x, denoted [X]IND(R,~), is defined by the 
set {y E Ui(x,y ) C I N D ( R , a ) } .  The opposite of this relation is called a -  
discernibility relation, denoted DIS(R ,  ~). 

Definit ion 2. (~-Dependency: Let P and R be two subsets of attributes, such 
that R C_ P and a C [0,1]. R a-depends on P i / and  only if 3~ E [0,1] such 

that: P ~-+ R r VB E U / I N D ( P ,  a) 3B# E U / I N D ( R ,  ~) deg(B C_ B#) > 

The a -dependency  can be seen as partial  dependency between values of R and 
P ,  i.e. R partially explains P.  
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D e f i n i t i o n  3. a - r e d u c t s  : Let P and R be two subsets o] attributes, such that 

R C P.  R is ana-reduct  o f P  i]and only i f 3 ~  E [0,1] such that (i) P ~-~ R 

and R ~-~ P and (ii) R is minimal. R is minimal means there is no subset T of 
R which is an a-reduct of P. 

3 c ~ - R e d u c t s  A l g o r i t h m  

In this section we show how to  find c~-reducts using a-discernibi l i ty  relation. 
Firstly, we calculate the c~-discernibility-list, denoted ~DL,  of all minimal  ~ -  
discernible subsets which contain the class label. Each element of this list con- 
tains a subset of features which discern a pair of examples. To deal with redun- 
dancy, all non minimal subsets are deleted. Secondly, we cons t ruc t  the minimal  
(~-reducts-list ,  denoted (~RL, from minimal (~-discernible-list. 

c ~ - R e d u c t s  A l g o r i t h m  

I n p u t  GIS : GenerMized Information System of N examples; 
Q : All Features includes Class; 
C : Class; 
ot : similarity threshold; 

O u t p u t  (~RL := { {} } : c~-Reducts-List;  
aDL  =:  {} : a -Discernibi l i ty-Lis t ;  

for  i := 1 to  N + I  
for  j :=  i+1 to  N 

TempSubset := a-DIS(Q,a,GIS[i],GIS[j]); 
/* the set of features which discern GIS[i] and GIS[j] */ 
if C C TempSubset 

if ~] E E (~ DL such that E C_ TempSubset 
add(TempSubset-  { C }, aDL) ;  

end i f  
end i f  

end fo r  
e n d f o r / * e n d  construction of minimal (~-Discernibility-List */ 
if card((~DL) ~ 1 c~RL := aDL 
else for  each element EDL of a DL  

for each element ERL of a RL  
for each feature F of EDL 

ERL := ERL UF; 
endfo r  

end fo r  
Delete all not minimal elements of (~RL; 

endfo r  
e n d i f  
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The example bellow (Table 1) illus- 
trates the presented concepts. For each 
example, the first value expresses the 
nominal value of an attribute, the sec- 
ond represents the degree of possibility 
that  this attribute may have this value. 
U = {el, e2, ..., eS}, 
Q = { w , x , Y , Z , C }  
a-DIS(Q, 0, el,  e2) = {W, X, Y, C}; 
a-DIS(Q, 0, el,  e3) = {W, X, Y, Z, C}. 

Where a=0 ,  the reader can verify that: 

1 . 0 [ 4 0 . 8 [ 4 1 . 0 [ 2 1 . 0 [  0 I 
0 . 9 1 2 1 . 0 [ 2 1 . 0 [ 0 1 . 0 [  1[  

00] ~ 3401160 4~:~ 1100] ~ 12 

0 . 6 [ 1 1 . 0 [ 3 1 . 0 [ 0 1 . 0 [  0 [  
1.013 1 . 0 1 4 0 . 8 1 1 1 . 0  I 1 I 
0.7 30 .7  40.9  20 .7  2 

Table 1. Example of 8 elements 

a discernibility-list: aDL = {{X, Y}, {W, X},  {Z}}. 
a-reducts- l is t  : aRn = {{X, Z}, {W, IF, Z}}. 

The strong characteristics of a -Reducts  Algorithm are: (1) The parameter 
a influences and controls the granularity and the number of reducts, i.e.: when 
alpha increases, the size of reducts decreases and the number of reducts gen- 
erally increases; (2) we obtain the classical reducts (corresponding to classical 
framework of rough sets) when a=0;  (3) the best reduct with highest accuracy 
is obtained when a > 0 i.e. using a - R S T  concepts [16]; (4) theoretically, the 
algorithm can find N ([N/2J) reducts. 

4 E v a l u a t i n g  c ~ - R e d u c t s  

As described above, a-reducts  algorithm can generate many reducts. Selecting 
the best one is still a serious problem, especially when the number of a- reducts  
is high. Consequently the application of the wrapper method is impracticable. 
We focus our study on examining two filter algorithms which evaluate a given 
subset entirely. Other heuristic measures are summarized in [9]. 

Almual l im and Diet ter ich  M I G :  In order to improve FOCUS algorithm, A1- 
muallim and Dietterich in [1] proposed tree heuristics for the MIN-FEATURES 
bias. The Mutual-Information-Greedy algorithm use the entropy measure to 
evaluate a subset entirely. This algorithm searches the minimum-size attribute 
subset sufficient to maintain consistency on the training data. Generally, databases 
are not consistent even when all attributes are present, i.e. a subset cannot be 
more consistent than its superset. Caruana and Freitag in [2] solved this prob- 
lem to apply FOCUS in CAP by returning the smallest subset of attributes that 
contains the same inconsistency compared with all attributes. 
Liu  a n d  Se t i ono  i n c o n s i s t e n c y  m e a s u r e :  Liu and Setiono in [10] proposed 
a measure to evaluate selected features. The inconsistency rate of data described 
by a selected subset is checked against a prespecified threshold. The one which 
has the lowest value is chosen for further tests using a learning algorithm. 

To apply the filter measures described above, the subset which has minimum 
value must be returned. 
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5 Exper iment  Resul ts  

In order to evaluate candidate strong feature subsets generated by a-reducts 
algorithm, we ran experiments on 7 real-world datasets taken from the UCI 
Irvine repository, their characteristics are summarized in Table 2. Original data 
are transformed using Fayad and Irani method [3]. 

Datasets Exam. Att. Cla. 7,Num. 
Iris 150 4 3 100 
P ima  768 8 2 100 
Australian 690 14 2 43 
Glass 214 9 6 100 
Heart  270 13 2 46 
Vehicle 746 18 4 100 
Wave 600 21 3 100 

Table  2. Datasets considered: the number 
of examples and attributes, class cardinal- 
ity and the percentage of numeric features 

To estimate the accuracy for feature 
subsets we used 5-fold cross validation. 
The algorithm ALPHA is used as an 
inducer algorithm. 

We applied the above filter on gen- 
erated reduct. The best subset, the one 
which has the lowest value is chosen 
for further tests using the learning al- 
gorithm. We also applied the wrapper  
model around all reducts. 

5.1 F i l t e r  o r  w r a p p e r  

In our experiments we found that  the best subset selected by Liu~Setanio filter 
is generally different from the subset selected by Almualim~Dietrich filter. Table 
3 shows tha t  the reduct chosen by the two filters improves slightly the accuracy 
of ALPHA (with all features) for Pima, Australian and Heart.  The accuracy 
falls for Vehicle, Wave and significantly for Glass. On the other hand, the reduct 
selected by wrapper  method improves the accuracy of ALPHA in all databases 
except for Glass. The improvements are significant for Heart,  Vehicle and Wave. 

Datasets  ~ N. Red. 

Iris 0.2 1 
P ima  1.0 3 
Australian 0.8 6 
Glass 1.0 10 
H e a r t  0.9 51 
Vehicle 0.9 288 
Wave 0.5 4349 
[ Mean 

ALPHA Filter/ALPHAL~s A~D Wrapper /  
ALPHA 

96.00 96.00 96.00 96.00 
75.39 75.78 75.78 75.78 
81.44 82.90 82.32 83.04 
61.68 56.34 56.34 59.91 
83.33 84.81 84.81 85.56 
68.44 67.73 68.91 70.33 
74.00 69.67 72.67 77.50* 
77.18 76.18 76.69 78.44 

Size of 
best Red 

3 
7 
12 
5 
7 
10 
11 

Table  3. Similarity threshold, number of a-reducts; the accuracy of ALPHA, the 
accuracies of ALPHA using Liu and Setiono filter, Almualim and Dietrich filter, wrap- 
per model and size of best reduct. *: Due to the former's computational cost, we ran 
wrapper method around 1600 reducts. 
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The accuracy of the reducts chosen by the wrapper method is superior to 
tha t  of the filter method, especially when the number of reducts is higher than 
one. In the Wave database the difference with L~S filter equals 4.837. and with 
A~D filter equals 7.837. . 

In order to capture the best reduct which improves significantly the accuracy, 
and which is not obtained by the filter method,  we have considered filtering a 
few reducts and execute the induction algorithm around them, which is the topic 
of the next section. 

5.2 The Hybrid Approach: filter a n d  wrapper 

As described above, the main disadvantage of the wrapper  approach is the for- 
mer 's  computat ional  cost. For example running inducer algorithm on 4349 sub- 
sets of Wave database takes a lot of time. However, the various filters do not 
obtain relevant results. We propose a new Hybrid Approach, it combines the two 
above approaches, which were based on tree phases: (1) c~-reducts computat ion,  
(2) filtration of c~ reducts to focus our at tention on only a few reducts, (3) use 
of the wrapper  method to select the best one among the filtered ones. This new 
approach inherits the advantages and eliminates the disadvantages of both  fil- 
ter  and wrapper  approach. We define a threshold of allowable filter rate 3`. The 
learning algorithm is applied only on each reduct in which the filter criterion 
rate  is lower than  3'. 

Hybrid algorithm 

I n p u t  GIS : Generalized Information System (training data); 
:similarity threshold; 

7 : allowable filter criterion rate; 
O u t p u t  Hsfs : Hybrid strong feature subset; 
MaxAcc=0; 
CandidateHsfs := c~Reducts(GIS,a) /*Calling a-Reducts algorithm*/ 
while NotEmpty(CandidateHsfs) do 

Current := select(CandidateHsfs); 
CandidateHsfs := CandidateHsfs - Current; 
if filter(Current) < 7 

Acc=IAlgo(GIS,c~); /*Calling Inducer Algorithm*/ 
if Acc > MaxAcc 

Hsfs := current; 
MaxAcc := Acc; 

endif 
endif 

endwhile 

We apply the hybrid approach on databases which have many reducts. Experi- 
mentally, the allowable filter rate  value depends on the original datasets  incon- 
sistency. The inconsistency of Glass, Heart,  Vehicle and Wave, according to L~S 
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measure criterion are: 11.217., 0.747,, 3.317. and 0.07. respectively. In addition to 
the advantages of ~-reducts  algorithm mentioned in the 3rd section, all gener- 
ated reducts when c~=0 have the same inconsistency value, and they are equal 
to inconsistency value of original datasets (with all attributs).  

For the remainder of the experiments, we put the allowable filter rate equal 
to: 107., 27., 6?, and 0.57. for the above databases respectively (we put other 
adjusted value for A~D filter). 

[ ]  All reducts [ ]  L&S filter [ ]  A&D filter 

(zlass Heart vehicle Wav~ 

F igure  1. Pourcentage of filtred reducts 
using Lg~S and A~D filter. 

Datasets Hybryd /ALPHA 
Glass 59.91 
Heart 85.56 
Vehicle 70.33 
Wave 77.50 

Table 4. The accuracy of reducts 
selected by the hybrid approach 

Figure 1 shows the percentage of filtered reducts. The induction algorithm 
used around 6 reducts among 10 for Glass. It is only used to evaluate 227. and 
177. of subsets for Heart and Vehicle using L~S inconsistency measure. The best 
subset found by the wrapper approach is captured in the mentioned interval. It 
is found with minimum cost (very early) comparing with the wrapper approach. 
The very interesting result is obtained in Wave database. Among 4349 reducts, 
we only evaluated 33 reducts (0.767.). It is the 5th best reduct according to L&S 
filter. It improves the accuracy of ALPHA by 3.57,. In addition, its accuracy is 
greater than the L~S filter by 7.837.. 

6 C o n c l u s i o n  

In this paper we have studied the problem of feature selection using the gener- 
alized rough sets theory, c~-RST. We have proposed an algorithm to find non 
deterministic reducts. We have developed the wrapper approach and some filter 
measures which evaluate a subset entirely. Assuming that  (a- ) rough sets theory 
can generate many (a-)reducts,  our experiments show that  the accuracy of the 
best reduct using a filter method is lower than the best one using the wrapper 
approach. The hybrid approach proposed in this paper overcomes the bias of 
filter approach, by proposing many probable best reducts and speeds up the 
wrapper approach, by wrapping only around the filtered ones. It inherits the 
performance of the wrapper approach by guaranteeing the selection of the best 
reduct with respect to an induction algorithm. 
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