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To be,ornotto be:thatisthe question:
W hether’tisnoblerin the m ind to su�er
The slingsand arrowsofoutrageousfortune,
O rto takearm sagainsta sea oftroubles,
And by opposing end them ?

Ham let(III,i)

A bstract

W earguethatthetoolsofdecision theory should betaken m oreseriously in thespeci�cation
and analysisofsystem s. W e illustrate this by considering a sim ple problem involving reliable
com m unication,showing how considerations ofutility and probability can be used to decide
when it is worth sending heartbeat m essages and,ifthey are sent,how often they should be
sent.

K eyw ords:decision theory,speci� cations,design and analysisofdistributed system s

1 Introduction

In designing and im plem enting system s,choices m ustalways be m ade: W hen should we garbage
collect? W hich transactions should be aborted (to rem ove a deadlock)? How big should the
page table be? How often should we resend a m essage that is not acknowledged? Currently,
these decisions seem to be m ade based on intuition and experience. However, studies suggest
that decisions m ade in this way are prone to inconsistencies and other pitfalls [RS89]. Just as
we would like to form ally verify criticalprogram sin orderto avoid bugs,we would like to apply
form alm ethodswhen m aking im portantdecisionsin orderto avoid m aking suboptim aldecisions.
M athem aticallogic hasgiven usthe toolsto verify program s,am ong otherthings.There are also
standard m athem aticaltools form aking decisions,which com e from decision theory [Res87]. W e
believe thatthese toolsneed to be taken m ore seriously in system sdesign.W e view thispaperas
a � rststep towardsshowing how thiscan bedone and the bene� tsofso doing.

Before wedelveinto thetechnicaldetails,letusconsidera m otivating exam ple.SupposeAlice
m ade an appointm entwith Bob and the two are supposed to m eetat� ve. Alice showsup at� ve
on thedotbutBob isnowherein sight.At5:20,Aliceisgetting restless.Thequestion is\To stay
ornotto stay?" The answer,ofcourse,is\Itdepends." Clearly,ifBob isan im portantbusiness

�
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clientand they are aboutto close a deal,she m ightbe willing to waitlonger.O n the otherhand,
ifBob is an in-law she never liked,she m ight be happy to have an excuse to leave. At a m ore
abstractlevel,the utility ofactually having the m eeting is(or,atleast,should be)an im portant
ingredientin Alice’s calculations. Butthere is another im portantingredient: likelihood. IfAlice
and Bob m eet frequently,she m ay know som ething about how prom pt he is. Does he typically
arrive m ore or lesson tim e (in which case the factthathe istwenty m inutes late m ightindicate
that he is unlikely to com e at all) or is he som eone who quite often shows up halfan hourlate?
Notsurprisingly,utilitiesand probabilities(asm easuresoflikelihood)are the two key ingredients
in decision theory.

W hilethisexam plem ay seem farrem oved from com putersystem s,itcan actually beviewed as
capturing partofatom ic com m itm ent [SK S97].To see this,supposethere isa coordinatorpc and
twootherprocessespa and pb workingon atransaction.Tocom m itthetransaction,thecoordinator
m ustgeta yes vote from both pa and pb.Supposethe coordinatorgetsa yes from pa,buthears
nothing from pb. Should it continue to wait or should it abort the transaction? The types of
inform ation weneed to m akethisdecision areprecisely thoseconsidered in theAlice-Bob exam ple
above: probabilities and utilities. W hile it is obvious that the am ount oftim e Alice should wait
dependson the situation,atom ic com m itprotocols typically have a context-independenttim eout
period. Ifpc has not heard from allthe processes by the end ofthe tim eout period,then the
transaction isaborted.Sincetheim portanceofthetransaction and thecostofwaiting arecontext-
dependent,thetim eoutperiod would notbeappropriate in every case.

Although it is not done in atom ic com m it protocols,there certainly is an awareness that we
need to take utilities or costs into account elsewhere in the database literature.1 For exam ple,
when a deadlock is detected in a database system ,som e transaction(s) m ust be rolled back to
break the deadlock. How do we decide which ones? The textbook response [SK S97,p.497]is
that \[we]should rollback those transactions that willincur the m inim um cost. Unfortunately,
theterm m inim um costisnota preciseone." Typically,costshave been quanti� ed in thiscontext
by considering things like how long the transaction has been running and how m uch longer it is
likely to run,how m any data item sithasused,and how m any transactions willbe involved in a
rollback.Thisisprecisely thetypeofanalysisto which thetoolsofdecision theory can beapplied.
Ultim ately we are interested in when each transaction ofinterestwillcom plete itstask.However,
som e transactions m ay be m ore im portant than others. Thus,ideally,we would like to attach
a utility to each vector ofcom pletion tim es. O fcourse,we m ay be uncertain about the exact
outcom e (e.g.,the exactrunning tim e ofa transaction). Thisisone place where likelihood enters
the picture.Thus,in general,we willneed both probabilitiesand utilitiesto decide which are the
m ostappropriatetransactionsto abort.O fcourse,obtaining theprobabilitiesand utilitiesm ay in
practice be di� cult. Nevertheless,we m ay often be able to getreasonable estim atesofthem (see
Section 6 forfurtherdiscussion ofthisissue),and usethem to guideouractions.

In this paper,we illustrate how decision theory can be used and som e ofthe subtleties that
arise in using it. W e focuson one sim ple problem involving reliable com m unication. For ease of
exposition,we m ake num erous sim plifying assum ption in our analysis. Despite these sim plifying
assum ptions,webelieve ourresultsshow thatdecision theory can beused in the speci� cation and
design ofsystem s.

W e are notthe � rstto attem ptto apply decision theory in com puterscience.Shenkerand his
colleagues [BBS98,BS98],for exam ple,have used ideas from decision theory to analyze various

1
Awareness of cost is by no m eans lim ited to the database com m unity. For exam ple, a sam pling of the pa-

pers at a recent D ISC (D istributed Com puting) Conference,showed that cost was m entioned in at least seven of

them [BM PP98,CM 98,EHW G 98,FM S98,M IB98,TRAR98,YAG W 98]. Cost and utility are also discussed,for

exam ple,in [K es97]and [K L95,LS98].
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network protocols;M icrosofthasa Decision Theory and AdaptiveSystem sgroup thathassuccess-
fully used decision theory in a num ber ofapplications,including troubleshooting problem s with
printersand intelligentuserinterfacesin O � ce’97.(Seehttp://research.microsoft.com/dtas/
forfurtherdetails.) M ikleretal.[M HW 96]havelooked atnetwork routing from a utility-theoretic
perspective. O ne im portantdi� erence between ourpaperand theirsisthatthey do nottreatthe
utility function asagiven:Theiraim isto � nd agood utility function so thattheroutingalgorithm
would exhibitthedesired behavior(ofavoiding thehotspot).M oregenerally,ourfocuson writing
speci� cations in term s ofutility,and the subtleties involved with the particular application we
considerhere| reliable com m unication| m ake the thrustofthispaperquite di� erentfrom others
in the literature.

Therestofthispaperisorganized asfollows.W ebrie yreview som edecision-theoreticconcepts
in Section 2.In Section 3 we describe the basic m odeland introduce the com m unication problem
thatserves asourrunning exam ple. W e show thatthe expected costofeven a single attem ptat
reliable com m unication is in� nite ifthere isuncertainty aboutprocessfailures. W e then show in
Section 4 how wecan achieve reliable com m unication with � niteexpected costby augm enting our
system with heartbeatm essages,in thespiritofAguilera,Chen,and Toueg [ACT97].However,the
heartbeatm essagesthem selvescom eata cost;thiscostisinvestigated in Section 5.W eo� ersom e
conclusionsin Section 6.Som e proofsare relegated to the appendix.

2 A B riefD ecision T heory P rim er

The aim of decision theory is to help agents m ake rationaldecisions. There are a num ber of
equivalentwaysofform alizing thedecision process.In thispaper,weassum ethat(a)wehavea set
O ofpossiblestatesoftheworld oroutcom es,(b)theagentcan assign a utility from R [ f1 ;� 1 g

(denoted R �)to each outcom ein O ,and (c)each action orchoice a oftheagentcan beassociated
with a subset O a ofO and a probability m easure Pra on O a. (This is essentially equivalent to
viewing Pra asa probability m easureon O which assignsprobability 0 to theoutcom esin O � O a.)

Roughly speaking,theutility associated with an outcom em easureshow happy theagentwould
beifthatoutcom eoccurred.Thus,utilitiesquantify thepreferencesoftheagent.Theagentprefers
outcom e o1 to outcom e o2 i� the utility ofo1 is higher than that ofo2. The set O a ofoutcom es
associated with an action orchoicea aretheoutcom esthatm ightariseifa isperform ed orchosen;
the probability m easure on O a representshow likely each outcom e isifa isperform ed.These are
highly nontrivialassum ptions,particularly thelasttwo.W ediscussthem (and to whatextentthey
are attainable in practice)in Section 6.Fornow,though,wejustfocuson theirconsequences.

Recallthata random variable on the setO ofoutcom esisa function from O to R �. G iven a
random variable X and a probability m easure Pron the outcom es,the expected value ofX with
respectto Pr,denoted E Pr(X ),is

P

v2X (O )vPr(X = v),whereX (O )istherangeofX and X = v

denotes the set fo 2 O :X (o) = vg. W e drop the superscriptPr ifit is clear from the context.
Notethatutility isjusta random variableon outcom es.Thus,with each action orchoice,wehave
an associated expected utility,where the expectation is taken with respectto O a and Pra. Since
utilitiescan bein� nite,weneed som econventionsto handlein� nitiesin arithm etic expressions.If
x > 0,we letx � � 1 = � 1 ;ifx < 0,we letx � � 1 = � 1 .Forallx 2 R ,we letx + � 1 = � 1 .
Finally,we let0� 1 = 0. W e assum e that+ and � rem ain com m utative on R�,so thiscovers all
the casesbut1 + (� 1 ),which wetake to beunde� ned.

The \rationalchoice" istypically taken to be the one thatm axim izesexpected utility. W hile
othernotionsofrationality areclearly possible,forthepurposesofthispaper,wefocuson expected
utility m axim ization.Again,see Section 6 forfurtherdiscussion ofthisissue.

3



W e can now apply these notions to the Alice-Bob exam ple from the introduction. O ne way
ofcharacterizing the possible outcom es is as pairs (m a;m b),where m a is the num berofm inutes
that Alice is prepared to wait,and m b is the tim e that Bob actually arrives. (IfBob does not
arrive at all,we take m b = 1 .) Thus,ifm a � m b,then Alice and Bob m eet at tim e m b in the
outcom e (m a;m b). Ifm a < m b,then Alice leaves before Bob arrives. W hat is the utility ofthe
outcom e (m a;m b)? Alice and Bob m ay wellassign di� erentutilities to these outcom es. Since we
are interested in Alice’s decision,we consider Alice’s utilities. A very sim ple assum ption is that
thereisa � xed positive bene� tm eet-B ob to Alice ifsheactually m eetsBob and a costofc-w ait
foreach m inute she waits,and thatthese utilitiesare additive. W e assum e here thatc-w ait� 0.
(In general,costs aredescribed by non-positiveutilities.) Underthisassum ption,theutility ofthe
outcom e (m a;m b)ism eet-B ob + m bc-w ait ifm a � m b and m ac-w ait ifm a < m b.

O fcourse,in practice,theutilitiesm ightbem uch m orecom plicated and need notbeadditive.
Forexam ple,ifAlicehasam agazinetoread,waiting forthe� rst� fteen m inutesm ightberelatively
painless,butafterthat,shem ightgetincreasingly frustrated and thecostofwaiting m ightincrease
exponentially,notlinearly. The bene� tto m eeting Bob m ay also depend on the tim e they m eet,
independentofAlice’s frustration. Forexam ple,ifthey have a dinnerreservation for6 p.m .ata
restauranthalfan houraway,the utility ofm eeting Bob m ay drop drastically after5:30. Finally,
theutility of(m a;m b)m ightdepend on m b even ifm a < m b.Forexam ple,Alicem ightfeelhappier
leaving at5:15 ifsheknew thatBob would arriveat6:30 than ifsheknew hewould arriveat5:16.

O nce Alice hasdecided on a utility function,she hasto decide whataction to take. The only
choicethatAlicehasishow longtowait.W ith each choicem a,thesetofpossibleoutcom esconsists
ofthoseoftheform (m a;m b),forallpossiblechoicesofm b.Thus,to com putetheexpected utility
ofthechoicem a,sheneedsaprobability m easureoverthissetofoutcom es,which e� ectively m eans
a probability m easureoverBob’spossiblearrivaltim es.

Thisapproach ofdeciding atthebeginning how long to waitm ay seem farrem oved from actual
practice,but suppose instead Alice sent her assistant Cindy to m eet Bob. K nowing som ething
aboutBob’stim eliness(orlack thereof),shem ay wellwantto giveCindy instructionsforhow long
to wait. Taking the cost ofwaiting to be linear in the am ount oftim e that Cindy waits is now
notso unreasonable,since while Cindy istied up waiting forBob,she isnotable to help Alice in
otherways.IfCindy goesto m eetBob frequently forAlice,itm ay m ake m oresenseforAlice just
to tellCindy herutility function,and letCindy decide how long to waitbased on the inform ation
she acquires regarding Bob’s punctuality. O fcourse,once we think in term s ofAlice sending an
assistant,itisbuta sm allstep to think ofAlicerunning an application,and giving theapplication
instructionsto help itdecide how to act.

3 R eliable C om m unication

W enow considera problem thatwillserveasa running exam plethroughouttherestofthepaper.
Considera system consisting ofa senderp and a receiverqconnected by an unreliablebidirectional
link.W e assum ethatthe link satis� esthe following properties:

� Thetransm ission delay ofthe link is�.

� Thelink can only failby losing (whole)m essagesand the probability ofa m essage lossis.

W e assum ethatthetransm ission delay and theprobability ofm essage lossareindependentofthe
stateofthesystem .2 A processiscorrectifitnevercrashes.Forx 2 fp;qg,let�x betheprobability

2
Theresultsofthispaperhold even ifthesequantitiesdo depend on thestate ofthelink.Forexam ple, m ay be

a function ofthe num berofm essagesin transit.W e stick to the sim plerm odelforease ofexposition.
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thatx iscorrect(m ore precisely,the probability ofthe setofrunsin which x iscorrect). In runs
in which x isnotcorrect,x crashesin each tim e unitwith probability �x > 0,independentofall
othereventsin the system (such astheeventsthatoccurred during theprevioustim e unit).

The assum ptionsthatseem s m ost reasonable to usis that �p = �q = 0: in practice,there is
alwaysa positiveprobability thata processwillcrash in any given round.3 W eallow thepossibility
that�x 6= 0 to facilitate com parison to m ostofthe literature,which doesnotm ake probabilistic
assum ptionsaboutfailure.Italso m ay bea usefulway ofm odeling thescenario in which processes
stay up forever \for allpracticalpurposes" (for exam ple,ifthe system is scheduled to be taken
o� -line beforethe processescrash).

W e want to im plem ent a reliable link on top ofthe unreliable link provided by the system .
Thatis,wewantto im plem enta reliablesend-receiveprotocolSR using the(unreliable)sendsand
receivesprovided by thelink,denoted send and receive.SR isajointprotocol,consisting ofaSEND
protocolforthesenderand a RECEIVE protocolforthereceiver.SR can beinitiated by eitherp or
q. A send-receive protocolissaid to be sender-driven ifitisinitiated by p and receiver-driven if
itisinitiated by q.(W eb browsing can beviewed asan instance ofa receiver-driven activity.The
web browserqueriestheweb serverforthecontentofthepage.) W eassum ethatsendsand receives
take place at a tim e t,while SENDs and RECEIVEs take place over an intervaloftim e (since,in
general,they m ay involve a sequence ofsendsand receives).

W e assum ethatsend and receive satisfy thefollowing two properties:

� Ifqreceivesm attim et,then p sentm attim et� � and m wasnotlost(sincethelink cannot
create m essagesorduplicate m essagesand the transm ission delay isknown to be�).

� Ifp sendsm attim e t,then with probability 1� ,q willreceive m attim e t+ �;ifq does
notreceive m attim e t+ �,q willneverreceive it.

W hatspeci� cation should SR satisfy? Clearly wedo notwanttheprocessesto createm essagesout
ofwholecloth.Thus,we certainly wantthefollowing requirem ent:

S0.Ifq� nishesRECEIVing m attim et,then p m usthavestarted SENDing m atsom etim et0� t

and q m usthave received m atsom e tim e t00� t.

W e shallim plicitly assum eS0 withoutfurthercom m entthroughoutthepaper.
The m ore interesting question is what liveness requirem ents SR should satisfy. Perhaps the

m ostobviousrequirem entis:

S1.Ifp and q are correct and SR is started with m as the m essage,then q eventually � nishes
RECEIVing m .

Although S1 isvery m uch in thespiritoftypicalspeci� cations,which focusonly on whathappens
ifprocesses are correct, we would argue that it is rather uninteresting,for two reasons (which
apply equally wellto m any other sim ilar speci� cations). The � rst shows that it is too weak: If
�p = �q = 0,then p and q are correct (i.e.,never crash) with probability 0. Thus,speci� cation
S1 isratheruninteresting in thiscase:Itissaying som ething abouta setofrunswith vanishingly
sm alllikelihood. The second problem shows that S1 is too strong: In runs where p and q are
correct,there isa chance (albeita sm allone)thatthe link m ay lose allm essages. In thiscase,q
cannot� nish RECEIVing m ,sinceitcannotreceivem (asallthem essagesarelost).ThusS1 isnot
satis� ed.

3
W e assum e thatround k takesplace between tim e k � 1 and k.
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O fcourse,both ofthese problem sare wellknown.The standard way to strengthen S1 to deal
with the � rstproblem is to require only that p and q be correct for \su� ciently long",butthen
we need to quantify this;it is far from clear how to do so. The standard way to dealwith the
second problem istorestrictattention tofair runs,accordingtosom enotion offairness[Fra86],and
require only thatq � nishesRECEIVing m in fairruns. Fairnessisa usefulabstraction forhelping
uscharacterize conditionsnecessary to prove certain properties. However,whatm akesfairnessof
practicalinterestisthat,underreasonable probabilistic assum ptions,itholdswith probability 1.

O urinteresthere,asshould be evidentfrom the introduction,isto m ake m ore explicituse of
probability in writing a speci� cation. For exam ple,we can write a probabilistic speci� cation like
the following:

S2.lim t! 1 Pr(q � nishesRECEIVing m no laterthan ttim e unitsafterthe startofSR jp and q

are up ttim e unitsafterthe startofSR)= 1.

Requirem entS2 avoidsthe two problem swe saw with S1.Itsays,in a precise sense,thatifp and
q are up for su� ciently long,then q willRECEIVE m with high probability (where \su� ciently
long" isquanti� ed probabilistically). M oreover,by m aking only a probabilistic statem ent,we do
nothave to worry aboutunfairruns:They occurwith probability 0.

The traditionalapproach hasbeen to separate specifying the propertiesthata protocolm ust
satisfy from the problem of � nding the best algorithm that m eets the speci� cation. But that
approach typically assum es that properties are all-or-nothing propositions. That is,it im plicitly
assum es that a desirable property m ust be true in every run (or perhaps every fair run) of a
protocol.Itdoesnotallow a designerto specify thatitm ay beacceptable fora desirableproperty
to som etim esfailto hold,ifthatresultsin m uch betterpropertiesholding in general. W e believe
that,in general,issuesofcostshould notbeseparated from theproblem ofspecifying thebehavior
ofan algorithm . A protocolthat satis� es a particular traditionalspeci� cation m ay do so at the
priceofhaving ratherundesirablebehavioron a signi� cantfraction ofruns.Forexam ple,to ensure
safety,a protocolm ay block 20% ofthe tim e. There m ay be an alternate protocolthatisunsafe
only 2% ofthe tim e but also blocks only 2% ofthe tim e. W hether it is better to violate safety
2% ofthe tim e and liveness 2% ofthe tim e orto never violate safety butviolate liveness 20% of
thetim eobviously dependson thecontext.Theproblem with thetraditionalapproach isthatthis
com parison is never even considered (any algorithm that does not satisfy safety is autom atically
dism issed).

W hilewebelieveS2 isabetterspeci� cation ofwhatisdesired than S1,itisstillnotgood enough
forourpurposes,sinceitdoesnottake costsinto account.W ithoutcosts,westillcannotdecideif
itisbetterto violate liveness20% ofthe tim e orto violate safety 2% ofthe tim e and liveness2%
ofthetim e.Asa � rststep to thinking in term sofcosts,considerthefollowing speci� cation:

S3.Foreach m essage m ,the expected costofSR(m )is� nite.

Asstated,S3 isnotwellde� ned,sincewehave notspeci� ed thecostfunction.W e now considera
particularly sim plecostfunction,m uch in thespiritoftheAlice-Bob exam plediscussed in Section 2.
LetSR bea send-receive protocol.Itsoutcom esarejustthepossibleruns orexecutions.W e want
toassociatewith each run itsutility.Therearetwotypesofcostswewilltakeintoaccount:sending
m essagesand waiting.Theintuition isthateach attem ptto send a m essageconsum essom esystem
resourcesand each tim e unitspentwaiting coststheuser.Thetotalcostisa weighted sum ofthe
two.

M ore precisely,let c-send and c-wait be constants representing the cost ofsending a m essage
and ofwaiting one tim e unit,respectively. G iven a run r,let# -send(r)be the num ber(possibly

6



1 ) ofsends done by the protocolin run r. W e now want to de� ne t-wait(r),which intuitively
is the am ountoftim e q spendswaiting to RECEIVE m . W hen should we start counting? In the
Alice-Bob exam ple,it was clear,since Alice starts waiting for Bob at 5:00. W e do not want to
startcounting ata � xed tim e,since we do notassum e thatthe processeswillstarttheirprotocol
at a particular tim e. W hat we want is to start at the tim e when SR is invoked. W hen do we
stop counting,assum ing westarted? Ifthereareno processcrashes,then westop counting when q
� nishesRECEIVingm .W hatifthereareprocesscrashes? In traditionalspeci� cations(such asS1),
theprotocolhasno obligationsoncea processfails.To facilitatecom parison between ourapproach
and the traditionalapproach,we stop counting atthe tim e ofa processcrash ifithappensbefore
q � nishesRECEIVing m .(Note thatq m ay never� nish RECEIVing ifa processcrashes.)

Let ts be the tim e SR is invoked. (Ifno such tim e exists,we let t-wait(r) = 0.) Let tp be
the tim e p crashes (tp = 1 ifp does not crash);let tq be the tim e q crashes (tq = 1 ifq does
not crash);let tf be the tim e q � nishes RECEIVing m (tf = 1 ifq does not � nish). Finally let
t-wait(r)= m axfm inftp;tq;tfg;tsg� ts.W e take the (total)costofrun r to be

c0(r)= # -send(r)c-send+ t-wait(r)c-wait:

Note thatc0 isa random variable on runs.Ifc0(r)capturesthecostofrun r (asweareassum ing
hereitdoes),then S3 saysthatwewantE(c0)= E(# -send)c-send+ E(t-wait)c-waitto be� nite.

Note that,ifSR is not invoked in a run r,then c0(r) = 0. Since we are interested in the
expected cost ofSR,we consider only runs in which SR is actually invoked. Also,since we are
interested in the expected costofa single invocation in this(and thenext)section,we assum efor
easeofexposition thattheprotocolisinvoked attim e0 (so t-wait(r)= m inftp;tq;tfg)throughout
these two sectionswithoutfurthercom m ent.

P roposition 3.1: S2 and S3 are incom parable under costfunction c0.

P roof: Suppose �p = �q = 1. Considera send-receive protocolSR0 in which p sendsm in every
round untilit receives ack(m ),and q sends its kth ack(m ) N k rounds after receiving m for the
kth tim e,where N  > 1. (Recallthat isthe probability ofm essage loss.) Itiseasy to see that
SR0 satis� esS2.W e show thatitdoesnotsatisfy S3 by showing thatE(# -send)= 1 .

Thebasicidea isthatq isnotacknowledging thereceiptofm in a tim ely fashion,so p willsend
too m any copiesofm .LetA k = fr:q’s� rstk acksarelostand the(k+ 1)stack m akesitin rg;
letA 1 = fr:allofq’sacksare lostg.Note thatPr(A k)= k(1� )and Pr(A 1 )= 0 (so we can
ignore runsin A 1 for the purpose ofcom puting expected cost,since we adopted the convention
that0� 1 = 0).Note also thatE(# -send jAk)� N k,sincep cannotpossibly getits� rstack(m )
beforetim e N k in runsin A k.Thus

E(# -send)=
1X

k= 0

E(# -send jA k)Pr(A k)�
1X

k= 0

N
k

k(1� ):

Itisclearthatthe lastsum isnot� nite,since N > 1;thusthe algorithm failsto satisfy S3.
Suppose �p = �q = 0. Consider the trivialprotocol(i.e.,the \do nothing" protocol). In a

round in which both p and q are up,one ofp or q willcrash in the nextround with probability
� = �p + �q � �p�q. So the probability thatthe � rstcrash happensattim e k is(1� �)k�. Thus
one ofthem isexpected to crash attim e

1X

k= 0

k(1� �)k� =
�(1� �)

(1� (1� �))2

=
1� �

�
:
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(Here and elsewhere in this paper we use the well-known fact that
P 1

k= 0kx
k = x

(1� x)2
.) Thus,

E(c0)=
1� �

�
c-wait forthe trivialprotocol,so the trivialprotocolsatis� esS3,although itclearly

doesnotsatisfy S2.

Thefollowing theorem characterizeswhen S3 isim plem entablewith respectto thecostfunction
c0.M oreover,itshowsthatwith thiscostfunction,when S3 issatis� able,therearein factprotocols
thatsatisfy S3 and S2 sim ultaneously.

T heorem 3.2: Under costfunction c0,there isa send-receive protocolsatisfying S3 i� �p = 0 or
�q = 0 or �q = 1 or �p = 1. M oreover,if�p = 0 or �q = 0 or �q = 1 or �p = 1,then there is a

send-receive protocolthatsatis�esboth S2 and S3.

P roof:Suppose�q = 1or�p = 0.Considerthe(sender-driven)protocolSR1 in which psendsm to
q untilp receivesan ack(m )from q,and q sendsack(m )wheneveritreceivesm .SR1 startswhen
p � rstsends m and q � nishes RECEIVing m when it � rst receives m . To see that SR1 is correct,
� rstconsiderthecasethat�q = 1.LetCp = fr:p receivesack(m )atleastoncefrom q in rg.Let
N 1(r)= k1 ifthek1th copy ofm isthe� rstreceived by q and letN2(r)= k2 ifthek2th copy ofm
isthe one whosecorresponding ack(m )isthe � rstreceived by p.

Since theprobability thatthe link m ay drop a particularm essage is,

E(N 1 jCp)=
1X

k= 1

k
k� 1(1� )=

1� 



1X

k= 1

k
k =

1� 





(1� )2
=

1

1� 
:

An analogousargum entshowsthatE(N 2 jCp)=
1

(1� )2
.Note thatt-wait(r)= N 1(r)+ � � 1 for

r2 Cp,so E(t-waitjCp)= E(N 1 jCp)+ (�� 1)= 1
(1� )

+ �� 1.M oreover,sincep stopssending m

when itreceivesack(m )from q,itwillstop 2� roundsaftertheN 2(r)th send ofm in run r.Thus
1

(1� )2
+ 2�� 1isthenum beroftim espisexpected tosendm in runsofCp.W eexpect1� oftheseto

besuccessful,sothenum beroftim esqisexpected tosend ack(m )isatm ost 1
(1� )

+ (2�� 1)(1� ).

(Theactualexpected valueisslightly lesssinceq m ay crash shortly aftersending the� rstack(m )
received by p in runsofCp).W e conclude thatE(# -send jCp)�

1
(1� )

+ 1
(1� )2

+ (2� � 1)(2� ).

ThusE(c0 jCp)is� nite,since both E(# -send jCp)and E(t-waitjCp)are � nite.
W e now turn to E(c0 jCp).W e � rstpartition Cp into two sets:

� F1 = fr:p crashesbeforereceiving an ack(m )from qg and

� F2 = fr:p doesnotcrash and doesnotreceive ack(m )from qg.

Note that Pr(F2) = 0 and Pr(F1) = 1� Pr(Cp). W e m ay ignore runs ofF2 for the purposes of
com puting the expected cost since we adopted the convention that 0� 1 = 0. In runs r ofF1,
t-wait(r)isatm ostthetim eittakesforp to crash,which isexpected to occurattim e 1� �p

�p
.Thus

E(t-wait jF1)<
1
�p
.Furtherm ore,ifp crashesattim e tc in r 2 F1,itsendsm exactly tc tim esin

r (since p doesnotreceive ack(m )in runsofF1).In thatcase,q sendsack(m )atm osttc tim es.
So # -send(r)� 2tc ifp crashesat tim e tc in r 2 F1. ThusE(# -send jF1)<

2
�p
. Itfollows that

E(c0 jCp)is� nite.Sinceboth E(c0 jCP )and E(c0 jCp)are� nite,E(c0)is� nite;so SR1 satis� es
S3.To seethattheprotocolsatis� esS2,notethatfort� �,theprobability thatq doesnot� nish
RECEIVing m by tim e tgiven thatboth p and q are stillup ist� �.ThusS2 isalso satis� ed.

Now considerthecase that�p = 0.Note thatin thiscase,p isexpected to crash attim e 1� �p
�p

.

Thus,E(t-wait)< 1
�p

and E(# -send)< 2
�p

(forthe sam ereason asabove),regardlessofwhetherq

iscorrect.ThusE(c0)isagain � nite.Theargum entthatS2 issatis� ed isthesam e asbefore.
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Now suppose�p = 1 or�q = 0.Thesecasesaresom ewhatanalogousto theonesabove,except
we need a receiver-driven protocol. Consider a protocolSR2 in which q queries p in every round
untilitgetsa m essage from p. M ore precisely,letreq denote a requestm essage. q sendsreq to
p every tim e unituntilitreceivesm and p sendsm every tim e itreceivesreq. SR2 startswhen q

sendsthe� rstreq and q � nishesRECEIVing m when q receivesm forthe� rsttim e.By reasoning
sim ilarto the previouscases,we can show thatE(# -send)and E(t-wait)are both � nite (so S3 is
satis� ed)and thatS2 issatis� ed.

W e now turn to thenegative result.Itturnsoutthatthenegative resultism uch m oregeneral
than the positive result. In particular,it holds forany cost function with a certain property. In
the following,weuse g

1
=) f to denote thatifg(x)= 1 then f(x)= 1 .

Lem m a 3.3: Letc(r)be a costfunction such thatt-wait(r)
1
=) c(r)and # -send(r)

1
=) c(r). If

0 < �p < 1 and 0 < �q < 1,then for any send-receive protocolSR,Pr(fr:c(r)= 1 g)> 0.

P roof: Suppose SR is a send-receive protocolfor p and q. Let R 1 = fr :q crashes at tim e 0
and p is correct in rg. Note that p willdo the sam e thing in allruns in R 1: Either p stops
sending after som e tim e tor p never stops sending. Ifp never stops,then # -send(r)= 1 for all
r 2 R 1.Since,by assum ption,# -send(r)

1
=) c(r),we have thatc(r)= 1 foreach r 2 R 1. Since

Pr(R 1)= �p(1� �q)�q > 0,wearedone.Now supposep stopssending aftertim et.LetR 2 = fr:p
crashesattim e0 and qiscorrectin rg.Notethatqwilldo thesam ething in allrunsofR 2:Either
q stopssending aftersom e tim e t0orq neverstopssending.Ifq neverstops,then c(r)= 1 forall
r2 R 2 and Pr(R 2)= �q(1� �p)�p > 0,so again wearedone.Finally,supposethatq stopssending
at tim e t0 in runsofR 2. Let t00= 1+ m axft;t0g. ConsiderR 3 = fr :both processesare correct
and allm essagesup to tim e t00are lostin rg.Then t-wait(r)= 1 forallr 2 R 3.By assum ption,
t-wait(r)

1
=) c(r),so c(r)= 1 forallr2 R 3.Letnp and nq bethenum berofinvocationsofsend

by p and q,respectively,in runs ofR 3 (note that p and q do the sam e thing in allruns ofR 3).
Then Pr(R 3)= �p�q

np+ nq > 0,com pleting the proof. (Lem m a 3.3)

Clearly # -send(r)
1
=) c0(r)and t-wait(r)

1
=) c0(r),so Lem m a 3.3 appliesim m ediately and we

are done. (Theorem 3.2)

O fcourse,once we think in term s ofutility-based speci� cations like S3,we do not want to
know just whether a protocolim plem ents S3;we are in a position to com pare the perform ance
ofdi� erentprotocolsthatim plem entS3 (orofvariantsofone protocolthatallim plem entS3)by
considering theirexpected utility.LetSR�s and SR

�
r begeneralizations(in thesensethatthey send

m essagesevery � rounds,where� need notbe1)ofthesender-driven and receiver-driven protocols
from Theorem 3.2,respectively. LetSRtr denote the trivial(i.e.,\do nothing")protocol. W e use
ESR to denote the expectation operator determ ined by the probability m easure on runsinduced

by using protocolSR. Thus,forexam ple,ESR
�

s(# -send)isthe expected num berofm essagessent
by SR�s.If�p = �q = 0,then SR�s,SR

�
r,and SRtr allsatisfy S3 (although SRtr doesnotsatisfy S2).

W hich isbetter?
In practice,processfailuresand link failuresarevery unlikely events.W eassum ein therestof

the paperthat �p,�q,and  are allvery sm all,so that we can ignore sum s ofproductsofthese
term s(with coe� cientslike2�2,�,etc.).O neway toform alizethisistosay thatproductsinvolving
�p,�q,and  are O (")term sand 2�2,�,etc.,areO (1)term s.W e write t1 � t2 ifjt1 � t2jisO (").

Note thatwe do notassum e expressionslike �p

�q
and �q

�p
are sm all.

Forthefollowing resultonly,weassum ethatnotonly are�p and �q O ("),they arealso � ("),4

so thatif 1
�p

or 1
�q

ism ultiplied by an expression thatisO ("2),then the resultisO ("),which can

4
Recallthatx is� (")i� x isO (")and x

�1
isO ("

�1
).
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then beignored.

P roposition 3.4: If�p = �q = 0,then

ESRtr(t-wait)= 1� (�p+ �q� �p�q)

�p+ �q� �p�q
, ESRtr(# -send)= 0,

ESR
�

s(t-wait)� �, ESR
�

s(# -send)� (�+ 1)�q
��p

+ 2
l
2�
�

m

,

ESR
�

r(t-wait)� 2�, ESR
�

r(# -send)� (�+ 1)�p
��q

+ 2
l
2�
�

m

.

P roof:Therelatively straightforward (buttedious!) calculationsare relegated to the appendix.

Note thatthe expected costofm essages forSR�s is the sam e as thatfor SR
�
r,exceptthat the

rolesof�p and �q arereversed.Theexpected tim ecostofSR
�
r isroughly � higherthan thatofSR

�
s,

becauseqcannot� nish RECEIVingm beforetim e2� with areceiver-driven protocol,whereasqm ay
� nish RECEIVing m asearly as� with a sender-driven protocol.Thissaysthatthechoicebetween
thesender-driven and receiver-driven protocolshould bebased largely on therelativeprobability of
failureofp and q.Italso suggeststhatweshould take � very largeto m inim izecosts.(Intuitively,
the larger � is,the lower the m essage costs in the case that q crashes before acknowledging p’s
m essage.) Thisconclusion (which m ay notseem so reasonable)isessentially due to the factthat
weareexam ining a singleinvocation ofSR in isolation.Asweshallseein Section 5,thisconclusion
isno longerjusti� ed once we considerrepeated invocationsofSR.Finally,note thatifthe costof
m essagesishigh and waiting ischeap,theprocessesarebettero� (according to thiscostfunction)
using SRtr.

Thus,asfarasS3 isconcerned,therearetim eswhen SRtr isbetterthan SR
�
s orSR

�
r.How m uch

ofa problem isitthatSRtr doesnotsatisfy S2? O urclaim isthatifthisdesideratum (i.e.,S2)is
im portant,then itshould bere ected in thecostfunction.W hilethecostfunction in ourexam ple
doestake into accountwaiting tim e,itdoesnotpenalize itsu� ciently to give usS2.Itisnottoo
hard to � nd a cost function that captures S2. For exam ple,suppose we take c1(r)= N t-wait(r),
whereN (1� �p � �q + �p�q)> 1.

P roposition 3.5: Undercostfunction c1,S3 im pliesS2.

P roof: Suppose SR isa protocolthatdoesnotsatisfy S2;we show itdoesnotsatisfy S3 (under
costfunction c1).LetCp(t)and Cq(t)consistofthose runsofSR where p and q,respectively,are
up for t tim e units after the start ofSR (and perhaps longer). Let R q(t) consist ofthe runs of
SR where q � nishesRECEIVing m no laterthan tim e tunitsafterthe startofSR. Since SR does
notsatisfy S2,there exists" > 0 and an increasing in� nite sequence oftim est0;t1;:::,such that
Pr(R q(ti)jCp(ti)\ Cq(ti))> "foralli.W econsiderthecase�p = �q = 1 and �p�q < 1 separately.

Suppose�p = �q = 1.Then Pr(Cp(t)\ Cq(t))= 1 forallt.So

Pr(t-wait> ti)= Pr(R q(ti))= Pr(R q(ti)jCp(ti)\ Cq(ti))> "

foralli.LetVi= fr:t-wait(r)> tig and V1 = fr:t-wait(r)= 1 g.Note thatV1 =
T
1
i= 0Vi and

thatVi� Vi0 fori0> i.ThusPr(V1 )= Pr(
T
1
i= 0Vi)> ".So E(c1)� Pr(V1 )N 1 = 1 .

Now we turn to thecase that�p�q < 1.LetW (t)= fr:t-wait(r)= tg.Note thatt-wait(r)=
ti+ 1 forallrunsr2 R q(ti)\ Cp(ti+ 1)\ Cp(ti)\ Cq(ti).Thus,

Pr(W (ti+ 1)jCp(ti)\ Cq(ti))� Pr(Cp(ti+ 1)\ R q(ti)jCp(ti)\ Cq(ti)):

G iven ourindependenceassum ptionsregarding processfailures,

Pr(Cp(ti+ 1)\ R q(ti)jCp(ti)\ Cq(ti)) = Pr(Cp(ti+ 1)jCp(ti))Pr(R q(ti)jCp(ti)\ Cq(ti))
> (1� �p)�p":
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A sim ilarargum ent(exchanging the rolesofCp and Cq)showsthat

Pr(W (ti+ 1)jCp(ti)\ Cq(ti))> (1� �q)�q":

So

E(c1) �

1X

k= 0

Pr(W (k))N k

�

1X

i= 0

Pr(W (ti+ 1))N ti+ 1

�

1X

i= 0

Pr(W (ti+ 1)\ Cp(ti)\ Cq(ti))N
ti+ 1

=
1X

i= 0

Pr(W (ti+ 1)jCp(ti)\ Cq(ti))Pr(Cp(ti)\ Cq(ti)))N
ti+ 1

> m axf(1� �p)�p;(1� �q)�qg"
1X

i= 0

(1� �p � �q + �p�q)
tiN

ti+ 1:

Since(1� �p � �q + �p�q)N > 1 by assum ption,we are done.

The m oralhere isthatS3 givesusthe  exibility to specify whatreally m attersin a protocol,
by appropriately describing the cost function. W e would like to rem ind the reader that the cost
functionsarenotoursto choose:They re ecttheuser’spreferences.(Thuswearenotsaying that
c1 isbetterthan c0 orvice versa,since each userisentitled to herown preferences.) W hatwe are
really saying here isthatifS2 m attersto theuser,then hercostfunction would forceS3 to im ply
S2| in particular,hercostfunction could notbec0.

4 U sing H eartbeats

W e saw in Section 3 that S3 is notim plem entable ifwe are not certain aboutthe correctness of
the processes (i.e.,ifthe probability that they are correct is strictly between 0 and 1) and the
cost function c(r) has the property that # -send(r)

1
=) c(r) and t-wait(r)

1
=) c(r). Aguilera,

Chen,and Toueg [ACT97](ACT from now on)suggestan approach thatcircum ventsthisproblem ,
using heartbeatm essages.Inform ally,a heartbeatfrom processiisa m essagesentby ito allother
processesto tellthem thatitisstillalive.ACT show thatthereisa protocolusing heartbeatsthat
achieves quiescent reliable com m unication;i.e.,in every run ofthe protocol,only � nitely m any
m essagesarerequired to achieve reliable com m unication (notcounting theheartbeats).M oreover,
they show that,in a precise sense,quiescentreliable com m unication is notpossible ifwe are not
certain aboutthecorrectnessoftheprocessesand com m unication isunreliable,aresultm uch in the
spiritofthe negative partofTheorem 3.2.5 In thissection,we show that(using the costfunction
c0)wecan useheartbeatsto im plem entS3 forallvaluesof�p and �q.

For the purposesofthis paper,assum e that processessend a m essage we callhbmsg to each
otherevery � tim eunits.ProtocolSRhb in Figure1 isa protocolforreliable com m unication based
on ACT’s protocol. (It is not as generalas theirs,butit retains allthe features relevant to us.)
Brie y,whathappensaccording to thisprotocolisthatthefailuredetectorlayerofq sendshbmsg
to the corresponding layer ofp periodically. Ifp wants to SEND m ,p checks to see ifany (new)

5
ACT actually show thattheirim possibility resultholdseven ifthereisonly oneprocessfailure,only � nitely m any

m essages can be lost,and the processes have access to S (a strong failure detector),which m eans that eventually

every faulty processisperm anently suspected and atleastonecorrectprocessisneversuspected.Them odelused by

ACT issom ewhatdi� erentfrom the one we are considering,butwe can easily m odify theirresultsto � tourm odel.
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Thesender’sprotocol(SEND):

1. w hile :receive(ack(m ))do

2. ifreceive(hbmsg)then

3. send(m )

4. �

5. od

Thereceiver’sprotocol(RECEIVE):

1. w hile true do

2. ifreceive(m )then

3. send(ack(m ))

4. �

5. od

Figure 1:ProtocolSRhb

hbmsg has arrived;ifso,p sends m to q,provided ithas notalready received ack(m ) from q;q
sendsack(m )every tim eitreceivesm and q� nishesRECEIVingm the� rsttim eitreceivesm .Note
that q does not send any hbmsgs as partofSRhb. That is the job ofthe failure-detection layer,
not the job ofthe protocol. (W e assum e that the protocolis built on top ofa failure-detection
service.) The cost function ofthe previous section does ot count the costs ofhbmsgs. That is,
since# -send(r)isthenum berofm essagessentby theprotocol,c0(r)isnota� ected by thenum ber
ofhbmsgssentin run r.Itisalso worth noting thatthisisa sender-driven protocol,quitelikethat
given in the proofofTheorem 3.2.6 Itisstraightforward to also design a receiver-driven protocol
using heartbeats.

W enow wantto show thatSRhb im plem entsS3 and geta good estim ateoftheactualexpected
cost.

T heorem 4.1: Under costfunction c0,ProtocolSRhb satis�es S3. M oreover,E(t-wait)� 2� and

E(# -send)� 2
l
2�
�

m

,so thatE(c0)� 2�c-wait+ 2
l
2�
�

m

c-send.

P roof: Using argum ents sim ilar to those of the proof of Proposition 3.4, we can show that

E(t-wait)� 2� and E(# -send)� 2
l
2�
�

m

.W e leave detailsto thereader.

The analysis ofSRhb is m uch like that ofSR�s in Proposition 3.4. Indeed,in the case that
�p = �q = 0,the two protocolsare alm ostidentical.Thewaiting tim e isroughly � m oreforSRhb,
since p does not start sending untilit receives the � rst hbmsg from q. O n the other hand,we
are better o� using SRhb ifq crashes before acknowledging p’s m essage. In this case,with SR

�
s,

p continues to send untilit crashes,while with SRhb,it stops sending (since it does not get any
hbmsgs from q). This leads to an obvious question: Is it really worth sending heartbeats? O f
course,ifboth �p and �q are between 0 and 1,we need heartbeatsorsom ething like them to get
around theim possibility resultofTheorem 3.2.Butif�p = �q = 0,then weneed to look carefully
atthe relative size ofc-send and c-waitto decidewhich protocolhasthe lowerexpected cost.

Thissuggeststhatthedecision ofwhethertoim plem entaheartbeatlayerm usttakeprobabilities
and utilitiesseriously,even ifwe do notcounteitherthe overhead ofbuilding such a layer orthe
cost ofheartbeats. W hat happens ifwe take the cost ofheartbeats into account? This is the
subjectofthenextsection.

6
The reader m ight notice that the runs induced by this protocolactually resem ble those ofthe receiver-driven

protocolin the proofofTheorem 3.2 (ifwe identify hbmsg with req). The di� erence isthatin the receiver-driven

protocolin theproofofTheorem 3.2,theprotocolforthereceiveractually sendsthereqswhereasherethehbmsgs

aresentnotby the protocolbutby an underlying heartbeatlayer,independentofthe protocol.

12



5 T he C ost ofH eartbeats

In the previous section we showed that S3 is achievable with the help ofheartbeats. W hen we
com puted the expected costs,however,we did so with the costfunction c0,which doesnotcount
the cost ofheartbeats. W hile som eone who takes the heartbeat layer for granted (such as an
application program m erorend-user)m ay havec0 astheircostfunction,som eonewhohastodecide
whether to im plem ent a heartbeat layer or how frequently heartbeats should be sent (such as a
system designer)islikely to have a di� erentcostfunction| onewhich takesthe costofheartbeats
into account.

Asevidence ofthis,note thatitisim m ediate from Theorem 4.1 thatunderthe costfunction
c0,thechoice of� thatm inim izestheexpected costisclearly atm ost2� + 1.Intuitively,ifwe do
not charge for heartbeats,there is no incentive to space them out. O n the other hand,ifwe do
charge forheartbeats,then typically we willbe charging forheartbeatsthatare sentlong aftera
given invocation ofSRhb hascom pleted.

The whole pointofhaving a heartbeatlayeristhatheartbeatsare m eantto be used,notjust
by one invocation ofa single protocol,butby m ultiple invocations of(possibly)m any protocols.
W ewould expectthattheoptim alfrequency ofheartbeatsshould depend in parton how often the
protocolsthatusethem areinvoked.ThepicturewehaveisthattheSRhb protocolisinvoked from
tim e to tim e,by di� erent processes in the system . It m ay wellbe that various invocations ofit
are running sim ultaneously. Allthese invocations share the heartbeatm essages,so theircostcan
be spread overallofthem .Ifinvocationsoccuroften,then there willbe few \wasted" heartbeats
between invocations,and theanalysisoftheprevioussubsection givesareasonably accuratereading
ofthe costs involved. O n the other hand,if� issm alland invocations are infrequent,then there
willbem any \wasted" heartbeats.W e would expectthatifthereare infrequentinvocations,then
heartbeatsshould bespaced furtherapart.

W e now considera setting thattakesthisinto account. Forsim plicity,we continue to assum e
thatthere are only two processes,p and q,butwe now allow both p and q to invoke SRhb. (Itis
possible to do this with n processes and m ore than one protocol,butthe two-process and single
protocolcase su� ces to illustrate the m ain point,which is that the optim al� should depend on
how often theprotocolisinvoked.) W eassum ethateach process,whileitisrunning,invokesSRhb
with probability �ateach tim eunit.Thus,inform ally,atevery round,each runningprocesstosses
a coin with probability of� oflanding heads.Ifitlandsheads,theprocessthen invokesSR hb with
the otherasthe recipient. (Note thatwe no longerassum e thatthe protocolisinvoked attim e 0
in thissection.)

Roughly speaking,in com puting the cost ofa run,we consider the cost ofeach invocation of
SRhb togetherwith thecostofalltheheartbeatm essagessentin therun.O urinterestwillthen be
in the costper invocation ofSRhb. Thus,we apportion the costofthe heartbeatm essagesam ong
the invocations ofSRhb. Ifthere are relatively few invocations ofSRhb,then there willbe m any
\wasted" heartbeatm essages,whose costwillneed to beshared am ong them .

For sim plicity,letusassum e thateach tim e SRhb isinvoked,a di� erentm essage issent. (For
exam ple,m essagescould benum bered and include the nam e ofthe senderand recipient.) W e say
SRhb(m ) is invoked attim e t1 in r ifat tim e t1 som e process x � rst executes line 1 ofthe code
ofthe sender with m essage m . This invocation ofSRhb com pletes at tim e t2 ifthe last m essage
associated with the invocation (either a copy ofm or a copy ofack(m )) is sentat tim e t2. Ifx
received the last heartbeat m essage from the receiver before invoking SRhb(m ),we take t2 = t1

(thatis,the invocation com pletesassoon asitstartsin thiscase).
The processes will(eventually) stop sending m or ack(m ) ifeither process crashes or ifthe

senderreceivesack(m ).Thus,with probability 1,allinvocationsofSRhb willeventually com plete.

13



Let# -SR(r;t)bethenum berofinvocationsofSRhbthathavecom pleted bytim etin r;letc-SR(r;t)
be the costofthese invocations. Letc-hbmsg(r;t)be the costofsending hbmsg up to tim e tin
r. This is sim ply the num ber ofhbmsgs sent up to tim e t(which we denote by # -hbmsg(r;t))
m ultiplied by c-send.Letctotal(r;t)= c-SR(r;t)+ c-hbmsg(r;t).Finally,let

c
avg(r)= lim sup

t! 1

ctotal(r;t)

# -SR(r;t)+ 1
;

where\lim sup" denotesthe lim itofthe suprem um ,thatis,

c
avg(r)= lim

t0! 1
sup

0� t� t0

ctotal(r;t)

# -SR(r;t)+ 1
:7

Thuscavg(r)isessentially theaverage costperinvocation ofSRhb,taking heartbeatsinto account.
W e write \lim sup" instead of\lim " since the lim itm ay notexistin general. (However,the proof
ofthenexttheorem showsthatin fact,with probability 1,the lim itdoesexist.) Forthefollowing
resultonly,we assum ethat

p
�p and

p
�q are also O (").

T heorem 5.1: Under the costfunction cavg,ProtocolSRhb satis�es S3. Furtherm ore,E(cavg)�

((1� �p)(1� �q)�+ � p�q)
�

2
l
2�
�

m

c-send+
�

�+ �� 1
2

�

c-wait

�

+ 1
��
c-send,where 0 < �< 1.

P roof:See the appendix.

Note thatwith thiscostfunction,we have a realdecision to m ake in term sofhow frequently
to send heartbeats.Asbefore,thereissom ebene� tto m aking �> 2�:itm inim izesthenum berof
redundantm essagessentwhen SRhb isinvoked (thatis,m essagessentby thesenderbeforereceiving
the receiver’s acknowledgm ent). Also,by m aking � larger we willsend fewer heartbeatm essages
between invocationsofSRhb.O n theotherhand,ifwem ake� too large,then thesenderm ay have
to waita long tim eafterinvoking SRhb beforeitcan send a m essageto thereceiver(sincem essages
are only sentupon receiptofa heartbeat).Intuitively,the greaterc-waitisrelative to c-send,the
sm allerwe should m ake �.Clearly we can � nd an optim alchoice for� by standard calculus.

In the m odeljustpresented,ifc-wait is large enough relative to c-send,we willtake � to be
1.Taking � thissm allisclearly inappropriateonce weconsidera m orere� ned m odel,wherethere
are bu� ersthatm ay over ow. In thiscase,both the probability ofm essage lossand the tim e for
m essage delivery willdepend on the num ber ofm essages in transit. The basic notions ofutility
stillapply,ofcourse,although thecalculationsbecom em orecom plicated.Thisjustem phasizesthe
obviouspointisthatin deciding whatvalue(orvalues)� should have,weneed to carefully look at
the actualsystem and thecostfunction.

6 D iscussion

W e have tried to argue herefortheuseofdecision theory both in the speci� cation and thedesign
ofsystem s. O ur(adm ittedly rathersim ple)analysis already showsboth how decision theory can
help guidethedecision m adeand how m uch thedecision dependson thecostfunction.Noneofour
resultsare deep;the costfunction justm akesprecise whatcould already have been seen from an
intuitivecalculation.Butthisisprecisely thepoint:By writing ourspeci� cation in term sofcosts,
we can m ake the intuitive calculationsprecise.M oreover,the speci� cation forcesusto m ake clear

7
By adding1tothedenom inator,weguaranteeitisnever0;adding1alsosim pli� esoneofthetechnicalcalculations

needed in the proofofTheorem 5.1.
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exactly whatthe costfunction isand encouragesthe elicitation ofutilitiesfrom users.W e believe
thattheseareboth im portantfeatures.Itisim portantfortheuser(and system designer)to spend
tim e thinking aboutwhatthe im portantattributesofthesystem areand to decideon preferences
between varioustradeo� s.

A possible future direction is to study standard problem s in the literature (e.g.,Consensus,
Byzantine Agreem ent,Atom ic Broadcast,etc.) and recast the speci� cations in utility-theoretic
term s. O ne way to do this is to replace a liveness requirem ent by an unbounded increasing cost
function (which is essentially the \cost ofwaiting") and replace a safety requirem ent by a large
penalty. O nce we do this, we can analyze the algorithm s that have been used to solve these
problem s,and seetowhatextentthey areoptim algiven reasonableassum ptionsaboutprobabilities
and utilities.

W hile we believe that there is a great dealofbene� tto be gained from analyzing system s in
term sofutility,itisquiteoften a nontrivialm atter.Am ong them ostsigni� cantdi� cultiesarethe
following:

1. W herearetheutilitiescom ing from ? Itisfarfrom clearthata usercan oriswilling to assign
a real-valued utility to allpossibleoutcom esin practice.Therem ay becom putationalissues
(for exam ple,the set ofoutcom es can be enorm ous) as wellas psychologicalissues. W hile
the agent m ay be prepared to assign qualitative utilities like \good",\fair",or \bad",he
m ay notbeprepared to assign 20:7.W hileto som eextentthesystem can convertqualitative
utilitiesto a num ericalrepresentation,thisconversion m ay notprecisely capturesthe user’s
intent.Therearealso nontrivialuser-interfaceissuesinvolved in eliciting utilitiesfrom users.
In lightofthis,we need to be very carefulifresultsdepend in sensitive wayson the details
oftheutilities.

2. W here are the probabilities com ing from ? W e do not expect users to be experts at proba-
bility. Rather,we expect the system to be gathering statistics and using them to estim ate
the probabilities. O fcourse,som eone stillhas to tellthe system what statistics to gather.
M oreover,ourstatisticsm ay beso sparsethatwe cannoteasily obtain a reliable estim ate of
the probability.

3. W hy is it even appropriate to m axim ize expected utility? There are tim es when it is far
from clear that this is the best thing to do,especially ifour estim ates ofthe probability
and utility are suspect.Forexam ple,supposeone action hasa guaranteed utility of100 (on
som e appropriate scale),while another has an expected utility of101,buthas a nontrivial
probability ofhaving utility 0.Iftheprobabilitiesand utilitiesthatwereused tocalculatethe
expectation are reliable,and weanticipate perform ing these actionsfrequently,then there is
a good case to be m ade fortaking the action with the higherexpected utility.O n the other
hand,ifthe underlying num bers are suspect,then the action with the guaranteed utility
m ightwellbepreferable.

W e see these di� culties not as ones that should prevent us from using decision theory,but
ratherasdirectionsforfurtherresearch.Itm ay bepossiblein m any casesto learn a user’sutility.
M oreover,we expectthatin m any applications,except fora sm allregion ofdoubt,the choice of
which decision to m akewillbequiterobust,in thatperturbationstotheprobability and utility will
notchange thedecision.Even in caseswhereperturbationsdo change thedecision,both decisions
willhaveroughly equalexpected utility.Thus,aslongaswecan getsom ewhatreasonableestim ates
oftheprobability and utility,decision theory m ay have som ething to o� er.

Anotherim portantdirection forresearch isto considerqualitative decision theory,where both
utility and likelihood are m ore qualitative, and not necessarily realnum bers. This is, in fact,
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an active area ofcurrentresearch,ashttp://www.medg.lcs.mit.edu/qdt/bib/unsorted.bib (a
bibliography ofover290 papers)attests.Note thatonce we use m orequalitative notions,then we
m ay notbeable to com pute expected utilitiesatall(since utilitiesm ay notbe num eric)letalone
take the action with m axim um expected utility,so we willhave to considerotherdecision rules.

Finally,wem ightconsiderwhatwould bean appropriatelanguageto specify and reason about
utilities,both fortheuserand thesystem designer.

W hile it is clear that there is stilla great dealofwork to be done in order to use decision-
theoretictechniquesin system sdesign and speci� cation,wehopethatthisdiscussion hasconvinced
the readerofthe utility ofthe approach.
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A ppendix: P roofs

W epresenttheproofsofProposition 3.4 and Theorem 5.1.W erepeatthestatem entsoftheresults
fortheconvenience ofthereader.RecallthatforProposition 3.4,we areassum ing that�p and �q
are both � ("),and thatforTheorem 5.1,we are assum ing that

p
�p and

p
�q are both O (").

P roposition 3.4: If�p = �q = 0,then

ESRtr(t-wait)= 1� (�p+ �q� �p�q)

�p+ �q� �p�q
, ESRtr(# -send)= 0,

ESR
�

s(t-wait)� �, ESR
�

s(# -send)� (�+ 1)�q
��p

+ 2
l
2�
�

m

,

ESR
�

r(t-wait)� 2�, ESR
�

r(# -send)� (�+ 1)�p
��q

+ 2
l
2�
�

m

.

P roof: For SRtr,note that # -send(r) = 0 for allr,so ESRtr(# -send) = 0. W e also have that
t-wait(r)isthe tim e ofthe � rstcrash in r. Since the probability ofa crash during a tim e unitis
�= �p + �q � �p�q,we have thattheexpected tim e ofthe� rstcrash,and hence ESRtr(t-wait),is

1X

k= 0

k(1� �)k�=
�(1� �)

(1� (1� �))2
=
1� �

�
=
1� (�p + �q � �p�q)

�p + �q � �p�q
:

ForSR�s,we � rstshow thatESR
�

s(t-wait)� �.Since�p = �q = 0,Pr(t-wait(r)= 1 )= 0,thus

ESR
�

s(t-wait)=
P 1

k= 1kPr(t-wait= k).W e break the sum into three pieces,

�

�� 1X

k= 1

kPr(t-wait= k),

� Pr(t-wait= �),and

�

1X

k= �+ 1

kPr(t-wait= k),
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and analyze each one separately.
For the � rstpart,note that the only way that t-wait = k for 1 � k < � is for there to be a

crash before�.Thus

Pr(t-wait= k)= ((1� �p)(1� �q))
k(�p + �q � �p�q)< �p + �q:

Itfollowsthat

�� 1X

k= 1

kPr(t-wait= k)< (�p + �q)
�� 1X

k= 1

k = (�p + �q)
�(� � 1)

2
� 0:

Thuswe m ay drop the � rstpart.
Forthesecond part,notethatt-wait= � ifp and q areup until� and q received the� rstcopy

ofm p sent.(W e m ay also have t-wait= � ifone ofp orq crashesattim e �.) Thus,

Pr(t-wait= �)� ((1� �p)(1� �q))
�(1� )� 1;

so thesecond partis� �.
Finally,forthethird part,ifk > �,then k hastheform �+ a�+ b,wherea � 0 and 0 � b< �

(and a + b > 0). If t-wait = k = � + a� + b, then a + 1 m essages are lost by the link, so
Pr(t-wait= k)� a+ 1.A straightforward calculation showsthat

1X

k= �+ 1

kPr(t-wait= k) =
�� 1X

b= 1

(�+ b)Pr(t-wait= � + b)

+
1X

a= 1

�� 1X

b= 0

(� + a�+ b)Pr(t-wait= �+ a�+ b)

�

1X

a= 0

�(� + (a+ 1)�)a+ 1

�

1X

a= 0

((a+ 1)�2 + ��)a+ 1

= �
2

1X

a= 1

a
a + ��

1X

a= 1


a

� 0:

Thus,wecan also ignore the third part.ThisgivesusESR
�

s(t-wait))� �,asdesired.

Now let us turn to ESR
�

s(# -send). Let us say that a send is successful i� the link does not
drop the m essage (which could be an ack).Considerthe setofrunsA = fr:q successfully sends
ack(m )before crashing in rg.Roughly speaking,whathappensisthatin runsofA,p isreceives

ack(m )attim e 2� with probability � 1. In the m eantim e,p hassentm exactly
l
2�
�

m

tim eswith

probability � 1. W ith probability � 1,allofthese are received by q;q in turn acknowledges all

copiesand thusESR
�

s(# -send jA)� 2
l
2�
�

m

;thatiswhy thisterm appearsin ESR
�

s(# -send).In A,

the expected value of# -send isvery large,since p willsend m untilitcrashes,so despite the low
probability ofA,itcontributesthe term (�+ 1)�q

��p
.W e now turn to the details.

W e � rstcom pute Pr(A). Note thatq can send ack(m )only attim esofthe form � + k�. Let
B k = fr :q sendsthe � rstsuccessfulack(m )attim e � + k�g. Note thatA =

S 1
k= 0B k and that

B i\ B j = ; ifi6= j.ThusPr(A)=
P

1
k= 0Pr(B k).Sinceqsendsthe� rstsuccessfulack(m )attim e

�+ k� in runsofB k,p m ust(successfully)send m attim e k� in runsofB k.Thus

Pr(B k)= (1� �p)
k�+ 1(1� �q)

�+ k�+ 1(2� 
2)k(1� )2:
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The� rstfactorre ectsthefactthatp m usthavebeen up attim ek� (to send m )whilethesecond
factorre ectsthe factthatq m usthave been up attim e � + k� (to receive m and send ack(m )).
Thethird factorre ectsthefactthatthepreviousk attem ptshavefailed:eitherm waslostorthe
corresponding ack(m )waslost,which occurswith probability (+ (1� ))= 2�  2.The� nal
factorre ectsthe factthatthe (k+ 1)stattem ptsucceeded:both m essagesgotthrough.So

Pr(A) =
1X

k= 0

Pr(B k)

=
1X

k= 0

(1� �p)
k�+ 1(1� �q)

�+ k�+ 1(2� 
2)k(1� )2

= (1� �p)(1� �q)
�+ 1(1� )2

1X

k= 0

(1� �p)
k�(1� �q)

k�(2� 
2)k

= (1� �p)(1� �q)
�+ 1(1� )2

1

1� (1� �p)�(1� �q)�(2� 2)
= (1� �p)(1� �q)

�+ 1(1� )2((1+ 2)+ O ("2))
= 1� �p � (� + 1)�q + O ("2)
� 1:

W e now wantto com puteESR
�

s(# -send jA).Again,webreak ESR
�

s(# -send jA)into threepieces,

�

2d2�

� e� 1X

k= 0

kPr(# -send = k jA),

� 2
l
2�
�

m

Pr(# -send = 2
l
2�
�

m

jA),and

�

1X

k= 2d2�
�
e+ 1

kPr(# -send = k jA),

and com puteeach partseparately.

Note thatPr(# -send = k jA)� �p + �q +  fork < 2
l
2�
�

m

,since eithera processcrashed ora

m essage islost.Thusthe � rstpartisno m ore than 2
l
2�
�

m

(�p + �q + )� 0,so we m ay ignore it.

Forthe second part,wehave

Pr(# -send = 2
l
2�
�

m

jA)� (1� �p)2�+ 1(1� �q)d
2�

� e�+ �+ 1(1� )d
2�

� e+ 1 � 1;

since ifp is up at tim e 2�,q is up at tim e
l
2�
�

m

�+ �,allofp’s sends got through,and q’s � rst

ack(m ) got through,then # -send = 2
l
2�
�

m

;thusthe second partis � 2
l
2�
�

m

. W e now turn our

attention to thelastpart.
Notethatp sendsatleasthalfthem essagesin every run r (whetherr2 A orr2 A).Notealso

that,afterthe� rstsuccessfulattem pt(thatis,afterthe� rstm essagesentby p which isreceived by

q whosecorresponding acknowledgm entisnotlostby thelink),p willsend atm ost
l
2�
�

m

m essages,

sincep would stop sending2� tim eunitsafterthe� rstsuccessfulattem pt(eitherbecausep received

ack(m )orpcrashed).Com biningtheabovetwoobservations,weseethatif# -send(r)= 2
l
2�
�

m

+ k

fork > 0,then pm usthavesentatleast
l
2�
�

m

+
l
k

2

m

m essagesand thereareatleast
l
k

2

m

unsuccessful
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attem ptsin r.Thus,Pr(# -send = 2
l
2�
�

m

+ k jA)� (2� 2)d
k

2
e.So we have

1X

k= 2d2�� e+ 1

kPr(# -send = k jA) �

1X

k= 2d2�� e+ 1

k(2� 
2)d

k

2
e

=
1X

k=d2�� e

((2k + 1)+ (2k + 2))(2� 
2)k+ 1

=
1X

k=d2�� e

(4k + 3)(2� 
2)k+ 1

� 0:

So we m ay ignore the last part as well. Thus ESR
�

s(# -send jA)� 2
l
2�
�

m

. Since Pr(A) � 1,we

have ESR
�

s(# -send jA)Pr(A)� 2
l
2�
�

m

.

W e now focus on ESR
�

s(# -send jA)Pr(A). Recallthat for r 2 A,q fails to successfully send

ack(m )in r.Considerthe following threesets(which isa partition ofthe setofallruns):

� C1 = fr:p crashesattim e 0 in rg,

� C2 = fr:p doesnotcrash attim e 0 and q crashesatorbeforetim e � in rg,and

� C3 = fr:p doesnotcrash attim e 0 and q doesnotcrash atorbeforetim e � in rg.

W e now show thatthese are theirprobabilities:

� Pr(C1 \ A)= �p,

� Pr(C2 \ A)= (1� �p)(1� (1� �q)�+ 1)= (� + 1)�q + O ("2),and

� Pr(C3 \ A)= O ("2).

First note that Pr(C1) = �p and Pr(C2) = (1 � �p)(1 � (1 � �q)�+ 1) = (� + 1)�q + O ("2).
Furtherm ore,C1 [ C2 � A,since ifr 2 C1 [ C2,q does not send ack(m ) successfully before
crashing.ThusPr(C1 \ A)= �p and Pr(C2 \ A)= (�+ 1)�q + O ("2).Since,aswe showed earlier,
Pr(A)= 1� �p � (� + 1)�q + O ("2),italso followsthatPr(C3 \ A)= O ("2).

Now thatwehavePr(Ci\ A),letusturn to ESR
�

s(# -send jCi\ A).Notethatforr2 A,p will
send m essagesuntilitcrashes.Forr2 C1,p crashesim m ediately,so # -send(r)= 0 forr2 C1.For
r2 C2,q crashesbeforeitcan possibly send any m essages,so allthem essagesaresentby p.Thus

Pr(# -send = k jC2)= (1� �p)
(k� 1)�+ 1(1� (1� �p)

�);

since p m ustbeup attim e (k � 1)� and crash beforetim e k� to send m exactly k tim es.So

ESR
�

s(# -send jC2 \ A) =
1X

k= 1

k(1� �p)
(k� 1)�+ 1(1� (1� �p)

�)

=
(1� �p)(1� (1� �p)�)

(1� �p)�

1X

k= 1

k((1� �p)
�)k

=
(1� �p)(1� (1� �p)�)

(1� �p)�
(1� �p)�

(1� (1� �p)�)2

=
1� �p

1� (1� �p)�

=
1

��p
+ O (1):
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The O (1) term is there because
�
�
�
1
��p

�
1� �p

1� (1� �p)�

�
�
� =

�
�
�
1
��p

�
1� �p

��p+ O ("2)

�
�
� =

�
�
�

O ("2)

(��p)2+ O ("3)

�
�
�,which is

O (1),sincewe assum ed that�p is� (")forthisproposition.
Forr2 C3\A,qm ightsendm essages(noneofwhich,however,willgetthrough).LetE k = fr2

C3 \ A :p crashesattim e kg.W e have Pr(E k)� (1� �p)k�p.Furtherm ore,ESR
�

s(# -send jE k)�

2
l
k

�

m

,since p sends
l
k

�

m

m essagesin E k and q sendsatm ostthatm any m essages.So we have

E
SR

�

s(# -send jC3 \ A) =
1X

k= 1

E
SR

�

s(# -send jE k)Pr(E k)

�

1X

k= 1

2
l
k

�

m

(1� �p)
k
�p

�

1X

k= 1

2
�
k

�
+ 1

�

(1� �p)
k
�p

=
2�p
�

1X

k= 1

k(1� �p)
k + 2�p

1X

k= 1

(1� �p)
k

=
2�p
�

1� �p

�2p
+ 2(1� �p)

=
2

��p
+ O (1):

Since we assum ed that �p is � ("), ESR
�

s(# -send j C3 \ A)Pr(C3 \ A) = O ("). Recall that

ESR
�

s(# -send jC1 \ A)= 0,so

E
SR

�

s(# -send jA)Pr(A)� E
SR

�

s(# -send jC2 \ A)Pr(C2 \ A)�
(�+ 1)�q

��p
:

ThisgivesusESR
�

s(# -send)� (�+ 1)�q
��p

+ 2
l
2�
�

m

asdesired.

The reasoning forthe SR�r case issim ilarto the SR
�
s case. The only m ajordi� erence isthatq

cannotpossibly � nish RECEIVing m beforetim e 2�.W e leave detailsto the reader.

T heorem 5.1: Under the costfunction cavg,ProtocolSRhb satis�es S3. Furtherm ore,E(cavg)�

((1� �p)(1� �q)�+ � p�q)
�

2
l
2�
�

m

c-send+
�

�+ �� 1
2

�

c-wait

�

+ 1
��
c-send,where 0 < �< 1.

P roof: Roughly speaking,the � rstsum m and correspondsto the expected per-invocation costof
theprotocoland thesecond correspondsto theexpected per-invocation costoftheheartbeats.To
do the analysiscarefully,we dividethe setofrunsinto threesubsets:

� F1 = fr:one processiscorrectand the othereventually crashesin rg,

� F2 = fr:both processesare correctin rg,and

� F3 = fr:both processeseventually crash in rg.

Theseare theirprobabilities:

� Pr(F1)= �p(1� �q)+ �q(1� �p),

� Pr(F2)= �p�q,and
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� Pr(F3)= (1� �p)(1� �q).

Forr2 F1,weexpectthelonecorrectprocessto invokeSRhb in� nitely often.Allbut� nitely m any
ofthese invocations willtake place after the other process crashed. Thus the average cost ofan
invocation in rwillbe0.Forr2 F2,on theotherhand,both processesareexpected to invokeSRhb
in� nitely often and the average costofthe invocation in r isexpected to be close to the expected
costofa singleinvocation ofSRhb.Thecom putation oftheexpected costofan invocation in a run
in F3 ism oredelicate.W e now exam ine thedetails.

LetG 1 bethe subsetofF1 consisting ofrunsr in which thecorrectprocesstriesto invoke the
protocolin� nitely often.Clearly Pr(G1 jF1)= 1,since the protocolisinvoked with probability �
ateach tim e unit.M oreover,foreach run r2 G 1,we have

lim
t! 1

c-SR(r;t)

# -SR(r;t)+ 1
= 0;

since there are only � nitely m any com plete invocationswith non-zero costand there are in� nitely
m any com plete invocations.Thus,E(cavg jF1)= 0.

Let G 2 be the subset of F2 where there are in� nitely m any invocations of SRhb. Clearly

Pr(G 2 jF2) = 1. Let Z = 2
l
2�
�

m

c-send +
�

� + �� 1
2

�

c-wait. By the Law of Large Num bers,

foralm ostallrunsr ofG 2,the analysisofProposition 3.4 showsthat

lim
t! 1

c-SR(r;t)

# -SR(r;t)+ 1
� Z:

(Notethatwehave�+ �� 1
2

instead of2� asin Theorem 4.1.Thisisbecausein thecurrentsetting,
theexpected am ountoftim eelapsed between thestartofan invocation and thearrivalofthe� rst
hbmsg is �� 1

2
. In the setting ofTheorem 4.1,however,the � rsthbmsg cannot arrive untiltim e

�,since the invocation starts attim e 0 and the � rsthbmsg issentattim e 0. Note thatin both
cases,the expected tim e ofwaiting is � plus the expected tim e elapsed between the start ofthe
invocation and the arrivalofthe nexthbmsg.) ThusPr(cavg(r)� Z jF2)= 1.

W e now turn ourattention to F3. LetF3(t1;t2;i1;i2;i3)be a subsetofF3 with the following
properties:

� the � rstcrash in r happensattim e t1,

� the second crash in r happensattim e t2,

� the num berofinvocationsstarting beforetim e t1 � 3� � � isi1,

� the num berofinvocationsstarting between tim est1 � 3� � � and t1 + � isi2,and

� the num berofinvocationsstarting aftertim e t1 + � isi3.

It is clear that each ofthese sets are m easurable. (Som e ofthem are em pty,so they willhave
probability 0;we could introduce restrictions to rule out the em pty ones,butleaving them in is
nota problem .)

SupposeF3(t1;t2;i1;i2;i3)isnotem pty.Then

E(cavg jF3(t1;t2;i1;i2;i3))�
i1 + �(t1;t2;i1;i2;i3)i2

i1 + i2 + i3 + 1
Z;

where 0 < �(t1;t2;i1;i2;i3)< 1.Roughly speaking,the expected costofan invocation in the � rst
group is Z,since ifno m essages are lost (which happens with probability � 1),the num ber of
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m essages sent is exactly 2
l
2�
�

m

and the tim e ofwaiting is between � and � + �� 1,depending

on when the � rst hbmsg arrives after the invocation starts. Ifno m essages are lost,a hbmsg

is received every � tim e units,so the wait for a hbmsg is �� 1
2

on average. Thus the � rst group
ofinvocations contribute i1Z to c-SR(r),on average. As for the second group,they contribute
som ething lessthan i2Z to c-SR(r)on average;in m any oftheseinvocation,the� rstprocesscrash
(which happensatm ost3�+ �afterthebeginningofan invocation in thesecond group)m ay reduce
thetim eofwaiting orthenum berofm essagessent.Thatiswhy wehavea m ultiplicative constant
�(t1;t2;i1;i2;i3)in frontofi2. The lastgroup ofinvocations allhave zero cost,since by the tim e
they started,thesurviving process(which m ustbetheinvoker)willneverreceiveany new hbmsgs
from thecrashed process;so the tim e ofwaiting and the num berofm essagessentare both zero.

Thuswe have

E(cavg jF3) =
X

t1;t2;i1;i2;i3

E(cavg jF3(t1;t2;i1;i2;i3))Pr(F3(t1;t2;i1;i2;i3))

� Z
X

t1;t2;i1;i2;i3

i1 + �(t1;t2;i1;i2;i3)i2
i1 + i2 + i3 + 1

Pr(F3(t1;t2;i1;i2;i3)):

Let

�=
X

t1;t2;i1;i2;i3

i1 + �(t1;t2;i1;i2;i3)i2
i1 + i2 + i3 + 1

Pr(F3(t1;t2;i1;i2;i3)):

Clearly �< 1 and E(cavg jF3)� �Z,asdesired.
Now we turn to the expected heartbeatcostsperinvocation. Each processwillsend a hbmsg

every � tim e units for as long as it is up. So ifin r a process is up at tim e t,then it sent
l
t
�

m

hbmsgsin r up to tim et.Supposer2 F2.Then,# -hbmsg(r;t)= 2
l
t
�

m

,and by theLaw ofLarge

Num bers,forall�> 0,

Pr
�

lim
t! 1

j# -SR(r;t)� 2t�j� �t F 2

�

= 1:

Thus,

Pr
�

lim
t! 1

# -hbmsg(r;t)

# -SR(r;t)+ 1
=

1

��
F2

�

= 1:

Next,suppose r 2 F1. Then one ofthe processes willsend only � nitely m any hbmsgs and
invoke SRhb � nitely often.Thusafterthecrash,we have

# -hbmsg(r;t)

# -SR(r;t)+ 1
=

l
t
�

m

+ H

I2 + I1 + 1
;

where H isthe num beroftim esthe crashed processsendshbmsg in r,I1 isthe num beroftim es
thecrashed processinvoked SRhb in r,and I2 isthenum beroftim estheliveprocessinvoked SRhb

in r.Forall�> 0,we have that

Pr
�

lim
t! 1

jI2 � t�j� �t F 1

�

= 1:

Thus,

Pr
�

lim
t! 1

# -hbmsg(r;t)

# -SR(r;t)+ 1
=

1

��
F1

�

= 1:
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Finally,consider the set F3,where both processes crash. Again,the situation here is m ore
com plicated,since there are only � nitely m any com plete invocations and hbmsgsin each run,so
we cannotresortto the Law ofLarge Num bers.LetF3(j;k)be the setofrunswherep crashesat
tim ej and q crashesattim ek.Clearly Pr(F3(j;k)jF3)= (1� �p)j(1� �q)k�p�q and thenum ber

ofheartbeats sent in runs ofF3(j;k) is
l
j

�

m

+
l
k

�

m

. Let # -hbmsgavg(r) = lim t! 1
# -hbmsg(r;t)
# -SR(r;t)+ 1 .

O bservethat

E(# -hbmsgavg jF3(j;k)) =
j+ kX

i= 0

l
j

�

m

+
l
k

�

m

i+ 1
�
i(1� �)j+ k� i

 

j+ k

i

!

=

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)

j+ kX

i= 0

�
i+ 1(1� �)j+ k� i

 

j+ k+ 1
i+ 1

!

=

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)

j+ k+ 1X

i= 1

�
i(1� �)j+ k+ 1� i

 

j+ k+ 1
i

!

=

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)
(1� (1� �)j+ k+ 1):

Thus,

E(# -hbmsgavg jF3) =
X

j;k

E(# -hbmsgavg jF3(j;k))Pr(F3(j;k))

=
X

j;k

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)
(1� (1� �)j+ k+ 1)(1� �p)

j(1� �q)
k
�p�q

=
X

j;k

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)
(1� �p)

j(1� �q)
k
�p�q

�
X

j;k

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)
(1� �)j+ k+ 1(1� �p)

j(1� �q)
k
�p�q:

Note that l
j

�

m

+
l
k

�

m

�(j+ k+ 1)
< L1

forsom e constantL1 (roughly
1
��
).Thusthe second sum m and above isbounded above by

L1�p�q(1� �)
X

j;k

((1� �)(1� �p))
j((1� �)(1� �q))

k =
L1�p�q(1� �)

(�+ �p � ��p)(�+ �q � ��q)

�
L1�p�q(1� �)

�2
;
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which isO ("2).Thuswecan ignorethesecond sum m and.Taking L(j;k)=
l
j

�

m

+
l
k

�

m

�
j+ k+ 1

�
,we

getthat

E(# -hbmsgavg jF3) �
X

j;k

l
j

�

m

+
l
k

�

m

�(j+ k+ 1)
(1� �p)

j(1� �q)
k
�p�q

=
X

j;k

1

��
(1� �p)

j(1� �q)
k
�p�q

+
X

j;k

L(j;k)

�(j+ k+ 1)
(1� �p)

j(1� �q)
k
�p�q

=
1

��
+
1

�

X

j;k

L(j;k)

j+ k+ 1
(1� �p)

j(1� �q)
k
�p�q:

It clearly su� ces to show that the second sum m and above is O ("). Note that 1
j+ k+ 1

<
p
�p if

j > 1p
�p
;sim ilarly, 1

j+ k+ 1
<

p
�q ifk > 1p

�q
. Finally,itis clear that 1

j+ k+ 1
� 1 forallj;k � 0.

Callthesecond sum m and above S.SinceL(j;k)< 2,we have that

�S � 2
q

�p

X

j>
1p
�p

X

k

(1� �p)
j(1� �q)

k
�p�q

+ 2
q

�q

X

j

X

k>
1p
�q

(1� �p)
j(1� �q)

k
�p�q

+
X

j�
1p
�p

X

k�
1p
�q

2�p�q

� 2(
p
�p +

p
�q)+ 2

p
�p�q:

Since we assum ed that
p
�p and

p
�q are both O (")forthistheorem ,the second sum m and above

isO (").Thus,E(# -hbmsgavg jF3)�
1
��
.ItfollowsthatE(# -hbmsgavg)� 1

��
,asdesired.
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