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Abstract Computing the Sparse Fast Fourier Transform(sFFT) of a K-sparse
signal of size N has emerged as a critical topic for a long time. The sFFT algo-
rithms decrease the runtime and sampling complexity by taking advantage of the
signal’s inherent characteristics that a large number of signals are sparse in the
frequency domain(e.g., sensors, video data, audio, medical image, etc.). The first
stage of sFFT is frequency bucketization through one of these filters: Dirichlet
kernel filter, flat filter, aliasing filter, etc. Compared to other sFFT algorithms,
the sFFT algorithms using the flat filter is more convenient and efficient because
the filtered signal is concentrated both in the time domain and frequency domain.
Up to now, three sFFT algorithms sFFT1.0, sFFT2.0, sFFT3.0 algorithm have
been proposed by the Massachusetts Institute of Technology(MIT) in 2013. Still,
the sFFT4.0 algorithm using the multiscale approach method has not been im-
plemented yet. This paper will discuss this algorithm comprehensively in theory
and implement it in practice. It is proved that the performance of the sFFT4.0
algorithm depends on two parameters. The runtime and sampling complexity are
in direct ratio to the multiscale parameter and in inverse ratio to the extension
parameter. The robustness is in direct ratio to the extension parameter and in
inverse ratio to the multiscale parameter. Compared with three similar algorithms
or other four types of algorithms, the sFFT4.0 algorithm has excellent runtime and
sampling complexity that ten to one hundred times better than the fftw algorithm,
although the robustness of the algorithm is medium.
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1 Introduction

The widely popular algorithm to compute Discrete Fourier Transform (DFT) is the
fast Fourier transform(FFT) invented by Cooley and Tukey, which can compute
a signal of size N in O(NlogN) time and use O(N) samples. With the demand
for low sampling ratio and big data computing, it motivates the new algorithms
to replace the previous FFT algorithms that can compute DFT from a subset of
the input data in sub-linear time. The new sFFT algorithms can reconstruct the
spectrum with high accuracy by using only K most significant frequencies. In terms
of its excellent performance and generally satisfied assumptions, the technology of
sFFT was named one of the ten Breakthrough Technologies in MIT Technology
Review in 2012.

There are mainly two stages in the sFFT: frequency bucketization and spec-
trum reconstruction. Frequency bucketization is equivalent to hashing the fre-
quency coefficients into B(~ K) buckets through filters. The Dirichlet kernel filter
only bins some frequency coefficients into one bucket one time. The aliasing fil-
ter looks like a comb is difficult to solve the worst case because there may be
many frequency coefficients in the same bucket accidentally. The flat filter can be
obtained by convoluted a Gaussian function with a box car window function. It
is concentrated both in the time domain and frequency domain. After frequency
bucketization, for the filtered signal, the sFFT algorithms need to reconstruct the
spectrum by their unique method through their own framework.

The sFFT algorithms using the Dirichlet kernel window filter is a randomized
algorithm. The performance of the Ann Arbor fast Fourier transform(AAFFTO0.5
[1]) algorithm was later improved in the AAFFTO0.9 [2], [3] algorithm through the
use of unequally-spaced FFTs and binary search technique for spectrum recon-
struction.

There are three frameworks for the sFFT algorithms using the aliasing win-
dow filter. The algorithms of the one-shot framework based on the compressed
sensing solver are the so-called sFFT by downsampling in the time domain(sFFT-
DT1.0 [4], sFFT-DT2.0 [5]) algorithm. The algorithms of the peeling framework
based on the bipartite graph are the so-called Fast Fourier Aliasing-based Sparse
Transform(FFAST) [6], [7] and R-FFAST [8], [9] algorithm. The algorithm of
the iterative framework based on the binary tree search is the so-called Deter-
ministic Sparse FFT(DSFFT [10]) algorithm. Under the assumption of arbitrary
sampling, the Gopher Fast Fourier Transform(GFFT) [11], [12] algorithm and
the Christlieb Lawlor Wang Sparse Fourier Transform(CLW-SFT) [13], [14] algo-
rithm are aliasing-based search deterministic algorithm guided by the Chinese Re-
mainder Theorem(CRT). The DMSFT [15](generated from GFFT) algorithm and
CLW-DSFT [15](generated from CLW-SFT) algorithm use the multiscale error-
correcting method to cope with noise.

There are two frameworks for the sFFT algorithms using the flat window filter.
The algorithms of the one-shot framework are the sFFT1.0 [16] and sFFT2.0 [16]
algorithm which can locate and estimate the K largest coefficients in one shot by
multiple random bucketization. The algorithms of the iterative framework are the
sFFT3.0 [17] and sFFT4.0 [17] algorithm and etc. The sFFT3.0 algorithm can
locate the position by using only two filtered signals inspired by the frequency
offset estimation in the exactly sparse case. The sFFT4.0 algorithm introduced
in this paper can locate the position block by block inspired by the multiscale
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frequency offset estimation in the generally sparse case. The new robust algorithm,
so-called the Matrix Pencil FFT(MPFFT) [18] algorithm, was proposed based on
the sFFT3.0 algorithm. The paper [19] summarizes the two frameworks and five
reconstruction methods of these five corresponding algorithms.

As is shown in Table 1, the theoretical performance analysis of all the above al-
gorithms can be seen. The paper [20] summarizes a three-step approach in the stage
of spectrum reconstruction and provides a standard testing platform to evaluate
different sSFFT algorithms. There are also some researches try to conquer the sFFT
problem from other aspects: complexity [21], [22], performance [23], [24], soft-
ware [25], [26], hardware [27], higher dimensions [28], [29], implementation [30], [31]
and special setting [32], [33] perspectives.

This paper is structured as follows. Section 2 provides a brief overview of some
notation and basic definitions that we will use in the sFFT. Section 3 introduces
and analyzes the multiscale Sparse Fast Fourier Transform Algorithm in detail
from five aspects: the overall flow of the algorithm, the steps of frequency re-
construction by the multiscale approach in one iteration, the performance of the
algorithm in theory, the comparison with other algorithms. In Section 4, we do
three categories of comparison experiments. The first is the experiments with dif-
ferent parameters. The second is to compare the algorithm with similar sFFT
algorithms using the same flat filter. The third is to compare the algorithm with
other types of sSFFT algorithms. The analysis of the experiment results satisfies
the inferences obtained in theory.

2 Preliminaries

In this section, we start with an overview of some notation and basic definitions
that we will use in the sFFT.

2.1 Notation

The N-th root of unify is denoted by wy = e~ 2"/N_ The DFT matrix of size N
is denoted by F € CV*¥ as follows:
. 1
Falj, b = ol (1)
The DFT of a vector € C" (consider a signal of size N) is a vector z € CV
defined as follows:

= FNCC

N-1
R 1 y (2)
&= Z(:) Tjwn

=

For x_; = xn_;, the convolution is defined as follows::

N—1
(@*y)i= Y =yij (3)
j=0
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For coordinate-wise product (zy); = x;y;, the DFT of xzy is performed as
follows:

TY==I*79 (4)

In the exactly sparse case, spectrum & is exactly K-sparse if it has exactly K
non-zero frequency coefficients while the remaining N — K coefficients are zero. In
the general sparse case, spectrum & is general K-sparse if it has K significant fre-
quency coefficients while the remaining N — K coefficients are negligible. The goal
of sFFT is to recover a K-sparse approximation z! by locating K frequency posi-
tions fo, ..., fk—1 and estimating K largest frequency coeflicients Zy,,...,Zf. ;-

2.2 The Technique of Random Spectrum Permutation

The first technique used in sFFT is the spectrum random permutation, including
two operations: one is shift operation, another is scaling operation. The offset
parameter is denoted by 7 € R. The matrix representing the shift operation is
denoted by S; € RV*N ag follows:

1, j — 7 = k(modN)
0, 0.W.

S.[j, k] = { (5)

The scaling parameter is denoted by o € R. The matrix representing the scaling

operation is denoted by P, € RV *¥ as follows:
.. [1,0j = k(modN)
Pl = {7 = A ©)

Suppose 6! € R exists mod N, o~ ! satisfies 6 '¢ = 1(modN). If a vector
' e CN, &' =S,P,z, such that:

/
Ti = To(i—7) (7)

/
LTo—tipr = Ti

According to the time shift property, the DFT of a random permutation signal
is performed as follows: If 2’ = S, P,x, such that:

oTi

.’E/m; = ;i“iw

:I?'i = i’a—liw

From Eq. (8), we can see the technique of random permutation isolates spectral
components from each other.
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2.3 The Technique of Window Function

The second technique used in sFFT is the window function which is an important
mathematical tool that can be seen as a matrix multiply the original signal. We
introduce two filters used in the sFFT algorithm mentioned in this paper.

The first filter is the flat window filter. We use a vector G that is concentrated
both in time and frequency domain, G is zero except at a small number of time
coordinates with supp(G) C [~w/2,w/2] and its Fourier Transform G is negligible
except at a small fraction L (= eN) of the frequency coordinates (the pass region).
The paper [16] claim there exists a standard window function G(e, €', &, w)
satisfies Eq. (9). The filter can be obtained by convoluted a Gaussian function
with a boxcar window function and supp(G) = w = O(1/e log(1/9))). By knowing
these, we define filter G € CN be an (L/N, L/2N, §, w) flat window. The width
of the filter in the time domain is denoted by w, the width of the passband region
in the frequency domain is denoted by L, the number of buckets is denoted by B
and B= N/L.

)él €[l —6,1+0] forie[—€N,eN]
(G € [0,8] for i ¢ [—eN,eN] (9)
‘G € [0,1] fori| € [€N,eN]

The diagonal matrix whose diagonal entries represent filter coefficients in the
time domain is denoted by matrix Qy, € CNXN as follows:

Gj,j=k

Qlii = {7 (10)

The second filter is the frequency subsampled filter. Through the filter, the
signal in the time domain is aliased, such that the corresponding signal in the
frequency domain is subsampled. The matrix representing the aliasing operator is
denoted by Up € REXN ag follows:

1,j — k =0(modB)

vtk = {y 7 T F L (1)

The filtered signal obtained by the subsampled filter is denoted by yr, = Uz.
According to the aliasing characteristic, the DFT of a filtered signal 4j;, = FpUrx
is performed as follows:

grli] = 2liL] (12)

2.4 The Technique of Frequency Bucketization

The process of frequency bucketization in this paper is achieved through two tech-
niques mentioned above. It can be divided into the following three steps: random
spectrum permutation, multiply flat window filter, Fourier transform. It can be
equivalent to the signal multiply FpUrQrS-P, and the filtered signal in each
bucket is performed as follows:
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Lemma 1 Ifyr .o =UrQrS:Pox, and §r.,r.0 = FeULQrS-Psx, such that:

5 A s T(-% A . (k-1
9JL,7,010] %G%xa,l(,g)w,\,( ) +... Gfgﬂa:fl(%fl)wzv(z )
~ N R (L ~ N (3L 1
yL,T,U[l] %G§$071(%)WN( 2) 4+ ... G_%+1$0—1(%_1)w1\f( 2 )
) ) NG R v T((21‘,—21)L) é . v T((Zigl)L_l)
Jr,roli] = gfﬂaﬂ(w)%\; + ... 7%“300,1(%71)%\]
(13)
Proof
(PO)z' = S, Pox = &/s = &g-1,07"
z"'[0] 2’017 [Glo]
(Pl)m” _ QLx/ = CC”[L] _ .l:’[L] % G[L]
2" [iL] #'[iL) GliL]

o (~lielbany
(P2) |Gli]| = {% 0 2
(P8)itre = FUsa” = ] = 75D
(P4)gL,7‘,O' = FBULQLSTPO-JJ

Based on the above-mentioned properties we get Eq. (13)

If the set I is a set of coordinates position, the position f = (¢~ 'u)modN € I,
suppose there is no hash collision in the bucket i, ¢ = round(u/L), round() means
to make decimals rounded. Through Eq. (13), we can get Eq. (14).

Gi-nL (iDL,
2 2 (14)
Zf 2 YL rolllwy " /Gir—v for u = o fmodN,i = round(u/L)

L0l = Gil—utg-1,wi" for u € [

In all, the performance analysis of frequency bucketization is described as fol-
lows: random spectrum permutation(z’ = S, Poz, it cost 0 runtime), flat window
filter(z”" = Qra’, it cost w runtime and w samples), Fourier Transform of the alias-
ing signal(yr,,r,0 = FpUrz”, it cost BlogB runtime and 0 samples). So frequency
bucketization one round cost w + BlogB runtime and w samples.

3 Algorithms analysis

As mentioned above, frequency bucketization can decrease runtime and sampling
complexity in the advantage of all operations are calculated in B dimensions(B =
O(K), B << N). After frequency bucketization; the filtered signal g1 ., can be
obtained by original signal x; the subsequent work is spectrum reconstruction by
identifying frequencies that are isolated in their buckets. Suppose in one bucket,
the number of significant frequencies is denoted by p. In most cases, p = 0 respects
sparsity. In a small number of cases, p = 1 respects only one significant frequency
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in the bucket. Only in very little cases, p > 2 respects more than one frequencies
aliasing in the bucket.

There are two frameworks to reconstruct spectrum: the one-shot framework
and the iterative framework. The solver of the one-shot framework is the proba-
bility and statistics voting method based on multiple random bucketization. The
typical algorithms of the one-shot framework are the sFFT1.0 algorithm and the
sFFT2.0 algorithm. The multiscale sFFT algorithm named the sFFT4.0 algorithm
introduced in this paper adopts the iterative framework. There are two improve-
ments to the iterative framework. The first improvement is that once the frequency
coefficients were found and estimated, they can be subtracted from the signal. It
can reduce the amount of work to be done in subsequent steps. It is not necessary to
update the whole input signal. Instead, it is sufficient to update the B-dimensional
buckets, so the removal of the effects of already found coefficients can be done in
O(B) time. The second advantage is an improved method for finding the signal’s
significant frequency coordinates rather than the voting method. In the iterative
algorithms, R(= two or log;L) rounds is enough in their own ways. But in the
one-shot framework, R(=x logN) rounds must be required to get correct locations
at a high probability.

3.1 The overall process of the multiscale sFFT algorithm

The operation in each iteration can recover the single frequency isolated in the
bucket. It means that each spectrum reconstruction can solve the case of buckets
with p <= 1. The idea based on the iterative framework is that the filtered signal
subtracts these estimated frequencies in the next iteration must be more sparse
and easier to recover. Moreover, the initial aliasing frequencies will be separated
in subsequent iterations.

In the No.m’ iteration, let K,, be the expected sparsity(K1 = K,Ks =
K/2,...), Rm be how many rounds in the No.m’ iteration(R,, is equal to two
for the sFFT3.0 algorithm, R,, is approximately equal to log; L., for the sFFT4.0
algorithm and [ is the multiscale parameter respecting the number of blocks),
B, be the number of buckets, L., be the size of one bucket, w.,, be the support
of flat filter G, yr,r,» be filtered spectrum, Gupdate be filtered spectrum have al-
ready known, yA’L’T’a be the spectrum need to recover(ﬁ’L’T’U = §L,r,0 — Jupdate)s

2™~ be the last result, 2" be the recovered spectrum, £ be the new result
(@™ = 2™t +2'™), set 7 = {r1...7r} be offset parameter, set ¢ = {o1...0r}
be scaling parameter. The system block diagram of the first iteration and second
iteration is shown in Fig. 1 and Fig. 2.

yL,r,,u,
~

Stepl: Encoding Vit gtepZt: p
= e pectrum

.yL,r‘,ﬂ,_FEULQLST‘Pa,X > . > >
V.. .=FyU,Q,S, P, x reconstruction

¢Qﬂx

Fig. 1 The system block diagram of the first iteration.
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X yL,r,,a‘ .);'L,r,,a,
T Step1: Encoding Yivwon ¥'ir.o| Stepa: 2 o2
—% ol Vi, =FpU QLS. Py x Spectrum X
V1. 0=F3U,Q,S P, x reconstruction [gye oe: A
a1 yupdate )A(l
X
T ;
p Step2:

4’ Obta|n5/ update

Fig. 2 The system block diagram of the second iteration.

The first iteration is divided into the following two steps: Step 1 Encod-
ing: Run R; bucketization rounds for Ki,Bi1,Li,{m1...7r},{o1...0r} to cal-
culate 91,0 = FpUrQLS-Psx representing filtered spectrum. It costs Ri (w1 +
BilogB1) runtime and Riwi samples. Step 2 Spectrum reconstruction: Recover the

spectrum ag’l of 1.+, by the multiscale method. It costs 71 runtime(7}, is denoted
by the runtime complexity of the spectrum reconstruction in the No.m’ iteration.
The detail will be explained in the following chapters). The result of the first itera-

tion is equal to the recovered spectrum(i’ = 95’1). It costs Ri(w1 + BilogB1) +Th
runtime and Rjwi; samples in the first iteration.

The second iteration is divided into the following five steps: Step 1 Encod-
ing: Run Ra bucketization rounds for K2, Bo, Lo, {71 ...7r},{01...0R} to calcu-
late gr,r.o = FrULQLS,Psx representing filtered spectrum. It costs Ra(w2 +
BslogB2) runtime and Rowsz samples. Step 2 Obtain filtered spectrum have already
known: Run Rs times rounds for !, set 7, set o and Eq. (14) to obtain Yupdate
representing filtered spectrum have already known by the last result #'. The run-
time complexity depends on the support of &', so it costs Ra(K — K2) runtime.
Step 3 Obtain spectrum need to recover: yA’L’TJ = JL,r,0 — Yupdate; Te€presenting
spectrum need to recover. It costs R2(K — K2) runtime. Step 4 Spectrum recon-

~2 ~
struction: Recover the spectrum z’~ of ¥, . , by the multiscale method. It costs

T, runtime. Step 5 Obtain the new result: &% = &' +mA’1; representing the result of
the second iteration. It costs Ko runtime. It costs Ra (w2 + BalogBa+ K — K2)+ 1%
runtime and Rowsz samples in the second iteration.

The subsequent iteration is very similar to the second iteration. It costs R, (wm+
BplogBm + K — Kp,) + T, runtime and Ry, wr, samples in the No.m’ iteration.
If it is the last iteration, the final result is 2. Otherwise, 2™ will be the input to
make Jupdate fOr the next iteration.

3.2 The process of spectrum reconstruction

The method of spectrum reconstruction, which is based on the multiscale ap-
proach, can locate the position block by block. Next, we will introduce the steps,
principles and performance of this method in theory in detail.
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For convenience, take bucket ¢ as an example; other buckets are similar. In
bucket 4, suppose there is only one significant frequency, the position of this single
frequency in bucket 4 is denoted by f = o 'u for u € [(2i;1)L7 (2”21)L — 1], the
value of this frequency is denoted by &y = #,-1,. If the bucket is an aliasing
bucket, the aliasing frequencies will be separated in subsequent iterations by using
different o.

The parameters used for the first multiscale phase location are as follows: let
L; be the length in this location(L1 = L = N/B), | be the multiscale parameter
respecting the number of blocks, r1 be the size of one block(r1 = Li/l), u be
the real position, and u’ be the located position which calculated by two rounds,
Uimin be the starting position in the region(uimin = (2¢ — 1)L/2), uimax be the
termination position in the region(uimax = (2¢ + 1)L/2), the range of the region
is [“”;”L, (ZiJ;l)L — 1] or [Uimin, Uimax) OF [Uimin, ¥imin + 711), As is shown in
Fig. 4a, the region can divided into ! blocks as follows: [%1min, Uimin +71), [¢1min +
71, UWimin +271), - -+, [Wimin + ({ = 1)71, Wimin + {71). During the first location, 7 =
0,01 = o for the first round and 7 = 7,02 = o(7 = N/L1) for the second round.
We use @(0) to denote the phase of 6; function @(6) satisfies e = 0, &(6)
[0,27). In bucket i, the noise for the first round and for the second round is
defined as Sy, [i] and S, [i] respectively, they satisfy Eq. (15). Through Eq. (15),

we can obtain Eq. (16) and Eq. (17) where }45(2” m:g” m) — @(gzl H) is denoted
by A®(0) and |u — u'| is denoted by Au.

ST1 ['L] = ng,Tl,d[i] - Giqui‘o-*lu

o oA X ru (15)
Se,lil = Jry m,0ll] = Git—uZo-1uWN

TU ?;Tl [Z] - STl [Z] 2m :';Tl [Z] — STl [Z]

w :M%$UTmOdN—=@ =
Y gl = Sl Fs

Tu’ Z)Tl [Z] ! 27T ng [’L]

w =722 = = uTtmodN — = d(=—+

N =gl v =G
27 27

There are two possibilities for the relationship between u and the block where
u’ is located. The first possibility is the ideal case, which is shown in Fig. 3a,
where u is contained in the located block. In this case, the Eq. Au < 7 need to
be satisfied, so that we can get Eq. (18). The second possibility is the non-ideal
case, which is shown in Fig. 3b, where w is not contained in the located block. The
block needs to be expanded to a new region to contain u. The extension parameter
is defined as g respecting new addition block is ¢ times of the original block. For
example, ¢ = 1 means the new region is 0.5 times larger than the original block
in the upper and lower bounds of the original block; and becomes as large as 2
times of the original block. In another example, ¢ = 0.5 means the new region
becomes as large as 1.5 times of the original block. In this case, the Eq. 471 > Au
need to be satisfied, so that we can get Eq. (19). From Eq. (18), we can see the
upper limit of the multiscale parameter [ is in inverse ratio to max { A®(0)}. From
Eq. (19), we can see the lower limit of the extension parameter ¢ is in direct ratio
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to max {AP(0)} and [. These two parameters do not depend on the number of
multiscale location.

< — 18
~ max {AP(0)} (18)
l
g > max {AP(0)} - — (19)
™
u
Uinin U, 0*1, awin Uiin*Ms
U p U,
u '
‘ U1mln+3r1 ‘ Ull‘ﬂin+3r1
u +4r. Ulmin+4r1

(a) The ideal case of the real position con- (b) The non-ideal case of the real position
tained in the located block. uncontained in the located block.

Fig. 3 Two possibilities for the relationship between the real position and the located block.

After knowing these assumptions, we can explain the process of the first lo-
cation clearly. As is shown in Fig. 4a, initially, the range of the old region is
[41min, Uimax). As is shown in Fig. 4b, through scale operation, we enlarge the
length of the old region from L; to almost N. As is shown in Fig. 4c, we can
determine which block is we purchased according to u’(green space) and expend
to a new region(yellow space). The number of the located block is denoted by I,

which satisfied the Eq. argmin ’(ulmm + (Ir + 0.5)r1)Tmod N 2% — @(Z:; m) . Af-
ter obtain the located block [wimin + lr71, Uimin + (Ir + 1)71], we determine the
new region just as [uimin + (Ir — ¢/2)71, Uimin + (Ir + 1 + ¢/2)7r1]. As is shown
in Fig. 4d, we can do the next multiscale approach location through the new
region. For the second location, the length of the region is changed from L; to
L2 = Li(g+1)/I, the starting position u2min = Uimin + (Ir — g/2)71, the termina-
tion position uo2max = Uimin + (Ir +14¢/2)r1. It can be seen the speed of approach
is in direct ratio to [ and in inverse ratio to gq.
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(Ulmm+4r )T UlminT
Ulm'" U1m|n+r1
u
U
U1m|n+2’ (U +3 )
- +3r
‘ " 1 (Ulmin+r1)T
‘ Uin*31,
U1min+4rl
(U,,+2r)t Ut Ut

a) The range of the old region. b) The range of the expanded old region.

g g g g

(Ulmm+4r1)r Ulmlnr Ume
U1m|n+r1
) (Ut (1-a/2)r )t U, 2,
U, +3r
Uy *31) U, +r) .
Uyt @*a2r)t— gr T
Uyp*2r)t
(c) Determine and expand the block. (d) Restore and determine the new
region.

Fig. 4 The process of the first location.

In the second multiscale location, L2, u2min, u2max have been known by the

first location, r2 be the size of one block(re = L2/l), the range of the region
iS [U2min, U2max) OF [U2min, U2min + 72l], it can divided into [ blocks as follows:
[UZmiru U2min + 7'2), [UZmin + T2, U2min + 2T2), ey [U2min + (l - 1)""2, U2min + l’l"2).

By using the same way, we can obtain the new region [tgmin, 43max). For the third
location, the length of the region is changed from Lo to Ls = La2(q + 1)/l. By
continuously reducing the location region, we can locate the position block by
block. It can be proved that the number of times needed to locate is log; /(441)yL-

From Eq. (18) and Eq. (19), we can see max {A®(f)} is very important to
determine [ and ¢. By its definition, it is mainly determined by the noise Sr[].
The noise S;[i] is mainly determined by the length of buckets L and the signal
noise ratio(SNR). If the SNR is low, the noise must be increased, and if the length
one bucket is small, the noise must be increased too. So we can do a Monte
Carlo experiment to prove it. We calculate the logarithm of the error of phase
log,(A®(0)) and computing the PDF(Probability Distribution Function) of the
value log;,(A®(0)) by the input signals with the same K of different N under
different SNR circumstances only if one significant frequency in the bucket, then
we obtain Fig. 5. From Fig. 5, the PDF presents a normal distribution, and we
can see with the development of SNR(from the yellow space to the green space)
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or the development of L(from Fig. 5a to Fig. 5d), the probability of small AP(0)
increases. If we want to keep the probability greater than 0.99 under the condition
of SNR = -20(yellow space), max { A®(f)} is about 10°-° &~ 3.2 to about 10° ~ 1
in the case of different L. The upper limit of [ is approximately equal to /3.2 =~ 1
or m/1 ~ 3 through Eq. (18) respectively. Under the condition of SNR = 0(red
space), max { A®(#)} is about 10° ~ 1 to 107%° ~ 0.3 in the case of different L.
The upper limit of [ is approximately equal to 7/1 ~ 3 or 7/0.3 &~ 9 respectively.
Under the condition of SNR> 20(left of the purple space), max { A®(#)} is about
10795 ~ 0.3 to 107! ~ 0.1 in the case of different L. The upper limit of I is
approximately equal to 7/0.3 & 9 or w/0.1 = 30 respectively. As to the lower limit
of ¢, if [ is equal to the upper limit, the lower limit of q is equal to 1 through
the Eq. ¢ > max {A®(0)} - L = max {AP(0)} - —— T =1, and if we use
small [, we can get small ¢ as well. For example, un({ier the condltlon of SNR = 0,
max {A@(G)} is about 0.3, and the upper limit of [ is approximately equal to 9 with
big L. If we choose [ is equal to 4, the lower limit of ¢ satisfies ¢ > 0.3-4/7 =~ 0.4
through Eq. (19)(Remarks: It is easy to know the PDF of the error of phase AP(0)
does not change much with different 7 or different o).

-10 -8 -6 -4 -2 0 -10 -8 -6 -4 -2 0
logarithm of the error of phase logarithm of the error of phase

(a) In the case of K = 50, N = 8192, L=32. (b) In the case of K = 50, N = 131072,
L=2048.

0.6

05

04

pdf

03

0.2

0.1

0.0
-10 -8 -6 -4 -2 o -10 -8 -6 -4 -2 o
logarithm of the error of phase logarithm of the error of phase

(c¢) In the case of K = 50, N = 1048576, (d) In the case of K = 50, N = 4194304,
L=2048. L=8192.

Fig. 5 PDF of the log;,(A®(0)) vs SNR(yellow space, blue space, red space, purple space,
black space, orange space, green space individually represents SNR = -20, -10, 0, 20, 40, 60,
120).
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3.3 The performance of the algorithm in theory

From the previous section, we can get the performance of the spectrum reconstruc-
97y [4]y.
ol
it costs 2 runtime. Step 2: Obtain [, through the Eq. argmin|(umin + (Ir +0.5)7)7

modN 2% — @(Z:; m )|; it costs 2 runtime. Step 3: Obtain new region [Umin, Umax),
it costs 4 runtime. It costs 8 runtime in one location, so it totally costs 8R =
O(log(; /(g+1))Lm) runtime in a complete location.

As to every iteration, we can see the performance as follows. In the first itera-
tion, it costs R1(w1+ BilogB1)+T1 runtime and Ryw; samples to find at least K/2
true frequency. In the second iteration, it costs Rz (w2+ B2logBo+ K — K2)+T15 run-
time and Raw2 samples to find at least K/4 true frequency. In the third iteration, it
costs Rs(ws+ BslogBs + K — K3) + T3 runtime and R3ws samples to find at least
K/8 true frequency.... Suppose w1 = Bilog(N/o), K1 = K,B1 = O(K),ws =
leog(N/O'),Kz = K/Q, BQ = 31/2, w3 = Bglog(N/U), Kg = K/4, B3 = BQ/Q, R1 =
log(;/(q+1)) L1, R2 =108 /(g41)) L2, R3 =108/ (g41))L:3, we can get Lemma 2.

tion in one iteration. In one location, it needs three steps. Step 1: Obtain &(

Lemma 2 In the sF'F'T4.0 algorithm, it costs O(log (g41))(N/K) (KlogN)) run-
time and O(log /g+1))(IN/K) (KlogN)) samples

Proof Analysis of runtime complexity:

Ry (w1 + BilogBi1) 4+ T1 + R2(w2 4 BalogBa + K — K2) + Ta+

Rs3(ws + BslogBs + K — K3) + T3+ ...
—O(R:1(BilogN) + Ra(BzlogN) + Rs(BslogN) + ... + RoK/2 + Rs3K /4 +...)
<O(R1(BilogN + (BilogN)/2 + (BilogN)/4 + ... 4+ KlogK))
=0(log(;/(g+1)) (N/K) (KlogN))

Analysis of sampling complexity:

Riwi + Rowa + Raws + ...
—O(Ry (BilogN + (BilogN)/2 + (BilogN)/4 + ...))
:O(log(l/(q+1))(N/K) (KlogN))

Through Lemma 2, we find when [/(q + 1) is large, the time complexity and
sampling complexity are sub-linear correlation with IV even lower than logINlogN.

3.4 The comparison with other algorithms

After analyzing the sFFT4.0 algorithm, the comparison with other algorithms
is necessary. The performance of the sFFT1.0, sFFT2.0 and sFFT3.0 algorithm
can be seen from [16], [17]. The performance of the MPFFT algorithm can be
seen from [18]. The performance of the sFFT-DT1.0, sFFT-DT2.0 algorithm can
be seen from [4], [5]. The performance of the FFAST, R-FFAST algorithm can
be seen from [6], [7], [8], [9]. The performance of the AAFFT algorithm can be
seen from [1], [2], [3]. The performance of the fftw algorithm is common. The
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codes of the sFFT1.0, sFFT2.0', sFFT3.0, MPFFT?, sFFT-DT2.0°, R-FFAST?,
AAFFT®, itw® algorithm are already open sources. Table 1 can be concluded with

the information of all typical sFFT algorithms and fftw algorithm in theory.

Table 1 The performance of fitw algorithm and sFFT algorithms in theory

algorithm runtime complexity sampling complexity robustness
1 1 3 logN

SFFT1.0 O(K2N? log2 N) N (1- (25e) medium
SFFT2.0 O(K3N3 log3 N) N (1 (25e) e medium
sFFT3.0 O(K logN) O(K logN) none
MPFFT O(Klog N log,(N/K)) O(Klog N log,(N/K)) good
sFFT-DT1.0 | O(K logK) O(K) none
sFFT-DT2.0 | O(K logK + N) O(K) medium
FFAST O(K logK) O(K) none
R-FFAST O(K log™/3N) O(K log*/?K) good
AAFFT O(Kpoly( logN)) O(Kpoly( logN)) medium
fitw O(N logN) O(N) good

From the table, we can see the advantages of the sFFT4.0 algorithm is it
has low runtime and sampling complexity of all SFFT algorithms except special
condition algorithm for the order of magnitude of N. The disadvantages of the
sFFT4.0 algorithm is it only has medium robustness under some parameters.

4 Experimental evaluation

In this section, we evaluate the performance of the sFFT4.0 algorithm. At first,
we compare the algorithms’ runtime, percentage of signal sampled and robust-
ness characteristics with different parameters. Then we compare the algorithms’
characteristics with similar sFFT algorithms using the same flat filter, including
sFFT1.0, sFFT2.0 and MPSFT algorithm. At last, we compare the algorithm with
other types of sFFT algorithms, including fftw, AAFFT, sFFT-DT, R-FFAST al-
gorithm. All experiments are run on a Linux CentOS computer with 4 Intel(R)
Core(TM) i5 CPU and 8 GB of RAM.

4.1 Experimental Setup
In the experiment, the test signals are gained in a way that K frequencies are

randomly selected from N frequencies and assigned a magnitude of 1 and a uni-
formly random phase. The rest frequencies are set to zero in the exact case or

The code is available at http://groups.csail.mit.edu/netmit/sFFT/.

The code is available at https://github.com/urrfinjuss/mpfft.

The code is available at https://www.iis.sinica.edu.tw/pages/Ics.

The code is available at https://github.com/UCBASICS/FFAST.

The code is available at https://sourceforge.net/projects/aafftannarborfa/.
The code is available at http://www.{ftw.org/.

Ul e W N
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combined with additive white Gaussian noise in the general case, whose variance
varies depending on the SNR required. The parameters of these algorithms are
chosen so that they can make a balance between time efficiency and robustness.
The general sparse case means SNR=20db. The new testing platform is developed

from the old platform”. The detail of codes, data, report are all open sources®.

4.2 The experiments with different parameters

We plot Fig. 6 representing run times vs Signal Size of the sFFT4.0 algorithm for
different | with ¢ = 1 and for different ¢ with [ = 16 in the general sparse case.
From Fig. 6, we can see the runtime complexity is in direct ratio to [ and in inverse
ratio to ¢, whether N is big or small.

Run Time vs Signal Size (k=50) Run Time vs Signal Size (k=50)
—k= sfft4-16-1 -1 ] ¥ sffta-16-1
10-1 sffta-g-1 Sffta-16-0.6
—f offtd-32-1 —f= sfftd-16-1.6

time (s)

(a) Different ! with ¢ = 1. (b) Different ¢ with I = 16.

Fig. 6 Run time vs Signal Size of the sFFT4.0 algorithm for different parameters.

We plot Fig. 7 representing Ll-error vs SNR of the sFFT4.0 algorithm for
different [ with ¢ = 1 and for different ¢ with | = 16. From Fig. 7, we can see
the robustness is in direct ratio to ¢ and in inverse ratio to [, whether SNR is big
or small. Considering comprehensively, we choose [ = 16,¢q = 1 as the parameter
of the algorithm, because it can make the algorithm have certain robustness and
good runtime and sampling complexity.

7 https://github.com/ludwigschmidt/sft-experiments
8 https://github.com/zkjiang/-/tree/master/docs
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11 error vs SNR (n=4194304, k=50) 11 error vs SNR (n=4194304, k=50)
— sffta-16-1

- sfftd-1606

\\ - sfftd-16-1.6

topk 11 error per entry

20 0 20 40 60 20 o 20 0 60

(a) Different ! with ¢ = 1. (b) Different ¢ with [ = 16.

Fig. 7 Ll-error vs SNR of the sFFT4.0 algorithm for different parameters.

4.3 The experiments with similar sFFT algorithms using the same flat filter

We plot Fig. 8 representing run times vs Signal Size and vs Signal Sparsity for the
sFFT1.0, sFFT2.0, sFFT4.0, and MPSFT algorithm in the general sparse case.
From Fig. 8, we can see 1)The run time of these four algorithms are approximately
linear in the log scale as a function of N and in the standard scale as a function
of K. 2) Results of ranking the runtime of four algorithms is sSFFT2.0 > sFFT4.0
> sFFT1.0 > MPSFT when N is large. 3) Results of ranking the runtime of four
algorithms is sFFT4.0 > sFFT2.0 > sFFT1.0 > MPSFT when K is large. In a
word, compared with other three algorithms, the sFFT4.0 algorithm has excellent
runtime complexity.

Run Time vs Signal Size (k=50) Run Time vs Signal Sparsity (n=4194304)

—4— sfftl-mit
d— sfftz-mit
10- e sffta
4 MPSFT

time (s)
time (s)

— sfft1-mit
- sfftz-mit
— sffta
—4— MPSFT

By 6 S 220 22 ) 102 10°
n 3

(a) Run time vs signal size. (b) Run time vs signal sparsity.

Fig. 8 Runtime of the sFFT4.0 algorithm and three similar algorithms in the general sparse
case.

We plot Fig. 9 representing the percentage of the signal sampled vs signal size
and vs signal sparsity for the sFFT1.0, sFFT2.0, sFFT4.0, and MPSFT algorithm
in the general sparse case. From Fig. 9, we can see 1)The percentage of the signal
sampled of these four algorithms are approximately linear in the log scale as a
function of N and in the standard scale as a function of K. 2)Results of ranking
the sampling complexity of four algorithms is sSFFT4.0 > MPSFT > sFFT2.0 >



On Performance of Multiscale Sparse Fast Fourier Transform Algorithm 17

sFFT1.0 because of different rounds in the algorithm. So compared with other
three algorithms, the sFFT4.0 algorithm has excellent sampling complexity.

Percentage of Signal Sampled vs Signal Size (k=50) Percentage of Signal Sampled vs Signal Sparsity (n=4194304)

—> —— sfftl-mit 100%  —4— sfft1-mit
—= sfft2-mit — sfft2-mit

—— offta — sffta

—4— MPSFT —4— MPSFT

100%

10%

Percentage of Signal Sampled
Percentage of Signal Sampled
2

4 16 e 20 22 2 102 10°
n 3

(a) Percentage of the signal sampled vs (b) Percentage of the signal sampled vs
signal size. sparsity.

Fig. 9 Percentage of the signal sampled of the sFFT4.0 algorithm and three similar algorithms
in the general sparse case.

We plot Fig. 10 representing the runtime and L1-error vs SNR for the sFFT1.0,
sFFT2.0, sFFT4.0, and MPSFT algorithm. From Fig. 10, we can see 1) The runtime
is approximately equal vs SNR. 2)To a certain extent, these four algorithms are
all robust. 3)Results of ranking the robustness of four algorithms is MPSFT >
sFFT1.0 > sFFT2.0 > sFFT4.0. In a word, the sFFT4.0 algorithm has some
robustness, but it is worse than other three algorithms.

Run Time vs SNR (n=4194304, k=50) 11 error vs SNR (n=4194304, k=50)
. S EE————
—4— sfft2-mit
4 sfita
N

—= sfftl-mit
—— sfft2-mit
— sffta

—k= MPSFT

time (s)
top-k I1 error per entry

100 2x100  3x10' 4x10!  6x10' 20 0 20 ) 60
SNR SNR

(a) Runtime vs SNR. (b) Ll-error vs SNR.

Fig. 10 Runtime and L1-error of the sFFT4.0 algorithm and three similar algorithms vs SNR.

4.4 The experiments with other types of sFFT algorithms

We plot Fig. 11 representing run times vs signal size and vs signal sparsity for
sFFT4.0, AAFFT, R-FFAST, SFFT-DT, and fftw algorithm in the general sparse
case. From Fig. 11, we can see 1)These five algorithms are approximately linear in
the log scale as a function of N except the fftw algorithm. These five algorithms
are approximately linear in the standard scale as a function of K except the fftw
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and SFFT-DT algorithm. 2)Results of ranking the runtime complexity of these
five algorithms is sFFT4.0 > AAFFT > SFFT-DT > fftw > R-FFAST when N
is large. 3) Results of ranking the runtime complexity of these five algorithms is
fitw > SFFT-DT > sFFT4.0 > AAFFT > R-FFAST when K is large. In a word,
compared with other types of algorithms, the sFFT4.0 algorithm has excellent
runtime complexity that ten times better than the fftw algorithm.

Run Time vs Signal Size (k=50) Run Time vs Signal Sparsity (n=4194304)

10t | - sifta
e fitw 1024 —
- aafft aal
100 | - sffede2 ;
— FFAST <
10!

(a) Run time vs signal size. (b) Run time vs signal sparsity.

Fig. 11 Runtime of the sFFT4.0 algorithm and other four algorithms in the general sparse
case.

We plot Fig. 12 representing the percentage of the signal sampled vs signal
size and vs signal sparsity for sFFT4.0, AAFFT, R-FFAST, SFFT-DT and fftw
algorithm in the general sparse case. From Fig. 12, we can see 1)These algorithms
are approximately linear in the log scale as a function of N except the fftw and
SFFT-DT algorithm. These algorithms are approximately linear in the standard
scale as a function of K except the R-FFAST and SFFT-DT algorithm. 2)Results
of ranking the sampling complexity of these five algorithms is R-FFAST > sFFT4.0
> AAFFT > SFFT-DT > fftw when N is large. 3)Results of ranking the sampling
complexity is SFFT-DT > sFFT4.0 > AAFFT > fftw > R-FFAST when K is
large. In a word, compared with other types of algorithms, the sFFT4.0 algorithm
has excellent sampling complexity that one hundred times better than the fftw
algorithm.

Percentage of Signal Sampled vs Signal Size (k=50) Percentage of Signal Sampled vs Signal Sparsity (n=4194304)

100% 100%

entage of Signal Sampled

§ e
& e fitw

—4— aafft
—4— sfftdt2
—— FEAST

perc

2 26 e 20 22 24 02 100
3

(a) Percentage of the signal sampled (b) Percentage of the signal sampled
vs signal size. vs signal sparsity.

Fig. 12 Percentage of the signal sampled of the sFFT4.0 algorithm and other four algorithms
in the general sparse case.
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We plot Fig. 13 representing runtime and Ll-error vs SNR for the sFFT4.0,
AAFFT, SFFT-DT and fftw algorithm. From Fig. 13 we can see 1)The runtime is
approximately equal vs SNR. 2)To a certain extent, these five algorithms are all
robust. 3)Results of ranking the robustness of four algorithms is fftw > R-FFAST
> SFFT-DT > AAFFT > sFFT4.0. In a word, the sFFT4.0 algorithm has some
robustness, but it is worse than other four algorithms. And only when SNR is
bigger than 10db, the sFFT4.0 algorithm can deal with the noise interference.

Run Time vs SNR (n=4194304, k=50) 11 error vs SNR (n=4194304, k=50)

st 10
d— fitw
e aafte .
. — sfftde2 R
L T e FrAST
— £ s
D e s
0 5 H

—— sfftdt2

time (s)
topk 11 error per entry
1
+1
Ed
¥

100 2x100  3x10' 4x10!  6x10! 20 0 20 ) 60
SNR SNR

(a) Runtime vs SNR. (b) Ll-error vs SNR.

Fig. 13 Runtime and L1l-error of the sFFT4.0 algorithm and other four algorithms vs SNR.

5 Conclusion

In the first part, the paper provides a brief overview of the techniques used in
sFFT algorithms including random spectrum permutation, window function and
frequency bucketization. In the second part, we analyze the multiscale Sparse Fast
Fourier Transform Algorithm(sFFT4.0 algorithm) in detail from four aspects: the
overall flow of the algorithm, the steps of one iteration, the performance of the
algorithm in theory, the comparison with other algorithms in theory. We get the
conclusion of the performance of the sFFT4.0 algorithms and other comparison
algorithms, including runtime complexity, sampling complexity and robustness
in theory in Table 1. In the third part, we make three types of experiments for
computing the signals of different SNR, different N, and different K by a standard
testing platform through the sFFT4.0 algorithm with different parameters, three
similar algorithms, other four different algorithms and record the runtime, the
percentage of the signal sampled and LO, L1, L2 error in every in the general
sparse case. The analysis of the experiments satisfies theoretical inference.

The main contribution of this paper is 1)The sFFT4.0 algorithm using the
multiscale approach method is analyzed in detail and implemented completely.
2)Develop a standard testing platform which can test more than eight typical
sFFT algorithms under all kinds of signal on the basis of the old platform. 3)Get
a conclusion of the character and performance of the sFFT4.0 algorithm in theory
and practice. It has excellent runtime and sampling complexity that ten to one
hundred times better than the fftw algorithm, although the robustness of the
algorithm is medium.
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