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Abstract  

 In this study, the signal-channel blind source separation (SCBSS) problem has been 

addressed using a novel approach. The approach is based on combining the adaptive mode 

separation-based wavelet transform with adaptive mode separation (AMSWT) and the density-

based clustering with sparse reconstruction.  The approach is performed in Time frequency domain 

and in reverberant environment. First, using the Fourier transform, the amplitude spectrum of the 

observed mixture signal is obtained. Then, using variational scaling and wavelet functions, the 

AMSWT is introduced to adaptively extract spectral intrinsic components (SIC). To obtain a better 

time-frequency distribution, the AMSWT is applied to each mode. Thus, the SCBSS problem is 

transformed into a non-underdetermined. Then, for each frequency bin; the density-based 

clustering, reformulated to eigenvector clustering problem, is performed to estimate the mixing 

matrix. Finally, the sparse reconstruction is introduced to reconstruct the estimated source. The 

proposed approach has been evaluated using an objective measure of separation quality.  According 

to experimental results, the proposed approach presents a powerful method to solve the SCBSS 

problem, and provide better separation performances than the existing methods. 

1 Introduction  

 The blind sources separation (BSS) aim to separates the sources signals from the mixed 

signals without any information. Applications for BSS include medical imaging and engineering [1, 

2], astrophysics [3], image processing [4], geophysical data processing [5], speech processing [6,7], 

detection and radar localization [8], communication systems [9], automatic transcription of speech 

[10], musical instrument identification [11], mechanical flaw detection [12], multichannel 

telecommunications [13], multi-spectral astronomical imaging [14] and speech recognition [15]. 
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 The BSS categories are described in the literature as being linear and nonlinear, 

instantaneous and convolutive, over-complete and underdetermined. The convolutive BSS is 

demonstrated to be an effective way to represent the speech signal mixing mechanism in a 

reverberant environment [16, 17]. Either the time domain or the frequency domain can be used to 

formulate the BSS problem. The BSS can be also treated in time-frequency domain (TF) where the 

computational efficiency of BSS algorithms is higher.  

 In most situations and for many practical uses, only one-channel recording is available. This 

particular instance of the under-determined source separation problem called single channel source 

separation (SCSS), and has been the subject of many studies. In order to address the single channel 

audio source separation problem, numerous strategies have been introduced in the literature [18]. In 

[19] the authors attempt to combine the maximum-likelihood estimation and NMF based on 

Itakura-Saito divergence measurement. The Short Time Fourier Transform (STFT) representation 

of a single channel observed signal has been subjected to the nonnegative matrix factorization 

(NMF) approach in [20], although the method necessitates the use of extra training data. A 

combination of empirical mode decomposition (EMD) and ICA, as well as wavelet transformations, 

have been suggested in [21], although wavelet transforms need some specified basis functions to 

represent a signal, there is no rigorous mathematical theory underpinning the EMD or its improved 

algorithms [22]. The bark scale aligned wavelet packet decomposition has been introduced in [23], 

and the separation step has been performed using the Gaussian mixture model (GMM), which was 

employed before the Fourier transform. In [24] the authors propose the variational mode 

decomposition (VMD) method to solve the SCBSS problem. The separation process is performed 

using joint approximate diagonalization based on fourth-order cumulant matrices.  In [25] authors 

present a novel method in noisy environment. The method is based on selecting the time-frequency 

(TF) units of signal presence and computing the mixture spectral amplitude, the separation process 

is performed based on TF masking. In [26] an adaptive signal separation operation (ASSO) has 

been proposed. The method is performed by introducing a time-varying parameter that adapts 

locally to Ifs, and using linear chirp (linear frequency modulation). The single-channel technique 

has been explored for muscle artifact removal from multichannel EEG in [27]. 

 The classic TF resolution is computed using the STFT transformation, this TF resolution 

does not reflect the time-varying information; in addition, the STFT yields a time-frequency 

resolution with only uniform frequency and time resolutions. A new Adaptive Mode Separation-

Based Wavelet Transform (AMSWT) has been proposed in [29] based on [29, 30]. The AMSWT 

method involves solving a recursive optimization problem in order to adaptively extract spectral 

intrinsic components (SIC). The limited support of each spectral mode is implemented in order to 



establish the spectral boundaries for wavelets bank configuration. Then, the created wavelets bank 

configuration using the obtained spectral boundaries to highlight the spectrum information. The 

AMSWT strategy is a fully adaptive one that doesn't require prior knowledge. 

 In [31] a new method to solve the under-determined BSS problem for convolutive mixture is 

proposed. The method is based on combining Density-based grouping and sparse source 

reconstruction. The method is performed in time-frequency domain. The density-based clustering is 

introduced to estimate the mixing matrix. The method is performed based on a certain local 

dominant assumption; the mixing matrix estimate is converted as an eigenvector clustering issue. 

The rank-one structure of the local covariance matrices of the mixture TF vectors is first used to 

extract the eigenvectors. By combining weight clustering and density-based clustering, these 

eigenvectors are subsequently grouped and tweaked to provide an approximated mixing matrix. The 

sparse reconstruction is performed for sources estimation by using the iterative Lagrange multiplier 

approach, the source reconstruction is converted into a ℓ𝑝-norm minimization. 

 In this paper a new method has been proposed to solve the SCBSS problem. The method is 

based on combining the AMSWT [28] and density-based clustering with sparse reconstruction 

method introduced in [31].  The method is performed in three stages. The amplitude spectrum of the 

observed mixture signal is obtained using STFT. The convolution in the time domain can be 

approximated by a multiplication in the STFT domain. Then, a better TF resolution is obtained 

using the variational scaling and wavelet functions, which are applied on the spectral intrinsic 

components (SIC), this one is adaptively extracted using the AMSWT. By creating virtual multi-

channel signals of the TF resolution, the single channel has been changed into a non-

underdetermined problem. Then, for each TF resolution and for each frequency bin, the density-

based clustering which is converted to eigenvector clustering problem, combined with the sparse 

reconstruction, which is converted to a sparse reconstruction minimization problem, these 

approaches are respectively performed for each TF resolution to estimate the mixing matrix and 

estimated sources reconstruction. The BSSeval is introduced to evaluate the proposed method in 

terms of source-to-distortion ratio (SDR), source-to-artifact ratio (SAR), source-to-interference ratio 

(SIR), and compared to the BSS performance results obtained via VDM method [24], adaptive 

spectrum amplitude estimator and masking method [25] and the nonnegative tensor factorization of 

modulation spectrograms method [32]. 

 The following sections make up the remaining content: the SCBSS problem formulation is 

presented in the second section, the adaptive mode separation-based wavelet transform is 

introduced in the third section. The fourth section shows Density-based Clustering method; the fifth 



section presents the Source Reconstruction. The main steps of the proposed algorithm with the 

application of this algorithm in the simulation experiments and the comparison results with other 

algorithms in the sixth section; finally, conclusions and discussions are given in the seventh section. 

2 Convolutive Mixing System Model 

 Let  𝐱𝐱(𝑡) = [𝑥𝑥1(𝑡), . . , 𝑥𝑥𝑀(𝑡)]𝑇 a vector of M observed sources abstained via the mixing  

of N independent sources 𝐬(𝑡) = [𝑠1(𝑡), . . , 𝑠𝑁(𝑡)]𝑇. The BSS problem aim to estimate the 𝑁 

sources from the 𝑀 mixtures. The convolutive mixture is occurs by the propagation of the sound 

through space and multiple paths which cause the reflections from different objects, especially in 

rooms and closed environments. The convolutive mixture is modeled as the flowing equation:  

𝑥𝑥𝑗(𝑡) =∑∑ℎ𝑗𝑖(𝑘)𝑠𝑖(𝑡 − 𝑘)𝐾−1
𝑘=0

𝑁
𝑖=1  (1) 

 The matrix form is given as : 

𝑥𝑥(𝑡) = 𝑯 ∗ 𝑠(𝑡) = ∑𝑯𝑘𝑠(𝑡 −𝐾−1
𝑘=0 𝑘) (2) 

where ℎ𝑗𝑖 denotes the impulse response from source 𝑖 to sensor 𝑗, and 𝑯 is an 𝑀x𝑁 matrix that 

contains the kth filter coefficients.  

 The only one-channel recording is accessible in most cases and for many practical purposes. 

Numerous studies have examined this instance known as single channel source separation.  In this 

case = 1 . The convoltuvive SCBSS in time-frequency domain is described as the following 

equation: 

𝑋(𝑓, 𝑡) =∑𝑥𝑥𝑖(𝑓, 𝑡𝑁
𝑖=0 ) (3) 

The traditional source separation techniques are ineffective in this scenario. The SCSS study area in 

which the issue might be viewed as a single observation combined with numerous unidentified 

sources. 

3 Adaptive Mode Separation-Based Wavelet Transform 

 The STFT is used to calculate the classic TF resolution, which has an even bandwidth 

distribution across all frequency channels, and suffers from the TF resolution limitation due to the 

fixed window size. The speech signal is described as being substantially non-periodic and non-



stationary. Therefore, using the STFT transform will result in mistakes, particularly when complex 

transitory phenomena like voice mixing occur in the signal under study. 

 To each mode, the AMSWT performs a time-frequency analysis using variational scaling 

and wavelet functions. The method is built on the ADMM solver [33], which then defines a bank of 

variational scaling functions and wavelets depending on the spectral boundaries that have been 

defined. As a result, the approximate coefficients are derived by multiplying the analyzed signal 𝑥𝑥 

by the variational scaling function inner product. However, the inner product of the analyzed signal 𝑥𝑥 with variational wavelets yields the detailed coefficients, which are given by the following 

formulae respectively: 

𝑊𝑥𝑥(0, 𝑡) = 〈𝑥𝑥, ∅1〉 = ∫𝑥𝑥(𝜏)∅̅1(𝜏 − 𝑡)𝑑𝜏 (4) 

and  𝑊𝑥𝑥(𝑘, 𝑡) = 〈𝑥𝑥, 𝜓𝑘〉 = ∫𝑥𝑥(𝜏)�̅�𝑘(𝜏 − 𝑡)𝑑𝜏 (5) 

 

where 𝑥𝑥 is the input signal.  

 In [28], under the amplitude-modulated frequency-modulated (AM-FM) assumption, the 

intrinsic modes  𝑢(𝑡) have distinguishable features in the frequency domain. Using the alternate 

direction method of multiplier (ADMM) solver, the spectral modes can be adaptively obtained, 

similar to intrinsic mode functions (IMF) extraction, to estimate compact modes: 

min𝑢𝑘,𝜔𝑘
{∑‖𝜕𝑡 [(𝛿(𝑡) + 𝑗𝜋𝑡) ∗ 𝑢𝑘(𝑡)] 𝑒𝑗𝜔𝑘𝑡‖22𝑘 }

𝑠. 𝑡.  ∑𝑢𝑘 = 𝑥𝑥(𝑡)𝐾
 (6) 

Where 𝑥𝑥(𝑡) is the signal to be decomposed under the constraint that over all modes should be the 

input signal. 𝛿(. ) is a Dirac impulse.  (𝛿(𝑡) + 𝑗𝜋𝑡) ∗ 𝑢𝑘(𝑡) denotes the original data and its Hilbert 

transform. 𝑢𝑘,  𝜔𝑘 and 𝑘 denote the modes and their central frequencies and the mode number 

respectively.  

 The spectral segmentation boundary number can be determined empirically using the 

equation below. �̃� = 𝑚𝑖𝑛{𝑛 ∈ ℤ+|𝑛 ≥ 2𝜌 ln𝑁} (7) 

 

where 𝑁 presents the signal length and 𝜌 is the scaling exponent determined by the detrended 

fluctuation analysis (DFA).  



 According to [28], the equation is solved using a quadratic penalty term, the parameter 𝜆 

design the Lagrangian multiplier to render the problem unconstrained,. 𝐿(𝑢𝑘, 𝜔𝑘, 𝜆 ) = 𝜂∑‖𝛿𝑡[(𝛿(𝑡) + 𝑗𝜋𝑡) ∗ 𝑢𝑘(𝑡)]𝑒𝑗𝜔𝑘𝑡‖22𝑘 + 〈𝜆, 𝑥𝑥 −∑ 𝑢𝑘𝐾 〉 + ‖𝑥𝑥 −∑ 𝑢𝑘𝐾 ‖22 (8) 

therefore 𝑢𝑘 is determined recursively as 

�̂�𝑘𝑛+1(𝜔) = 𝑋𝑋(𝜔) − ∑ �̂�𝑖𝑛+1(𝜔) +  �̂�𝑛2𝑖≠𝑗1 + 2𝜂(𝜔 − 𝜔𝑘𝑛)2  (9) 

where 𝑋𝑋(𝜔), 𝑢�̂�(𝜔) and  �̂� (𝜔) denote the Fourier transform of the input signal 𝑥𝑥(𝑡), the mode 

function 𝑢𝑖(𝑡) and 𝜆(𝑡) respectively. 𝜂 denotes the balancing parameter of the data-fidelity 

constraint. The center frequencies 𝜔𝑘𝑛+1  are updated as the center of gravity of the corresponding 

mode’s power spectrum using the following equation  

𝜔𝑘𝑛+1 = ∫ 𝜔|�̂�𝑘𝑛+1(𝜔)|2𝑑𝜔∞0∫ |�̂�𝑘𝑛+1(𝜔)|2∞0 𝑑𝜔  (10) 

 As a result, rather than using a predefined wavelet bank, we create adaptive wavelet banks 

based on spectral modes and their corresponding center frequencies, which represent the intrinsic 

components. 

 Authors in [28] used the mode bandwidth and central frequencies to define the boundaries 

between each mode, however in the literature, some authors just used the average of the two central 

frequencies as the spectral boundary, which ignores the spectrum distribution.  

 We consider the 𝑘𝑡ℎ mode with the mean frequency 𝜔𝑘 and a spectral bandwidth 𝛽𝑘, then 

the boundary 𝛀𝑘 between 𝑘𝑡ℎ the and the 𝑘 + 1 mode is given by the following equation  

𝛀𝑘 = 𝜔𝑘 + 𝛽𝑘2 + 𝜔𝑘+1 − 𝛽𝑘+122  (11) 

where  𝛀𝑘 = 0 and 𝛀𝑘 = 𝜋. 

 The authors apply the same notion used in the production of both Littlewood–Paley and 

Meyer's wavelets [34] for variational scaling functions and wavelets based on spectral boundaries. ∅̂𝑘 and �̂�𝑘 are respectively defined by the following equation, with  𝛾 is the parameter that ensures 

no overlap between the two consecutive transitions. 

∅̂𝑘 = { 
 1,                                                       𝜔 ≤ (1 − 𝛾)𝛀𝑘cos (𝜋2 𝛼(𝛾, 𝛀𝑘)) , (1 − 𝛾)𝛀𝑘 ≤ 𝜔 ≤ (1 + 𝛾)𝛀𝑘0                                        otherwise                            (12) 

and  



�̂�𝑘 =
{   
   1,                               (1 + 𝛾)𝛀𝑘 ≤ 𝜔 ≤ (1 − 𝛾)𝛀𝑘+1cos (𝜋2 𝛼(𝛾, 𝛀𝑘+1)) , (1 − 𝜆)𝛀𝑘+1 ≤ 𝜔 ≤ (1 + 𝜆)𝛀𝑘+1sin (𝜋2 𝛼(𝛾, 𝛀𝑘)) , (1 − 𝜆)𝛀𝑘 ≤ 𝜔 ≤ (1 + 𝜆)𝛀𝑘            0                        otherwise                           

 (13) 

 

Where 𝛼(𝛾, 𝛀𝑘) = 𝛽{( 12𝛾𝛀𝑘) [|𝜔| − (1 − 𝛾)𝛀𝑘]}] and 𝛽(𝑥) is an arbitrary function defined as 

follow: 

𝛽(𝑥) = {0,                                                𝑥 ≤ 01,                                                𝑥 > 1𝛽(𝑥) + 𝛽(1 − 𝑥) = 1,   0 < 𝑥 < 1 (14) 

The algorithm adaptive mode separation-based wavelet transform is summarized as following: 

Step1 : Time frequency presentation  

Input : Observed mixture. 

 Using the Fourier transform, obtain the amplitude spectrum signal. 

 Obtain the appropriate spectrum spectral modes (segments). Execute the first inner 

loop and the second inner loop to update 𝑢𝑘  according to equation (9); and update 𝜔𝑘 according to equation (10); respectively  

 Compute proper spectral boundaries using equation (11). Then, using equation (12) 

and (13), the bank of variational scaling functions and wavelets based on the spectral 

boundaries is defined. 

 Finally, using equations (4) and (5) respectively, apply variational scaling and 

wavelet functions to each mode to obtain the time-frequency distribution. 

Output: time frequency distribution (TF) of observed mixture. 

4 Density-based Clustering 

 In [31] the authors introduce the eigenvector clustering as an alternative to estimate the 

mixing matrix. The eigenvector clustering is based on two factors, such as the local density 𝜌𝑞, and 

the minimum distance 𝛿𝑞 that may be taken between point q and any additional points with a higher 

density, are given respectively by the following equations  

𝜌𝑞 ≜ ∑𝑒−𝜐𝑞𝑘2𝜏𝑐2𝑘≠𝑞  (15) 

and  𝛿𝑞 = min𝑘:𝜌𝑘>𝜌𝑞(𝜐𝑞𝑘) (16) 

where the region for each data point is defined by a cutoff distance 𝜏𝑐, and 𝑽 denote the similarity 

matrix whose elements 𝜐𝑞𝑘. 

From the eigenvectors 𝑨 whose elements 𝒂𝑞, the similarity matrix 𝑽 is generated as follow: 



𝑽 ≜ [𝜐11 ⋯ 𝜐1𝑄⋮ ⋱ ⋮𝜐𝑄1 ⋯ 𝜐𝑄𝑄] (17) 

 

where 𝜐𝑞𝑘 = ‖𝒂𝑞 − (𝒂𝑞𝐻𝒂𝑘)‖𝐹2  and  𝑞, 𝑘 = 1, . . , 𝑄 

 The eigenvector extraction is based on the local covariance matrix 𝑹𝑞Χ where 𝑹𝑞Χ =∑ 𝜎𝑖,𝑞2 ℎ𝑖ℎ𝑖𝐻𝑁𝑖=1  where ℎ𝑖 is called as steering vector representing each direction of mixing matrix. 

 According to [31], there is at least one sub-block indexed as 𝑞𝑖 for which the associated 

local covariance 𝑹𝑞𝑖Χ  where the local covariance matrix has roughly a rank-one structure. In [29], 

this conditions is exploited, the authors applies eigenvalue decomposition (EVD) to the local 

covariance matrix of 𝑹𝑞Χ resulting in the following equation: 𝑹𝑞Χ = 𝑼𝑞𝚺𝑞𝑼𝑞𝐻 (18) 

where 𝑼𝑞 and 𝚺𝑞 denote the eigenvector matrix and eigenvalue matrix respectively. 

 

 The extracted vector denoted 𝐚𝑞 corresponds to the largest eigenvalue of 𝚺𝑞, and also 

presents the first eigenvector in 𝑼𝑞. To obtain an eigenvector matrix described by 𝐀 ≜ [𝐚1, … , 𝐚𝑄], 
the eigenvector extraction is done sub-block wisely. 

 According to [31], the global maximum in the density indexed as 𝑞∗ has a minimum 

distance 𝛿𝑞∗ defined as follows: 𝛿𝑞∗ = max𝑞,𝑘=1,…,𝑄(𝜐𝑞𝑘)  if  𝜌𝑞∗ = max𝑞=1,…,𝑄(𝜌𝑞) (19) 

The two components are multiplied together to provide the following score: 𝛾𝑞 = 𝜌𝑞  ×  𝛿𝑞 (20) 

To get {𝛾𝑞}𝑞=1𝑄
 , the scores from the equation (20) are applied to all of the sub-blocks. The obtained 

scores are then rated in order of decreasing order, as a result, the eigenvectors with the greatest 𝑁 

scores are retrieved as clusters, which are denoted by 𝐂 ≜ [𝒄1, . . . , 𝒄𝑁]. 
 As mentioned in [31], it would be difficult to cluster eigenvectors using solely the density-

based strategy described above. To address this issue, a weight clustering approach to further tune 

the projected clusters introduced in [35] is used. The procedures of weighted eigenvector clustering 

can be concluded in three steps.  

First, the eigenvector is weighted by a kernel function defined as follow: 

𝒃𝑞𝑘 ≜ 𝑒𝜔𝑞𝑘2 𝜏02⁄  𝒂𝑞 (21) 



where 𝑘 = 1, . . , 𝑁 and 𝜔𝑞𝑘 = ‖𝒂𝑞 − (𝒂𝑞𝐻 𝒄𝑘) 𝒄𝑘‖𝐹2 . 

Then, the weighted covariance matrix is created an given as :  

𝑹𝑘b =∑𝒃𝑞𝑘𝑄
𝑞=1  𝒃𝑞𝑘𝐻 (22) 

Finally, the EVD is applied to the weighted covariance matrix 𝑹𝑘𝑏 given as follow 𝑹𝑘b = 𝑼𝑞𝑘𝚺𝑞𝑘𝑼𝑞𝑘𝐻 (23) 

 

As an updated of cluster 𝒄𝑘 where  𝑘 =  1, . . . , 𝑁, the eigenvector that corresponds to the largest 

eigenvalue from the equation (23) is extracted. 

The mixing matrix estimation algorithm is summarized as the following steps: 

Step2 : Mixing Matrix Estimation  

Input : X which present the TF resolution of observed signal whose element 𝐱𝑑. 

 For each blocks q ∈ Q do 

 Calculate the local covariance matrix of 𝐑qΧ using �̂�𝑓,𝑞𝚾 = 1𝑝  ∑ 𝐱𝑓,𝑑  𝐱𝑓,𝑑𝐻𝑞𝑃𝑑=𝑞(𝑃−1)+1  

 Construct the eigenvector matrix 𝐀 from the equation (18). 

End  

 Using the eigenvector matrix 𝐀, compute the similarity matrix defined by equation  (17) 

For each blocks q ∈ Q do 

 Calculate the local density ρq and the minimum distance δq and the score γq  using 

equations (15), (16), and (20) respectively 

End  

 Calculate δq∗ using equation (19), then, obtain de score sequence Υ = [γ1, … , γ𝑄].  
 To get the score sequence of  Υ, reorder the eigenvector matrix with the same 

permutation of decreasing alignment. So, To get the estimated clusters 𝐂 = [𝐜1, … , 𝐜𝑁], 
truncate the first 𝑁 reordered eigenvectors. 

For 𝑘 = 1 𝑡𝑜 𝑁 𝑑𝑜 

For each sub-blocks q ∈ Q do 

 Calculate the weighted eigenvector  𝐛qk using 𝐚q and 𝐜k, then calculate  𝐑qkb  using 

respectively equations (21) and (22) 

 calculate  �̃�k using equation (23) 

end  

end  

Output: Estimated mixing matrix �̂� . 

5  Source Reconstruction 

 In [31] the sparsity-based method is introduced as an alternative to reconstruct the estimated 

source signal. Using a ℓ𝑝-norm based-minimization measurement (the convergence is guarantee for 0 <  𝑝 < 1), the method consists to convert the source reconstruction problem to a sparse 



reconstruction minimization problem. A designed iterative Lagrange multiplier approach with an 

appropriate initialization procedure is used to solve this minimization problem. 

 The source reconstruction is performed to find the sparsest term of 𝑠𝑑. For this, the 

maximum posterior likelihood of 𝑠𝑑 is given as the following equation  

max𝑠𝑑 ∏𝑃(|𝑠𝑖,𝑑|)𝑁
𝑖=1  

𝑠. 𝑡. 𝐱𝑑 = �̂�𝑠𝑑 

(24) 

where the complex-valued super-Gaussian distribution 𝑃(|𝑠𝑖,𝑑|) is given by the following equation:  𝑃(|𝑠𝑖,𝑑|) = 𝑝 𝛾1/𝑝Γ(1𝑝) 𝑒−|𝑠𝑖,𝑑|𝑝 
(25) 

where 𝑝 and  𝛾 control shape and variance of the probability function. Γ denoted the gamma 

function. 𝐇 design the estimated mixing matrix. The problem returns to solve the equivalent 

optimization problem given as follow: 

min𝑠𝑑 ∑|𝑠𝑖,𝑑|𝑝𝑁
𝑖=1  

𝑠. 𝑡. 𝐱𝑑 = �̂�𝑠𝑑 

(26) 

The Lagrange multiplier method is introduced to solve the optimization problem. Hence, the 

problem is reformulated to an unconstrained optimization problem as follows: 

min𝑠𝑑,𝛼 ℱ(𝑠𝑑, 𝛼) ≜∑|𝑠𝑖,𝑑|𝑝𝑁
𝑖=1 + 𝛼𝐻(𝐱𝑑 − �̂�𝑠𝑑) (27) 

where 𝛼 design the Lagrange multiplier. The problem implicit solution is given as follow: 𝑠𝑑 = Ψ−1( 𝑠𝑑) �̂�𝐻 (�̂� Ψ−1(𝑠𝑑 )�̂�𝐻 )−1 𝐱𝑑  (28) 

where  

Ψ−1( 𝑠𝑑) ≜ [|𝑠1,𝑑|2−𝑝 ⋯ 0⋮ ⋱ ⋮0 ⋯ |𝑠𝑁,𝑑|2−𝑝] 
The iterative scheme to obtain the solution 𝑠𝑑 is given as follow: 

 

�̂�𝑑(𝑖𝑡𝑒𝑟+1) = { Ψ−1( �̂�𝑑(𝑖𝑡𝑒𝑟))�̂�𝐻  (�̂� Ψ−1(�̂�𝑑(𝑖𝑡𝑒𝑟))�̂�𝐻 )−1  𝐱𝑑                   𝑖𝑓 ‖�̂�𝑑(𝑖𝑡𝑒𝑟)‖0 ≥ 𝑀 Ψ−1( �̂�𝑑(𝑖𝑡𝑒𝑟))�̂�𝐻  (�̂� (Ψ−1( �̂�𝑑(𝑖𝑡𝑒𝑟)) + 𝜖𝐈)−1 �̂�𝐻 )−1  𝐱𝑑      𝑒𝑙𝑠𝑒𝑖𝑓  ‖�̂�𝑑(𝑖𝑡𝑒𝑟)‖ < 𝑀 (29) 

The source reconstruction algorithm is summarized as the following steps 

Input : Time frequency presentation of observed signal  denoted X whose element 𝐱𝑑 and Estimated 

mixing matrix �̂� 



 For each frequency bin d 

 Initialize the sources a �̂�𝑑(0) = ∑ 𝜔𝑗y𝑗,𝑑𝐶𝑁𝑀𝑗=1   

 Repeat  

 Update �̂�𝑑(𝑖𝑡𝑒𝑟) using equation 29 

 𝑖𝑡𝑒𝑟 =  𝑖𝑡𝑒𝑟 + 1 

 Until ‖�̂�𝑑(𝑖𝑡𝑒𝑟)‖𝑝𝑝 − ‖�̂�𝑑(𝑖𝑡𝑒𝑟+1)‖𝑝𝑝 is less than a given threshold. 

 End  

Output: time frequency presentation of estimated sources. 

 

 

6 Result and discussion 

 In order to investigate the effectiveness of the proposed method, numerical simulations have 

been performed in reverberant environment.  The TIMIT database [36] and NOIZEUS database 

[37] were used to build the speech dataset, which was chosen at random (available online). The 

sampling rate for the voice signals is 𝑓𝑠  =  16 𝑘𝐻𝑧, and the speakers might be either female or 

male. Using the technique outlined in [38], the propagation environment is simulated as a 

reverberant room shown by figure 1.  

 

The room impulse response from source 𝑖 to sensor is illustrated by figure 2.  By adjusting the 

reverberant time, a variety of convolutive mixed signals can be produced. It is crucial to evaluating 

the transmission duration of signal decay to 60 dB in order to reflect the room reverberation. 

 The spectrum of the observed signal is obtained by the STFT transformation; where the 

convolution in the time domain is transformed into multiplication in the STFT domain. AMSWT 

approach is introduced to obtain an optimal spectral mode separation, by applying wavelet and 

variational scaling to each mode, the TF output with high time frequency resolution is produced, the 

following steps are given by algorithm 1. Thus, the SCBSS problem is transformed into a non-

underdetermined problem by establishing virtual multi-channel signals of the TF resolution of the 

observed signals. Then, the 𝑀 time-frequency presentation of the mixture is divided into 𝑄 non-

overlapping blocks.  

 As a pre-processing step at the mixing matrix estimation stage, the TF resolution of the 

observed signal, for each frequency bin 𝐱𝑑 is whitened. The whitening process is performed using 

the eigenvector matrix 𝐔𝐱, and the eigenvalue matrix 𝚺𝐱 of 𝐸(𝐱𝑑𝐱𝑑𝐻), and expressed by the 

following equation  𝐱𝑑𝑤 = 𝚺𝐱−1/2𝐔𝐱𝐻𝐱𝑑. 

 The estimation of the mixing matrix is reformulated into an eigenvector clustering issue. 

First, the local covariance matrices of mixture signal’s rank-one structure was used to extract the 



eigenvectors; Secondly, a density-based clustering technique was used to create clusters from these 

eigenvectors; Third, the clusters were modified using a lightweight clustering approach to produce 

the estimated mixing matrix, the steps are summarized by algorithm 2.  

 The ambiguity of scaling is solved by rescaling the estimated mixing matrix by restricting 

the first row. The order of the reconstructed sources is aligned, by grouping the nearby source TF 

vectors based on their correlation, in terms of power ratio, in order to resolve the permutation 

ambiguity [31]. 

 The post-processing stage involves de-whitening the predicted mixing matrix by �̂� =𝐔x𝚺𝐱1/2�̃�. 

 Then, the source reconstruction is reformulated into a sparse minimization problem, whose 

solution was achieved using an initialization-corrected iterative Lagrange multiplier approach as 

summarized in algorithm 3. The algorithm outputs are the TF resolution of the 𝑁 estimated sources   

 Finally, the estimated sources are obtained in TF resolution, which are transformed into time 

domain using the modified method proposed in [39]. The proposed method is summarized by the 

flowchart shown in figure 3. 

 The BSSeval toolbox [40] is used to analyze the performance of the proposed approach. The 

estimated sources are expressed as �̂� = 𝑠𝑡𝑎𝑟𝑔𝑒𝑡 + 𝑒𝑖𝑛𝑡𝑒𝑟𝑓 + 𝑒𝑛𝑜𝑖𝑠𝑒 + 𝑒𝑎𝑟𝑡𝑖𝑓 for the objective 

performance criteria measurement, where 𝑠𝑡𝑎𝑟𝑔𝑒𝑡 refers to the source signals, 𝑒𝑖𝑛𝑡𝑒𝑟𝑓 stands for 

interference from other sources, 𝑒𝑛𝑜𝑖𝑠𝑒 stands for distortion brought on by noise, and 𝑒𝑎𝑟𝑡𝑖𝑓 includes 

all other artifacts introduced by the separation algorithm.  

 In [31] the parameter 𝑝 plays a significant impact in source reconstruction performance. 

Many tests have been performed using different 𝑝 value to assess the effect of SDRs using the given 

Dataset. The table displays the obtained SDRs with p parameters varying from 0.1 to 0.9. 

 

 The table  presents the SDRs evaluation obtained via the proposed method using various 

value of p which characterizes the ℓ𝑝-norm based-minimization measurement method, as can be 

seen, the SDR marginally increases as p increases and reaches its max when p = 0.7. For improved 

performance, the parameter p is set to 0.7 in the subsequent experiments. Changing the p parameter 

value to take advantage of the source sparsity prove that the sparse reconstruction based on ℓ𝑝-norm 

based-minimization approach is a flexible framework. 

 The estimated sources performances are evaluated using the source-to-distortion ratio 

(SDR), the source-to-artifact ratio (SAR) and the source-to-interference ratio (SIR) criterions, and 

compared with the estimated sources performances obtained via VDM method [24], adaptive 

spectrum amplitude estimator and masking method [25] and the nonnegative tensor factorization of 



modulation spectrograms method [32]. The SDR, SAR and SIR are defined by the following 

equation: 

𝑆𝐷𝑅 = 10 log10 ‖𝑠𝑡𝑎𝑟𝑔𝑒𝑡‖2‖𝑒𝑖𝑛𝑡𝑒𝑟𝑓 + 𝑒𝑛𝑜𝑖𝑠𝑒 + 𝑒𝑎𝑟𝑡𝑖𝑓‖2 (30) 

 

𝑆𝐴𝑅 = 10 log10 ‖𝑠𝑡𝑎𝑟𝑔𝑒𝑡 + 𝑒𝑖𝑛𝑡𝑒𝑟𝑓 + 𝑒𝑛𝑜𝑖𝑠𝑒‖2‖𝑒𝑎𝑟𝑡𝑖𝑓‖2  (31) 

 

𝑆𝐼𝑅 = 10log10 ‖𝑠𝑡𝑎𝑟𝑔𝑒𝑡‖2‖𝑒𝑖𝑛𝑡𝑒𝑟𝑓‖2 (32) 

The figure 4 presents a comparison evaluated by the mean square errors (MSEs)  [26] between the 

original signal and the estimated sources obtained via the proposed method and the estimates 

sources obtained via  VDM method [24], adaptive spectrum amplitude estimator and masking 

method [25] and the nonnegative tensor factorization of modulation spectrograms method [32]. The 

comparison has been performed for various reverberation conditions where the reverberation time is 

varied from 100 ms to 500 ms. As can be observed the proposed method provide in smaller MSE 

even highly reverberant environment. 

 

 The figures 5, 6 and 7 present respectively, a comparison in term of SDR, SAR and SIR 

between the estimated sources obtained via the proposed method, and the estimates sources via 

VDM method [24], adaptive spectrum amplitude estimator and masking method [25] and the 

nonnegative tensor factorization of modulation spectrograms method [32]. The comparison has 

been performed for various reverberation times where the reverberation time is varied from 100 ms 

to 500 ms. 

 As can be seen, the proposed method results in a better performance in terms of the three 

performance criteria compared to VDM, the adaptive spectrum amplitude estimator and masking, 

and the nonnegative tensor factorization of modulation spectrograms methods in reverberant 

environment. The proposed method results in higher performance criteria even in highly reverberant 

environment.  

7 Conclusion 

 A new method to solve the SCBSS problem has been presented. The method is combining 

the adaptive mode separation-based wavelet transform with adaptive mode separation (AMSWT) 

and the density-based clustering with sparse reconstruction.  The SCBSS problem is transformed 



into a non-underdetermined. The method operates in the time-frequency domain and in reverberant 

environment. The proposed method has been tested on speech datasets constructed from TIMIT and 

NOIZEUS databases for various reverberation time conditions. The simulations results indicate the 

smaller MSE criteria and the high values of SIR, SAR and SDR. The simulations results 

demonstrate the effectiveness of the proposed method to solve the SCBSS problem even in highly 

reverberant environment  
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Figures

Figure 1

Sources-microphone con�gurations.

Figure 2

Room impulse responses from source  to microphone.

Figure 3



Proposed method �owchart

Figure 4

Comparison in term of mean square errors (MSEs) between the estimated sources obtained via the
proposed method and the estimates sources obtained via VDM method, adaptive spectrum amplitude
estimator and masking method ( ASAEM), and the nonnegative tensor factorization of modulation
spectrograms method (NNTFMS)

Figure 5

Comparison in term of SDR between the estimated sources obtained via the proposed method and the
estimates sources obtained via VDM method, adaptive spectrum amplitude estimator and masking
method ( ASAEM), and the nonnegative tensor factorization of modulation spectrograms method
(NNTFMS)



Figure 6

Comparison in term of SAR between the estimated sources obtained via the proposed method and the
estimates sources obtained via VDM method, adaptive spectrum amplitude estimator and masking
method (ASAEM), and the nonnegative tensor factorization of modulation spectrograms method
(NNTFMS)

Figure 7

Comparison in term of SIR between the estimated sources obtained via the proposed method and the
estimates sources obtained via VDM method, adaptive spectrum amplitude estimator and masking
method (ASAEM), and the nonnegative tensor factorization of modulation spectrograms method
(NNTFMS)


