
Vol.:(0123456789)1 3

Machine Vision and Applications (2020) 31:14 
https://doi.org/10.1007/s00138-020-01061-w

EDITORIAL

Special issue on Advanced Machine Vision

Preface by the guest editors

Steven Puttemans1 · Toon Goedemé1 · Ajmal Mian2 · Thomas B. Moeslund3 · Rikke Gade3

Received: 22 January 2020 / Accepted: 24 January 2020 / Published online: 25 March 2020 
© Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract
This preface acts as an introduction to the special issue on Advanced Machine Vision. It highlights the goal of this special 
issue on Advanced Machine Vision as well as discusses the reviewing process. On top of that, it highlights the selected 
submissions and describes them briefly.

1 � Topic description

A large variety of industrially oriented applications (e.g. 
quality control, pick and place) have in the past decades 
been successfully implemented throughout a wide range of 
industries. These implementations are characterised by very 
controlled surroundings and objects (e.g. CAD models of 
objects available, controlled lighting). Advanced Machine 
Vision refers to computer vision-based systems where such 
assumptions do not hold (e.g. when handling biological 
objects as seen in the food-production industry or when 
operating outdoors).

With recent advancements in sensing and processing 
power, the potential for further automation in industry based 
on computer vision and machine learning is clearly present. 

Furthermore, the exploding domain of computer vision (e.g. 
deep learning) provides dozens of new opportunities. The 
field of Advanced Machine Vision clearly raises the need 
of applied research that focuses on the technology trans-
fer from academics towards practitioners, yielding several 
challenges like top-notch accuracies, real-time processing, 
minimal training data, minimal manual input, user-friendly 
interfaces, etc.

2 � Purpose of special issue

The ambition of this special issue on Advanced Machine 
Vision is to bring together research results from both prac-
titioners and researchers from different disciplines related 
to Advanced Machine Vision with the aim to share ideas 
and methods on current and future use of computer vision 
in real-life and industrially relevant systems.

To this end, the special issue on Advanced Machine 
Vision welcomed high-quality contributions (full papers) 
with a strong focus on (but not limited to) the following 
topics within Advanced Machine Vision:

–	 Sensing (camera selection, camera setup, different wave-
lengths, multi-modal data, etc.)

–	 Improving robustness of algorithms (real-time perfor-
mance, non-controlled illumination, non-trivial intra-
object variability, top-notch accuracies, etc.)

–	 Removing or reducing the need of training data (data 
augmentation, artificial data, etc.)

–	 Processing power and memory requirements
–	 Obtaining training data and ground truth annotations
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–	 Lab testing versus inline testing
–	 Transfer learning towards new applicational domains
–	 Deep learning for Advanced Machine Vision
–	 Quality assessment of non-trivial objects
–	 Real-life and industrially relevant applications

3 � Explanation of submissions

Based on the non-exclusive list of possible topics within this 
special issue, we received a total of 10 submissions, through 
an open call for papers. All submissions have undergone rig-
orous peer-review according to the journal’s high standards, 
by at least three reviewers of our program committee. After 
a first round of reviews, five manuscripts remained. All of 
them were asked to perform major revisions of the manu-
script, given the feedback of both reviewers and editor. After 
a second round of reviews, three manuscripts we accepted, 
one manuscript was rejected, and one manuscript was trans-
ferred to a more fitting journal or special issue within the 
Springer portfolio, leading to an acceptance rate of 33%.

4 � List of accepted papers

The following three manuscripts were accepted for publica-
tion after a rigorous review process.

4.1 � Rosette plant segmentation with leaf count 
using orthogonal transform and deep 
convolutional neural network

In this paper, a new plant region segmentation scheme is 
proposed in the orthogonal transform domain based on 
orthogonal transform coefficients. Initially, an analysis of 
orthogonal transform coefficients is carried out in terms of 
the response of orthogonal basis vectors to extract the plant 
region. After extracting the plant region, the L * a * b and 
CMYK colour spaces are used for noise removal in the seg-
mentation scheme. Finally, the leaves are counted using fine 
tuned deep convolutional neural network (DCNN) models.

4.2 � Convolutional networks for appearance‑based 
recommendation and visualisation of mascara 
products

In this work, the authors explore the problems of recom-
mending and visualising makeup products based on images 
of customers, and more specifically. Focusing on mascara, 
we propose a two-stage approach that first recommends 
products to a new customer based on the preferences of other 
customers with similar visual appearance (using a Siamese 
convolutional neural network), and then visualises how the 

recommended products might look on the customer (using 
per-product generative adversarial networks).

4.3 � Detection of difficult airway using deep 
learning

Whenever a patient needs to enter the operating room, in 
case the surgery requires general anaesthesia, the patient 
must be intubated, and an anesthesiologist has to make a 
careful check of the patient in order to evaluate his/her air-
way, in order to avoid difficulties during intubation. This 
paper proposes to use a mobile app to detect a difficult air-
way by means of deep learning, achieving an average accu-
racy of the predictive model of 82.36%.

5 � Conclusions

While the number of accepted submissions for this special 
issue was rather low, we clearly notice a need from the pre-
ceded workshop and the discussions held there show that 
there is a specific need for these applied special issues, with 
a clear focus on challenges when moving towards practical 
applications. With this first issue, we would like to open 
the path towards more discussion between practitioners 
and researchers in this very promising field of Advanced 
Machine Vision.
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