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Abstract To tackle problems arising from unexpected cam-
era motions in unmanned aerial vehicles (UAVs), we pro-
pose a three-mode ensemble tracker where each mode spe-
cializes in distinctive situations. The proposed ensemble
tracker is composed of appearance-based tracking mode,
homography-based tracking mode, and momentum-based
tracking mode. The appearance-based tracking mode tracks
a moving object well when the UAV is nearly stopped,
whereas the homography-based tracking mode shows good
tracking performance under smooth UAV or object motion.
The momentum-based tracking mode copes with large or
abrupt motion of either the UAV or the object. We evalu-
ate the proposed tracking scheme on a widely-used UAV123
benchmark dataset. The proposed motion-aware ensemble
shows a 5.3% improvement in average precision compared
to the baseline correlation filter tracker, which effectively
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employs deep features while achieving a tracking speed of
at least 80fps in our experimental settings. In addition, the
proposed method outperforms existing real-time correlation
filter trackers.
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1 Introduction

Nowadays, applications such as delivery service and surveil-
lance using unmanned aerial vehicles (UAVs) are flourish-
ing [2, 17, 27, 37]. Among the various types of key algo-
rithms used in UAVs, visual tracking is indispensable since it
is employed for various tasks such as persistent aerial track-
ing (PAT) [33] and sense-and-avoid (SAA) [40]. However,
as UAVs are capable of strong yaw, pitch, and roll move-
ments, negative effects from these camera movements of-
ten occur as illustrated in Fig. 1. For example, an abrupt
camera motion not only obstructs tracking algorithms that
adopt an online adaptation scheme [24, 39] but can also
cause motion blur effects. The motion blur effects scatter
the appearance of the object, making it difficult to use. In ad-
dition, changes in the camera viewpoint and distance from
the target can also make the target appearance unreliable. In
short, tracking approaches that merely utilize target appear-
ance [3, 7, 20, 21] often fail in UAV video scenarios.

To circumvent these problems of using the target ap-
pearance, researchers began to predict and smooth out tar-
get motion with Kalman filter methods [25]. However, ap-
plying the standard linear-model Kalman filter to UAVs is
inappropriate. This is because the UAV ego-motion is added
to the target’s state, ultimately creating a non-linear target
motion in the image coordinates. Thus, to handle this prob-
lem, variants of the Kalman filter are used for tracking in
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Fig. 1: Examples of negative effects due to global camera
motion in UAVs. These effects make the target appearance
absurd. Note that M, N, and L are arbitrary small numbers,
which indicates frame difference.

UAV environments. In [5, 30, 32, 45], Kalman filters were
applied to a setting on the homography plane where the UAV
ego-motion was removed. This method of applying Kalman
filter on the homography plane is referred to as a homo-
graphic Kalman filter (HKF). In contrast, extended Kalman
filter (EKF) was used to deal with non-linear object state
dynamics in [33, 36, 38, 40].

The two variants (the HKF and EKF) seem superior to
the standard Kalman filter but still have limitations. The
HKF cannot be applied to zoom-in or zoom-out situation
where the UAV is moving in forward or out backward re-
garding the camera gaze direction. The EKF is vulnerable
to low-frame-rate videos where the time interval between
consecutive frames is large [4]. Even with all Kalman fil-
ter variants in general, there is a high probability of failure
when the target motion does not follow a pre-defined motion
model or the camera moves abruptly. These problems cannot
be easily solved by using only Kalman filter methods since
the camera motion in UAVs is unexpected to be analytically
compensated.

In this paper, to overcome the problems of the unex-
pected camera movements, we propose a three-mode en-
semble tracker that incorporates target appearance, camera
motion, and target motion. These pieces of information are
utilized flexibly to cope with each UAV tracking circum-
stance. The proposed three-mode ensemble tracker is com-
posed of appearance-based tracking mode, homography-
based tracking mode, and momentum-based tracking mode.
The appearance-based tracking (AT) mode does not consider
the camera or target motion but focuses on the target’s ap-
pearance. The homography-based tracking (HT) mode han-
dles a sufficiently smooth camera and target motion as well
as target appearance. Finally, the momentum-based track-
ing (MT) mode copes with abrupt camera and target mo-
tions, including non-homographic camera motions analo-
gous to zoom-in and zoom-out actions.

Table 1 indicates each tracking mode’s coverage of
the three tracking circumstances. To consider computa-
tional complexity and accuracy, the proposed scheme adopts
a deep feature-based kernelized correlation filter (KCF)
tracker [7] commonly in all three modes. This tracker uses a

Table 1: Each tracking mode’s coverage of tracking circum-
stances. Note that ‘4’ expresses a limited coverage.

Target Motion Camera Motion Target Appearance
AT X X O
HT O 4 O
MT 4 O O

compressed deep feature via multiple expert auto-encoders
designed to achieve high performance with little computa-
tion. To evaluate our tracking scheme, we use the UAV123
dataset [34]. Note that this dataset contains various challeng-
ing scenarios acquired from low-altitude UAVs.

2 Related Works

In general, tracking algorithms that adopt deep features [1,
9, 16, 18, 35, 44] may result in state-of-the-art perfor-
mance at the expense of tracking speed. In this context,
we utilize a fast deep feature-based correlation filter (CF)
tracker [7] as the baseline for the proposed UAV tracking
algorithm. Although [7] employed deep features, the algo-
rithm was designed to contextually compress the deep fea-
tures regarding the tracking target’s appearance. Since the
high dimensional deep features are compressed into low di-
mensional but dense ones, the tracker is capable of captur-
ing two hares at once: tracking performance and speed. Al-
though a few studies [6, 47] also proposed visual trackers
for the UAV environments, their schemes could not effec-
tively address the camera or object motion in various UAV
settings. This is because these methods only proposed track-
ing methods that corresponded to appearance-based tracking
mode. In contrast, our three-mode scheme dramatically im-
proves tracking performance in various UAV settings. Here
we present the correlation filter trackers in section 2.1. Then
we describe the context-aware deep feature compression
scheme [7] in section 2.2.

2.1 Correlation Filter Tracker

Correlation filter trackers [1, 3, 7, 9, 11, 19, 21, 23, 28,
29, 43] have been consistently researched, due to their
fast-tracking speed and great implementation adaptability.
They started with the concept of a minimum output sum of
squared error (MOSSE) filter in [3]. To elaborate, the main
goal of [3] is to compute a filter wt that can produce a pre-
defined label y, when convolutioned with the feature x. Note
that wt denotes a correlation filter w in the t-th frame. The
feature is extracted from a specific region-of-interest (ROI)
in the t-th frame of an image sequence. As in Eqn.(1), the
filter is calculated by solving an optimization equation as
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follows:

wt = argmin
wt

(‖xt ⊗ wt − y‖22 + λ‖wt‖
2
2). (1)

where ⊗ denotes the convolution operator and λ is the reg-
ularization parameter. The obtained filter wt is then applied
to the next frame feature xt+1 as in Eqn.(2), to produce the
correlation response Cresp

t+1 .

Cresp
t+1 = xt+1 ⊗ wt. (2)

Because the auto-correlation response, xt ⊗ wt, is designed
to have its maximum value at the center of the ROI, the lo-
cation difference between the maximum peak value of Cresp

t+1
and the ROI center becomes the new target location for the
target in the (t + 1)-th frame.

However, the MOSSE filter tracker was capable of utiliz-
ing only a single channel feature per filter. Fortunately, sub-
sequent work in [21] enabled the simultaneous use of multi-
ple channeled features, by incorporating the kernel method
into the regression problem. Furthermore, the authors pro-
posed a circulant feature structure to solve the kernel regres-
sion problem in the Fourier domain with O(n log n) com-
plexity, despite the matrix inversion operation. Based on
the efficiency of [21], many researchers have proposed im-
proved versions of correlation filter trackers. [28] improved
tracking performance by integrating two correlation filters
that consider the abstract low-resolution and detailed high-
resolution, respectively. [43] additionally extracted the neg-
ative training samples to increase the robustness of correla-
tion filters against background clutter.

Ongoing, [11] resolved the incorrect correlation filter
estimation, resulting from the redundant features from the
boundary of the target ROI, by introducing a spatial regu-
larization term in Eqn.(2). However, the optimization was
solved via the Gauss-Seidel method, which drastically de-
creased tracking speed. [29] improved this by introducing
a temporal regularization term, using the concept of on-
line passive-aggressive learning [8]. Although the tracker
achieved real-time speed with a hand-crafted feature, the
optimization was conducted via the alternating direction
method of multipliers (ADMM) which still requires itera-
tions for optimization.

Meanwhile, methods such as [1, 9] simultaneously ex-
tract features and learn correlation filters from deep neural
networks. [9] focused on significantly reducing the dimen-
sion of the correlation filter, compared to its previous work
in [12]. On the other hand, [1] studied not only the proper-
ties of shallow and deep feature representations for visual
tracking but also the adaptive fusion method between two
representations. These trackers show state-of-the-art perfor-
mance on various benchmark datasets, but do not operate in
real-time, making them unsuitable for UAVs.

2.2 Context-aware Deep Feature Compression Method and
Correlation Filter Tracking

As mentioned previously, we selected [7] as the baseline al-
gorithm for UAV tracking. Here, we demonstrate its fea-
ture compression method that considers an object’s ap-
pearance (i.e. its context). First, a base auto-encoder is
pre-trained with the PASCAL VOC dataset [15]. Subse-
quently, expert auto-encoders are produced with the base
auto-encoder and then fine-tuned with the same dataset, as
described below. The fine-tuning process is executed on the
contextually clustered PASCAL VOC dataset: each cluster
of the dataset contains objects with a similar appearance.
Specifically, the latent features of the dataset, which are pro-
duced by the encoder of the base auto-encoder, are clustered
with the K-means clustering algorithm. Finally, for each Nc

dataset cluster, Nc expert auto-encoders are produced by
fine-tuning each Nc replicate of the base auto-encoder.

This scheme can be effectively utilized when using a
high-dimensional feature obtained from deep neural net-
works. The feature dimension is reduced non-arbitrarily
by the chosen expert auto-encoder. Therefore, the high-
dimensional deep feature is compressed to become low-
dimensional, but dense in terms of the object’s informa-
tion. Meanwhile, the expert auto-encoder is selected by the
context-aware network, which assigns the object’s appear-
ance (i.e. the context) to the well-matched dataset cluster.

In correlation filter tracking, the size of the feature di-
mension is directly linked to the tracking speed. In short, [7]
achieved at least 50fps on the OTB datasets [48, 49] and can
operate up to about 100fps, depending on the experiment
settings. Note that [7] runs at about 80fps in our settings.

3 Three-Mode Ensemble Tracker

As depicted in Fig. 2, the proposed scheme consists of three
tracking modes: i) appearance-based (AT), ii) homography-
based (HT), and iii) momentum-based (MT). The AT mode
operates quickly without compensating for camera motion.
Thus, the tracking accuracy can decline when the target
motion includes the camera motion. The HT mode cor-
rects camera motion using the homographic Kalman fil-
ter (HKF) so that only the target’s motion is considered. In
this way, tracking performance can be improved under sit-
uations where the camera motion effects the target’s motion
in image coordinates. However, both tracking modes can
fail if the camera motion is abrupt or large: the MT mode
handles these situations, by estimating the camera motion
and target momentum in each frame. If the camera motion
is abrupt or large, the next frame’s target position is com-
puted with the camera motion and the target momentum.
Each mode utilizes separate correlation filters, but their ex-
pert auto-encoders are identical. After each mode’s correla-
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Fig. 2: The overall framework of the proposed UAV tracker.

tion response is computed, the final correlation response of
the threefold ensemble is selected based on the peak value
of the response. Of the three tracking modes, we select the
tracking mode with the highest peak value and update the
target’s position and bounding box (BBOX) size according
to the selected correlation response. In the following subsec-
tions, the three tracking modes are described in detail.

3.1 Appearance-based Tracking Mode

In the appearance-based tracking (AT) mode, we expect the
tracker to correctly localize the target in near-static camera
scenarios, where camera motion is trivial. For this sake, we
locally search for the current frame target based on the previ-
ous frame target position. For the feature used in correlation
filter tracking, we use the deep feature compression scheme
in [7], which can contextually compress a deep feature to
produce a small-sized but dense feature. As a result, unlike
most deep learning-based correlation filter trackers, the AT
mode can not only harness the rich information of deep fea-
tures but also track the target at high speed, thanks to the
compression.

In the initial frame of the image sequence, the pre-
trained context-aware network selects the appropriate expert
auto-encoder, as described in section 2.2. After the selec-
tion, the initial target ROI is augmented, and the deep fea-
tures extracted from these ROIs are used to fine-tune the se-
lected expert auto-encoder again. This process is referred
to as the initial adaptation process. During the online track-

ing process, which follows the initial adaptation process, the
expert encoder (i.e., the encoder of the selected expert auto-
encoder) is adopted to compress the deep feature contextu-
ally. Finally, the compressed feature is used for the correla-
tion filter tracking.

3.2 Homography-based Tracking Mode

In parallel to the AT mode, our tracking scheme takes
advantage of the homography-based (HT) tracking mode.
In this mode, we expect the tracker to compensate for
the camera motion during tracking. The camera motion
compensation is essential, as the target motion in the image
coordinates shows non-linear dynamics due to the addition
of the camera motion. To this end, we adopt the HKF to
subtract the camera motion and predict the actual target
motion. Specifically, a correlation filter tracker is applied to
the ROI, which is centered at the predicted target position
via the HKF. The same correlation filter tracker is used as
in the AT mode. The homography is computed by using the
KLT feature tracking algorithm [41], which is fast enough
for real-time tracking.

Homographic Kalman filter: The standard Kalman
filtering procedure is two-folded, comprised of the estima-
tion (Eqn (3) ∼ (5)) and prediction (Eqn (6) ∼ (7)) stages.
In this work, to compensate for camera motion, we adopt
an HKF that requires a warping (Eqn (8) ∼ (9)) stage in ad-
dition to the standard Kalman filter. To describe the HKF,
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let us introduce the superscript ‘(t)’, indicating the reference
frame as the t-th frame. For example, x̃(t−1)

t|t denotes the state
prediction value in the t-th frame, referenced to the (t − 1)-
th frame. We also denote the homography relation between
two images, It and It+1, as Ht+1|t. Then the HKF process can
be written as the following equations:

Kt = Pt|t−1 · JT · (J · Pt|t−1 · JT + R)−1, (3)

x(t−1)
t|t = x̃(t−1)

t|t−1 + Kt · (z
(t−1)
t − J · x̃(t−1)

t|t−1 ), (4)

Pt|t = P̃t|t−1 − Kt · J · P̃t|t−1, (5)

x̃(t−1)
t+1|t = A · x(t−1)

t|t , (6)

P̃t+1|t = A · P̃t|t · AT + Q, (7)[
z(t)

t+1 1
]T

= H−1
t+1|t ·

[
z(t+1)

t+1 1
]T
, (8)[

x̃(t)
t+1|t 1

]T
= Ht|t−1 ·

[
x̃(t−1)

t+1|t 1
]T
. (9)

Note that for the state values (x(·)
(·), x̃(·)

(·)), and the error
covariances (P(·), P̃(·)), subscripts such as n|m are used. For
example, P̃(t|t−1) denotes the error covariance prediction
value in the t-th frame, predicted from the (t − 1)-th
frame. Also note that A, Q, R, K, and J denote the state
transition matrix (i.e., motion model), state covariance
matrix, measurement covariance matrix, Kalman gain, and
unit transformation matrix, respectively. Finally, z is the
measurement data. For the state and measurement, we
use the vector format [u v du

dt
dv
dt ]T , where u and v are the

horizontal and vertical positions in the image coordinates.
In the warping stage, the position vector (i.e., [u v 1]T ) and
the velocity vector (i.e., [ du

dt
dv
dt 1]T ) are warped separately,

both in homogeneous coordinates. Note that the initial
frame velocity vector is set as du

dt = 0 and dv
dt = 0.

Homographic correlation filter tracker: Using the
previous frame target position as the measurement of the
HKF, we predict the target position in the current frame.
However, this predicted target position may be erroneous
for several reasons. Primarily, naive HKF tracking would
fail if the target changes its motion abruptly. Moreover,
motion prediction becomes unreliable if the camera mo-
tion occurs in a non-homographic manner. The typical non-
homographic camera motion occurs when the camera moves
parallel to the direction of the lens, resulting in a zoom-
in-like or zoom-out-like lens effect. Therefore, to take a
sidestep, we apply the same correlation filter used in the AT
mode to the predicted position via the HKF. Specifically, the
predicted target location from the HKF acts as the center
point of the ROI. In turn, deep features are extracted from
the ROI, and the expert encoder compresses the features. As
a result, the homography-based tracker can search for an ob-
ject similar to that in the previous frame, in the vicinity of
the new location predicted using the target’s motion.

3.3 Momentum-based Tracking Mode

Even though homography can represent the camera motion,
calculating that motion correctly is another problem. Since
KLT feature tracking is used to calculate the homography,
an abrupt or large camera motion is difficult to be esti-
mated due to the brightness constancy assumption and mo-
tion blur effects. Homography can also be computed with
feature or descriptor matching methods. However, these
methods do not usually guarantee real-time operation due to
the large amount of matching and outlier-removal computa-
tions. To handle the problem of large or abrupt camera mo-
tion, we propose a momentum-based tracking (MT) scheme
that moves the previous target bounding box (BBOX) by
the amount of the target motion momentum plus the esti-
mated camera motion. The camera motion is estimated in-
directly, by conducting template matching between a wide-
range template patch and search region patch. Meanwhile,
the target motion momentum is estimated as the weighted
sum of the distance between the previous frame target po-
sition and the matched position from the template match-
ing. Note that only the distance under non-excessive camera
motion is added up, where the distance does not exceed a
threshold, denoted as ηt in Eqn (12).

The wide-range template patch (A in Fig. 3) is extracted
at the center position of the previous frame target BBOX.
In the current frame, template matching is performed
by a sliding-window search using color-based matching.
The search region patch is determined by a broad region,
centered at the center position of the previous target BBOX,
which moves by the amount of target motion momentum
(B in Fig. 3). Since the wide-range template patch is
substantially bigger than the target size, it includes the
contextual information of the background around the target,
in addition to the target information. Owing to contextual
information, the template position predicted by the template
matching is located around the target, despite the large or
abrupt camera motion. In addition, color-based template
matching is not affected much by negative effects from an
abrupt camera motion such as motion blur. Afterwards,
like the other tracking modes, the correlation filter tracker
is applied to the input ROI obtained at the center position
of the matched wide-range patch in the current frame. The
details of this tracking mode are described below.

Wide-Range Patch Matching: Fig. 3 illustrates wide-
range patch matching. At the center of the target BBOX in
the (t− 1)-th frame, we crop a wide-range template patch (A
in Fig. 3) which is Ms times larger than the target BBOX.
Now in the t-th frame, we then determine a search region (B
in Fig. 3) which is Mw (> Ms) times larger than the previous
target BBOX (the sky-blue box on the right side of Fig. 3).
Let Tt−1 be the center of the final tracking BBOX in the (t −
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Fig. 3: Wide-range patch matching to estimate an abrupt or large camera motion.

1)-th frame, obtained by the ensemble of the three tracking
modes. The center position of the search region B is set to
Tt−1 + ψt−1, where ψt−1 is the target’s momentum estimated
at the (t−1)-th frame. Subsequently, template patch A is slid
from upper-left of the search region B in a sliding-window
fashion to find a matched patch within B. The matched patch
Ā∗ within B is obtained by

Ā∗ = argmin
Ā

(‖Ā − A‖22), (10)

where Ā (the blue BBOX in Fig. 3) is a sub-region within
B, and is the same size as A. The correlation filter (CF)
input ROI for the MT is determined as shown by the
green BBOX in Fig. 3, where its center position is the
same as that of Ā, and its size is the same as the previous
target BBOX. Likewise, the deep feature is extracted
from this ROI and contextually compressed with the
selected expert encoder. The MT position in the t-th frame
is centered at the peak value location of the correlation filter.

Momentum Update: Let Tt be the center of the fi-
nal tracking BBOX, and Lt be the center of Ā∗ obtained
with template matching, which mainly represents the back-
ground (camera) motion. The difference between Tt and Lt

can be regarded as the approximate momentum of the tar-
get motion when the camera motion is non-excessive within
box A, while not necessarily being non-abrupt. The instant
momentum at the t-th frame is denoted by ψinst

t as

ψinst
t = (Tt − Lt). (11)

We assume that excessive momentum is an abnormal case,
where the camera motion is large. Hence, too large ψinst

t ,
which is greater than the threshold ηt, is ignored. The

smoothed momentum ψt is obtained with low-pass filtering
of ψinst

t as

ψt =

γ ψt−1 + (1 − γ)ψinst
t for ψinst

t ≤ ηt

ψt−1 otherwise,
(12)

where γ is a pre-defined parameter, and ηt is set equal to the
target size in the t-th frame.

4 Experimental Results

4.1 Implementation Details

For the deep feature compression network and correlation
filter parameters, all the settings were set identically to those
in [7]. The settings include the number of expert auto-
encoders (10 auto-encoders), the backbone network for ex-
tracting deep features (truncated VGG-M [42] network),
dataset used for pre-training the neural networks in [7], etc.

The HKF parameters; A (motion model), Q (state co-
variance matrix), R (measurement covariance matrix), and
J (unit transformation matrix) were initially set to the fol-
lowing

A =

(
1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

)
, J = I, Q = 10−8I, R = 10−4I, (13)

where I denotes the 4×4 identity matrix. Some know-how on
selecting and optimizing the HKF parameters are as follows.
The Kalman filtering result largely varies by the Q and R
values, which are crucial parameters of the tracker’s perfor-
mance. In fact, it is better to set these values differently for
each camera environment. For example, in an environment



Motion-aware Ensemble of Three-mode Trackers for Unmanned Aerial Vehicles 7

where the camera fps is low, the reliability of actually ob-
served data value (i.e., an object’s position) becomes impor-
tant. Therefore, we suggest that the coefficient value of R be
set to a small value. However, if occlusion occurs frequently,
the reliability of the predicted data value becomes more im-
portant than the observed data. In this case, we suggest that
the coefficient of Q be set to a small value and the coefficient
of R is set to a high value. According to these guidelines,
we empirically selected the parameters that showed the best
performance for the overall benchmark dataset, within the
limits of our experiment trials.

The wide-range target localization parameters were set
to Ms = 2 and Mw = 8. The weight γ for the momentum
update was set to 0.9.

For the experiment, we used MATLAB and MatCon-
vNet [46]. Additionally, Piotr’s toolbox [13, 14] was effec-
tively utilized. Our computational specifications are as fol-
lows: Intel i7-7740X CPU(@4.30GHz), 32GB RAM, and
NVIDIA GeForce GTX 1080Ti GPU.

4.2 UAV123 Dataset and Evaluation Metric

The UAV123 dataset [34], which was acquired from low-
altitude quadrocopters, consists of 123 high-definition (HD)
resolution videos with full frame BBOX annotations over
110K frames. In addition, 123 video is labeled with 12 at-
tributes, including illumination variation (IV), fast target
motion (FM), and scale variation (SV).

To measure and compare the performance of the pro-
posed tracker and other trackers, one-pass-evaluation (OPE)
of the precision and success curves were used as proposed
in [48]. In the precision and success curve legends, the av-
erage precision score is notified for the precision curve and
the area-under-curve (AUC) for the success curve. Note that
the average precision score indicates the precision percent-
age (%) when the center location error threshold is set to 20
pixels.

4.3 Ablation Studies

Since our tracker is an ensemble of three tracking modes,
we compare its ablation variants. For simplicity, we denote
the proposed mode as ‘AHM’. The variant ‘AH’ denotes the
two-fold ensemble tracker, where the MT mode is excluded.
Similarly, the variant ‘M’ denotes the single mode tracker,
which employs only the MT mode. In this way, a total of 7
tracker variants are as possible: ‘A’, ‘H’, ‘M’, ‘AH’, ‘AM’,
‘HM’, and ‘AHM’.

The upper part of Table 2 shows the average precision
and mean fps results of these variants. The proposed ‘AHM’
shows the best average precision score of all variants. As the

Table 2: Quantitative results of the correlation filter trackers
on the UAV123 dataset [34].

Tracker Pre. Score Mean FPS GPU

Pr
op

os
ed

Proposed(AHM) 69.7% 22.02 Y
tracker-AM 67.7% 40.73 Y
tracker-AH 66.9% 35.21 Y
tracker-HM 66.9% 29.45 Y
tracker-M 66.5% 64.05 Y

tracker-A (TRACA [7]) 64.4% 82.01 Y
tracker-H 59.0% 47.49 Y

R
ea

l-
Ti

m
e

STRCF [29] 67.2% 13.19 N
ARCF-HC [23] 66.9% 21.56 N
ARCF-H [23] 66.4% 45.58 N

BACF [26] 65.9% 27.13 N
DSST [10] 58.9% 36.07 N

KCF(GaussHoG) [21] 51.6% 302.3 N
CSK [20] 47.4% 407.6 N

N
on

-R
T

CFWCR [19] 74.1% 8.90 Y
ECO [9] 73.4% 1.37 Y

SRDCF [11] 65.5% 5.29 N
MUSTER [22] 60.2% 0.91 N

SAMF [31] 59.7% 5.30 N
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Fig. 4: OPE Results for ablation studies. Best viewed on
PDF.

ensemble number decreases, the tracking speed (fps) corre-
spondingly increases. Note that the computational load for
computing homography is greater than that of wide-range
patch matching and momentum update. This can be simply
observed by comparing the tracker speed of variants ‘H’ and
‘M’. Although variant ‘H’ shows the lowest performance,
it contributes to the performance improvement of the en-
semble tracker. That is, variant ‘AH’ improves the preci-
sion score by 2.5% compared to that of variant ‘A’. Like-
wise, the proposed ‘AHM’ improves the precision score by
2.0% compared to that of variant ‘AM’. Conclusively, the
precision score of ‘AHM’ surpasses the baseline tracker (i.e.
variant ‘A’) by 5.3% . The maximum precision score gap be-
tween the tracker variants is 10.7%, with ‘AHM’ scoring the
highest and ‘H’ the lowest. Fig. 4 depicts the precision and
success OPE curves of the variants. Note that tracking vari-
ant ‘A’ is the baseline KCF tracker using a compressed deep
feature.



8 Kyuewang Lee et al.

10 20 30 40 50 60 70 80

Center Location Error Threshold

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

S
uc

ce
ss

ed
 F

ra
m

e 
R

at
io

Precision Plot - Overall

Proposed(AHM) [0.697]
STRCF [0.672]
ARCF-HC [0.669]
ARCF-H [0.664]
BACF [0.659]
tracker-A [0.644]
DSST [0.589]
KCF-GaussHog [0.516]
CSK [0.474]

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

IOU Threshold

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

S
uc

ce
ss

ed
 F

ra
m

e 
R

at
io

Success Plot - Overall

STRCF [0.508]
Proposed(AHM) [0.503]
ARCF-HC [0.496]
BACF [0.492]
ARCF-H [0.486]
tracker-A [0.467]
DSST [0.379]
KCF-GaussHog [0.348]
CSK [0.322]

Fig. 5: OPE Results of Real-time Correlation Filter Track-
ers. Best viewed on PDF.

4.4 Comparison with the state-of-the-art correlation filter
trackers

A. Quantitative analysis

Table 2 also reports the performance of state-of-the-art cor-
relation filter trackers, including real-time and non real-time
trackers, on the UAV123 dataset. Excluding both ECO [9]
and CFWCR [19], which are deep learning-based non real-
time trackers, the performance of the proposed method out-
performs all other correlation filter trackers, regardless of
the real-time operation. Fig. 5 shows the overall OPE pre-
cision and success results of the real-time correlation filter
trackers. We also illustrate the OPE results by attribute in
Fig. 6. The following attribute results clarify the effective-
ness of each tracking mode in the ensemble framework: the
illumination variation and fast motion results show the ro-
bustness of the HT mode, and the scale variation result ex-
hibits the MT mode’s effectiveness. Below, we analytically
explain the results in Fig. 6.

The first row in Fig. 6 shows the overall result of the
real-time correlation filter trackers for the IV attribute. In
such a situation where the image sequence’s illumination
changes, the tracking reliability of the AT and MT modes
is low. This is because the AT mode extracts deep features
from the object’s patch, and the MT mode uses the wide-
range patch matching method. Fortunately, the HT mode can
be helpful for the illumination variation. With a HKF in the
HT mode, the next frame object’s position can be predicted
based on the previous frame object’s positions, which pro-
vides a smoothing effect over the illumination changes. In
the same context, the HT mode might be why the proposed
tracker performs better than other real-time correlation fil-
ter trackers under illumination variation. This is because the
method of the correlation filter tracker itself is essentially a
method of learning an object’s appearance in real-time and
classifying the next frame image patch.

The second row contains the results of the fast motion
attribute. In this case, the object’s position throughout the
image sequence appear broken due to the high speed of the
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10 20 30 40 50 60 70 80

Center Location Error Threshold

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

S
uc

ce
ss

ed
 F

ra
m

e 
R

at
io

Precision Plot - FM(Fast Motion)

Proposed(AHM) [0.654]
tracker-A [0.523]
STRCF [0.513]
ARCF-H [0.497]
ARCF-HC [0.475]
BACF [0.469]
DSST [0.353]
CSK [0.244]
KCF-GaussHog [0.231]

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

IOU Threshold

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

S
uc

ce
ss

ed
 F

ra
m

e 
R

at
io

Success Plot - FM(Fast Motion)

Proposed(AHM) [0.456]
tracker-A [0.377]
ARCF-H [0.366]
BACF [0.358]
STRCF [0.356]
ARCF-HC [0.355]
DSST [0.218]
CSK [0.191]
KCF-GaussHog [0.173]

(b) Fast Motion
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Fig. 6: OPE Results by Attribute of Real-time Correlation
Filter Trackers. Best viewed on PDF.

UAV or the object. In this case, the distance of the object’s
position between two consecutive frames becomes large.
Hence, the MT mode can be helpful due to wide-range patch
matching. Other correlation filter trackers search for objects
in a pre-determined locally small window size. So when the
object’s motion size exceeds this window size, the object
leaves the search range and the tracking fails. However, the
MT mode can cope with such situations well because it en-
ables searching for objects beyond the window size.

The third row contains the result of the scale variation
attribute. Scale variation usually occurs when the UAV ap-
proaches to or retreats from an object. The MT mode can be
helpful in this situation owing to wide-range patch match-
ing. The search region (i.e. B in Fig. 3 is substantially larger
than the template (i.e. A in Fig. 3. Therefore, scale variation
between the size of the correlation filter search window and
the template’s size becomes manageable.
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Frame #300 Frame #2000 Frame #3085

Frame #1399Frame #100 Frame #720 Frame #1100

Frame #100 Frame #330 Frame #420 Frame #635

Frame #1500

Fig. 7: Qualitative results of our tracker and the other trackers for the real-time correlation filter trackers. The tracker BBOX
color follows the color of the OPE curves as in Fig. 5 and Fig. 6. Note that the result of our proposed method is colored in
red. Best viewed on PDF.

B. Qualitative results

Fig. 7 shows the qualitative results of the proposed tracker
and the other trackers. The first row shows the tracking result
for the sequence ‘bike1’ in the benchmark dataset. In the
sequence, the vehicle hovers over a cyclist, moving straight
along a road and goes in reverse at some point near the 2000-
th frame. From the 300-th frame to the 1500-th frame, the
camera not only outruns the cyclist but also its viewpoint
changes. This frame section is appropriate to test the HT
mode, which computes and predicts the object’s sore motion
separately from the camera’s. Similar viewpoint changes oc-
cur throughout the video. Between the 1500-th and 2000-th
frames, the cyclist reverses course. In this situation, the ap-
pearance change and abrupt motion occur simultaneously.
Hence, we selected this frame section to illustrate the effec-
tiveness of AT and MT modes. Finally, between the 2000-th
and 3085-th frame, the camera rotates while the cyclist con-
tinues along the road. In this frame section, the HT mode
would improve the tracker’s performance.

The second row images show the tracking result for the
sequence ‘boat9’. From the beginning of the sequence to the
100-th frame, the object’s size shrinks as it moves vertically
away from the UAV. When it approaches the 720-th frame, it
becomes the smallest. From this point to the 1100-th frame,
the size of the object is small, but its motion relative to its
size is large. In this situation, lacking much appearance in-
formation, the object’s motion information is more useful
than the appearance information. Hence the proposed HT
mode can improve the performance in this situation. This is

because the HKF process in the HT mode can estimate the
object’s motion.

The third row images show the tracking result for the se-
quence ‘car1-s’. This sequence contains several frame sec-
tions where the UAV motion is abrupt. From the 100-th
frame to the 330-th frame, such abrupt UAV motion oc-
curs frequently, but it was not problematic because of the
large object size. Owing to the sufficient object size, it was
possible to extract valid appearance information to be used
for object tracking. However, between the 330-th and 420-
th frames, the object’s size shrinks, reaching its minimum
near the 420-th frame. In short, even in a situation where
abrupt UAV motion continues to occur frequently, the ob-
ject’s size decreases. Additionally, partial occlusion occurs
by a stone structure right after the 420-th frame. These hin-
drances make it difficult to track the object using only the
object’s appearance. In this circumstance, the proposed al-
gorithm can keep track of the target object using the wide-
range patch matching method of the MT mode.

5 Conclusion

In this paper, we proposed a three-mode ensemble tracker
in which each mode performs a suitable task depending on
the tracking scenario. The expertise of each mode creates
synergy in coping with a variety of unexpected camera mo-
tions. The first mode, appearance-based tracking mode, fo-
cuses on a target’s appearance when the camera motion is al-
most static. The second mode, homography-based tracking
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mode, mainly handles a smoothly moving camera situation.
The last mode, momentum-based tracking mode, captures
an abrupt or large camera motions via wide-range template
matching. As demonstrated in experiments on the UAV123
dataset, the ensemble scheme enhanced the baseline corre-
lation filter tracker, while maintaining real-time operation.
The proposed motion-aware ensemble can employ any type
of tracker other than correlation filter trackers.
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