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Abstract
Head pose estimation represents an important computer vision technique in different contexts where image acquisition cannot
be controlled by an operator, making face recognition of unknown subjects more accurate and efficient. In this work, starting
from partitioned iterated function systems to identify the pose, different regression models are adopted to predict the angular
value errors (yaw, pitch and roll axes, respectively). This method combines the fractal image compression characteristics,
such as self-similar structures in order to identify similar head rotation, with regression analysis prediction. The experimental
evaluation is performed onwidely used benchmark datasets, i.e., Biwi andAFLW2000, and the results are comparedwithmany
existing state-of-the-art methods, demonstrating the robustness of the proposed fusion approach and excellent performance.

Keywords Head pose estimation · PIFS · Face detection · Regression models

1 Introduction

Head pose estimation (HPE) is a computer vision technique
for determining the orientation of a human’s head. Head
movements represent an important aspect of a subject, pro-
viding several characteristics like individual’s intentions and
attention. In any context where image acquisition cannot be
controlled by an operator, automated HPE of an unknown
subject makes face recognition much more accurate and effi-
cient [33]. In the last decade, many application systems have
been developed based on the estimation of the human head
directions and movements, finding applicability in several
contexts, such as video surveillance and driving monitoring
systems. In the literature, the head rotation movements can
be determined in different forms. The usually chosen repre-
sentation uses the Euler angles. In particular, a 3D vector is
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obtained, including yaw, pith and roll angles. Figure 1 shows
the head pose along the three axes, respectively, x , y and z.
Estimating the head movements from 2D images is actually
an open and still challenging problem for many applications
that require head rotation knowledge. In this paper, we con-
sider a classification method based on fractal self-similarity
of images, called HP2IFS [5] and apply four different re-
gression models in order to improve its performance in head
pose estimation. We performed an experimental evaluation
of this novel method over two well-know datasets: Biwi [11]
and AFLW2000 [19]. The article is structured as follows.
In Sect. 2, is introduced a literature review of 2D and 3D
methods for head pose estimation; Sect. 3 illustrates the
HP2IFS method; Sects. 4 and 5 analyze, respectively, the re-
gressionmethods applied toHP2IFS and the datasets adopted
in the experimental phase; Sect. 6 describes the experimental
results. Finally, conclusions are showed in Sect. 7.

2 Related work

Many HPE algorithms have been proposed over the years.
We divide the HPE approaches available in 2D (intensity)
or 3D (depth) image work. 3D data imply the use of special
sensors and cameras capable of capturing the subject and
acquiring its depth, furthermore, for this type of acquisition
the operating distance between the camera and the subject
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Fig. 1 The head rotations movements represented in yaw, pitch and roll
angles

is limited; for these reasons, the use of the above methods
in real contexts is very limited and the methods that use 3D
images often also use 2D images.

2.1 2D imagemethods

In the category of approaches working on 2D images, we
have many methods involving machine learning techniques
in particular with the use of DNN and CNN. Themethod pre-
sented in [28] estimates head pose through a neural network
on the Pointing’04 dataset. This dataset contains pitch and
yaw information only. FSA-Net [32] is another method that
estimates head pose based on the use of a neural network,
which is based on regression and aggregation of character-
istics. In [31], the authors propose a Coarse-to-Fine strategy
using a deep learning approach, jointly training two subnets
to classify the frame into four classes and then to estimate
the pose via Fine regression. The method in [26] uses the
combination of two trained CNNs to identify both the head
and the body pose; similarly, the HPE approach in [7] adopts
information from video sequence in order to estimate the
head orientation through the movement direction analysis
of an individual. QuatNet, a multi-regression loss function
applied in [17], estimate head rotations with a CNN, using
RGB frames without depth information. The work in [21]
proposes awhole body estimationmethod, and it is composed
of three steps: (1) in the first step, the person’s appearance
characteristics are extracted using the HOG technique; (2)
the second step updates a classifier with the person’s tracking
and direction information. Based on the direction in which it
walks and the information of the first module, the third step
estimates the body orientation, merging the characteristics
collected from the previous steps. The authors in [22] analyze

the region of the nose, based on its orientation they evaluate
the pose of the face. The experiments carried out show that
this information has a high discriminatory power to deter-
mine the orientation of the head compared to the techniques
that are based on the analysis of the entire facial region. In
[25,27], through transfer learning two well-known neural
networks are used, respectively, Multi-Loss ResNet50 and
Hyperface. ResNet50 is used to predict the three face degrees
of freedom (yaw, pitch and roll angles, respectively) directly
from the image; Hyperface trains a CNN to identify the face
region, individuate the facial reference points and estimate
the subject pose. In [20], they address the face alignment
problem with Kepler that uses Efficient H-CNN Regressors
for obtaining iteratively Keypoint Estimation and Pose pre-
diction of unconstrained faces. In [1], the method QuadTree
Pitch Yaw and Roll (QT-PYR) is discussed. This approach
extracts the 68 landmarks facial points and adopts aQuadTree
model to encode the pose through a vector. This vector will
be compared to the ground truth to estimate the pose. This
method does not make use of neural networks. The papers
[2,3] obtain a face pose coding building aWeb-ShapedModel
through the reference points of the face. In hGLLiM [10],
they experiment different classifiers and regression meth-
ods, proposing to use a mixture of linear regressions that
learns to map high-dimensional feature vectors (extracted
from the face bounding boxes) on the head pose angles and
the bounding box displacements, so that they are predicted
in robust way in the presence of unobservable phenomena.
In the method presented in [9], the HPE is formulated as
a mixture of linear regression problems. The method maps
the HOG-based descriptors extracted from the face bounding
boxes to the corresponding head poses. Finally, the authors
in [15] address the head pose estimation challenge analyzing
low-resolution frames with a large angles range and using
chrominance-based functions. These images constitute the
input for a linear auto-associative memory, which is calcu-
lated for each head pose using a Widrow–Hoff learning rule.

2.2 3D imagemethods

The majority of the existing solutions operate in 2D images,
but 3D imaging has also been exploited here. For exam-
ple, [12] explores the orientation of a human’s head using
depth information. The authors, with a statistical model
of the face, train a large amount of synthesize and anno-
tated data. The experimental evaluation demonstrates that
the method is capable of handling real-world data with
non-cooperative subjects, partial occlusions of facial regions
and facial expression changes, even if it is only trained on
synthetic facial data. In [34], 3DDFA (3DDense Face Align-
ment) is proposed, which adapts a dense Morphable 3D
model (3DMM) of a face to an image via cascading CNN.
In [6], FAN is presented, in which a very large 2D dataset is
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synthetically expanded by converting the annotations of the
2D landmarks into 3D and unifying all the existing datasets,
leading to the creation of LS3D-W. The method presented in
[8] introduces a robust method in the case of variable light-
ing and rotation. Head pose is estimated from 2D key points
drawn in two consecutive frames in the head region and their
3D projection on a simple geometric model. In the automo-
tive field, [24] presents a solution for monitoring the driver’s
head. By combining 2D and 3D information, head position is
estimated and regions of interest identified. This is to detect
special driver-related events such as drowsiness or inatten-
tion.

3 HP2IFS: partitioned iterated function
systems for head pose estimation

The method adopted to estimate an individual’s head pose
is proposed in [5]. This approach is closely related to fractal
image compression and, consequently, to the concept of par-
titioned iterated function systems (PIFS) [14]. In particular,
fractal compression bases its origin on self-similar structures,
which possess almost the same features at any level of detail
they are enlarged. Thus, it is possible to describe and generate
fractals using extremely simple recursive deterministic algo-
rithms, gradually producing copies of oneself or portions of
oneself at various scaling factors. Fractal compression essen-
tially consists in searching, for the whole image or part of it,
the fractal object that is best suited to approximating its infor-
mation content and in encoding the description of the object
associated with the image. Originally used as a lossy image
compression algorithm, the HP2IFS approach [5] allows to
analyze the self-similarity of two images representing a sim-
ilar head rotation.

The main steps characterizing the fractal encoding algo-
rithm are the following:

1. Partition the input image into Ri non-overlapping blocks
of size N × N (namely Range Blocks).

2. Partition the input image into overlapping Dj blocks of
size 2N × 2N (Domain Blocks).

3. Determine the self-similar parts within the image, mem-
orizing every possible area in terms of the image itself
through contractive transformations, i.e., applying var-
ious combination of geometrical transformations and
luminance factors.

Therefore, iterating a series of affine transformations fi ,
the fractal compression algorithm goal is the finding of best
matching block for each R block, satisfying the minimum
distortion error. These transformations represent the frac-
tal encoding result. So, in HP2IFS method, given an image
as input, we identify the face using Viola Jones’s algorithm

Fig. 2 Fractal encoding process: domain and range blocks

[30]. Then, using a pre-trained regression method [18], the
68 facial landmark points are identified in order to create a
facial mask. The resulting mask is encoded using the frac-
tal compression algorithm (see Fig. 2). As above-mentioned,
the matrix created by fractal encoding is converted into a
pose feature vector which will be compared with the built
reference model.

4 HP2IFS: regressionmodels

Toestimate the pose of an individual,we use the classification
method shown in Fig. 3B) [5], and subsequently, we compare
with the regression approach. In particular, the resulting array
from fractal encoding is compared with a reference model
using the Hamming distance [16]. The reference model is
obtained from a part of the dataset involved in the tests.

Regression analysis is a predictive modeling technique in
which the target variable to be estimated is continuous. By
definition, regression represents the learning process of a tar-
get function f thatmaps each attribute x to continuous output
[13]. So, the goal is to find the target function that is able to
adapt to the input with the minimum error. In this work, start-
ing from HP2IFS approach to identify the pose, we adopt 4
different regression models to perform the results, for yaw,
pitch and roll angles. This procedure is illustrated in Fig. 3C).
Further details are present in the following subsections.

4.1 Linear regression

Linear regression (LR) represents the simplest form of
regression [4]. The relationship between dependent and
independent variables is assumed to be linear. In Eq. 1, y
represents the dependent variable to be estimated, x and ε

are, respectively, the independent variable and the error term.
β is the regression coefficient.

y = βx + ε (1)
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Fig. 3 Framework of the proposed method: A HP2IFS approach; B classification; C regression

A relationship between variables of interest does not nec-
essarily imply that one variable is the cause of the other, but
that there is a significant association between the two vari-
ables.

4.2 Bayesian ridge regression

Ridge regression, also known as Tikhonov regularization,
is a classical regularization technique of Linear regression
[29]. This model estimate has a Bayesian interpretation. In
particular, adopting a fully probabilistic model, in which the
prior of the coefficients are given by a spherical Gaussian,
it is possible to obtain a Ridge regression using a Bayesian
view (see Eq. 2).

p(w|λ) = N (w|0, λ−1, Ip) (2)

4.3 Logistic regression

Logistic regression (LgR), also called as Logit model, is a
nonlinear regressionmodel usedwhen thedependent variable
is dichotomous. LgR through statistical methods allows to
generate a result which represents a probability that a given

input value belongs to a specific class. The goal is to establish
the probability with which an observation can generate one
or the other value of the dependent variable [23]. Eq. 3 refers
to Logit model:

y = eα+βx

1 + eα+βx
(3)

4.4 Lasso regression

Lasso regression, acronym of Least Absolute Shrinkage and
Selection operator, is a regularized version of Linear regres-
sion [13]. It adopts the L1 penalty in the objective function.
So, the optimization objective is expressed by Eq. 4:

min
1

2nsamples
||y − Xw||22 + α||w||1 (4)

Lasso regression performs a selection of the independent
variables, bringing the remaining ones to zero through an
appropriate value of the associated weight, and generating a
sparse model.
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Fig. 4 SomeRGBanddepth frames from theBiwi datasetwith different
head-poses

5 Datasets

The following datasets were used for experimentation and
comparison with the state-of-the-art: Biwi dataset [11] and
AFLW2000 dataset [19].

5.1 Biwi dataset

Biwi Kinect Head Pose Database [11] contains RGB-D
images of 20 different people (6 females and 14 males) with
a total of over 15,000 frames. For each subject, it includes a
file with extension .obj with the three-dimensional model of
the head of the subject. In Fig. 4, there are five video frames
of subject 01 (top) and corresponding depth frames of the
same subject (bottom). For 10 subjects, 3D models of the
individuals’ heads were processed with the Blender graphics
engine to obtain 2223 different poses from each 3D subject.
For each subject, there are all the possible combinations of
pose in terms of pitch, yaw and roll angles (13 variations in
pitch, 19 in yaw and 9 in roll) with steps of 5◦ each. Through
this procedure, it was possible to annotate each frame with
pitch, yaw and roll, in order to use the figures as a ground
truth for experiments.

5.2 AFLW2000 dataset

The AFLW2000 dataset [19] provides the first 2000 images
of the Annotated Face Landmarks in the Wild (AFLW)
dataset, extract from Flickr social network. In AFLW, the
faces depicted are annotated with the pose of the face in the
degrees of yaw, pitch and roll. These faces have randomposes
and different ages, ages, facial expressions, environmental
conditions, etc. In Fig. 5, there are some image extracted
from the AFLW2000 dataset.

Fig. 5 Samples from the AFLW2000 dataset with different head-poses

Table 1 Results on the subsets of Biwi applying HP2IFS-BRR model

Subset Yaw Pitch Roll Overall MAE

1 7.06 7.22 3.47 5.91

2 5.72 4.6 2.39 4.23

3 7.27 6.72 11.66 8.55

4 6.38 5.15 2.65 4.72

5 5.96 4.56 3.06 4.52

6 6.18 5.06 2.83 4.69

7 6.82 6.1 3.06 5.32

8 7.13 4.9 2.7 4.91

9 6.23 4.78 3.37 4.79

10 7.2 5.58 2.83 5.20

Mean 6.59 5.46 3.80 5.28

6 Experimental results

As introduced in Sect. 5, the experiments were performed
on BIWI and AFLW2000 datasets. Biwi dataset provides 10
identity with several images each. Consequently, we created
our model applying a one-left-out technique. In particular,
we performed 10 different experiments set using in turn 1
subject as a tester and the others as a model. Each individual
has a wide range of poses that cover the angular variation
over the three degrees of freedom. Table 1 shows the results
obtained for each subject tested in terms of MAE, applying
the regression models mentioned in Sect. 4. The presence of
large variations in errors between an experimental subset and
the other demonstrates the geometrical difference between
the faces of the various subjects.

ForAFLW2000 database, the 70%of the frames randomly
selected were used to create the model reference and the
remaining30%were adopted for the test. The results obtained
by the combination ofHP2IFSmethod and regressionmodels
were analyzed through the Mean Absolute Error (MAE), a
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Table 2 MAE (degrees) of yaw, pitch and roll on Biwi database

Method Yaw Pitch Roll MAE

Coarse-to-Fine [31] 4.76 5.48 4.29 4.84

FSA-Net [32] 4.27 4.96 2.76 3.99

hGLLiM [10] 6.06 7.65 5.62 6.44

Multi-Loss ResNet50 [27] 5.17 6.97 3.39 5.17

QT-PYR [1] 5.41 12.80 6.33 8.18

QuatNet [17] 4.01 5.49 2.93 4.14

HP2IFS [5] 4.05 6.23 3.30 4.52

HP2IFS-LR 6.57 5.47 3.80 5.28

HP2IFS-BRR 6.59 5.46 3.80 5.28

HP2IFS-LgR 9.73 5.82 6.22 7.86

HP2IFS-LsR 6.58 5.29 3.80 5.28

The bold values are represent the comparison between HP2IFS method
and the novel approach described in this paper

performance index commonly used in HPE evaluation.MAE
measures the average over the absolute differences between
the predicted values (in this case, the predicted poses) and the
actual observation (i.e the ground truth poses), as indicated
in Eq. 5:

MAE = 1

n

n∑

j=1

|y j − ŷ j | (5)

where y j is the angular value of true pose and ŷ j is the angu-
lar value of predicted pose. The comparison with existing
literature review, described in Sect. 2, is reported in the fol-
lowing tables. Our HP2IFS regression methods on Biwi and
AFLW2000 datasets are showed, respectively, in Tables 2
and 3. The proposed fusion approach includes four types of
regression: Linear (HP2IFS-LR), Bayesian Ridge (HP2IFS-
BRR), Logistic (HP2IFS-LgR) and Lasso (HP2IFS-LsR).

All values reporting in the tables represent the MAE for
each of the three angular poses, including an overall MAE
along the three axes.

Table 2 shows the results performed on Biwi dataset and
compared with other state-of-art approaches. In Bayesian
Ridge regression model, it is possible to observe the roll
angular error and the overall MAE similar to HP2IFS classi-
fication method, and the pitch angular error better than some
other deep learning-based approaches. HP2IFS yaw angular
error represents the only exception.

Table 3 reports the comparison results on AFLW2000
database. The Lasso regression model provides lowest MAE
value respect to all other state-of-the-art methods, including
pitch and roll angular errors. Very few exceptions, as for the
Biwi dataset in Table 2, are related to methods that use the
neural networks. It can also be noted that HP2IFS-LsR yaw
angular error value is very close toHP2IFS yaw error. Finally,

Table 3 MAE (degrees) of yaw, pitch and roll on AFLW2000 database

Method Yaw Pitch Roll MAE

3DDFA [34] 5.40 8.53 8.25 7.39

FAN [6] 6.35 12.27 8.71 9.11

Hyperface [25] 7.61 6.13 3.92 5.89

Kepler [20] 6.45 5.85 8.75 7.01

Multi-Loss ResNet50 [27] 6.47 6.55 5.43 6.15

QT-PYR [1] 7.6 7.6 7.17 7.45

QuatNet [17] 3.97 5.61 3.92 4.50

HP2IFS [5] 6.28 7.46 5.53 6.42

HP2IFS-LR 6.71 6.90 4.48 6.03

HP2IFS-BRR 6.59 7 5.19 6.26

HP2IFS-LgR 8.16 7.71 5.86 7.24

HP2IFS-LsR 6.70 6.90 4.48 6.02

The bold values are represent the comparison between HP2IFS method
and the novel approach described in this paper

Figs. 6 and 7 illustrate, respectively, the error distribution in
terms of percentage of tested images using Bayesian Ridge
regression model (BRR) and Lasso regression model (LsR)
on Biwi and AFLW2000 datasets, thus showing a similar
trend anticipated by the results (see Tables 2, 3). In partic-
ular, for BIWI dataset 90% of the poses has error less than
20◦ and maximum error equal to 60◦ for yaw (see Fig. 6).
For AFLW2000 benchmark, 90% of the images have an error
less than 15◦ andmaximum error equal to 35◦ for yaw, as can
be seen in Fig. 7. Since x shows the pose estimation error in
degrees, we can see that for yaw there is a higher percentage
of poses and a higher error; this is because the images have
pose variations with a wider range in yaw.

The total time to perform the pre-processing phase on an
image with size 256×256 is 0.06 s, including the face detec-
tion and localization, the landmark prediction and, finally, the
mask creation process. All the experiments are performed on
a MacBook Pro 2.6 GHz Intel Core i7 6 core 16 GB 2667
MHzDDR4 Intel UHDGraphics 630 1536MB, with Python
3.6.8.

7 Conclusions

In this work, four different regression methods combined
with HP2IFS approach are analyzed to estimate an individ-
ual’s head pose. In particular, HP2IFS regression method
merges fractal image compression self-similarity properties
with regression models prediction, thus identifying similar
head rotations. The experiments carried out on widely-used
benchmark datasets includingBiwi andAFLW2000 are com-
pared with many state-of-the-art approaches, demonstrating
excellent performance and obtaining accurate angular values
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Fig. 6 Errors on Biwi dataset respect to the tested images (%) in
HP2IFS-BRR

Fig. 7 Errors on AFLW2000 dataset respect to the tested images (%)
in HP2IFS-LsR

along the three axes, i.e., for yaw, pitch and roll. The proposed
fusion methodology is superior to other deep-learning-based
methods, and it also requires no training phase.
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