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Abstract. An information-theoretic private information retrieval (PIR) protocol al-
lows a user to retrieve a data item of its choice from a database replicated amongst
several servers, such that each server gains absolutely no information on the identity of
the item being retrieved. One problem with this approach is that current systems do not
guarantee availability of servers at all times for many reasons, e.g., crash of server or
communication problems. In this work we design robust PIR protocols, i.e., protocols
which still work correctly even if only some servers are available during the protocol’s
operation. We present various robust PIR protocols giving different tradeoffs between
the different parameters. We first present a generic transformation from regular PIR
protocols to robust PIR protocols. We then present two constructions of specific robust
PIR protocols. Finally, we construct robust PIR protocols which can tolerate Byzantine
servers, i.e., robust PIR protocols which still work in the presence of malicious servers
or servers with a corrupted or obsolete database.

Key words. Privacy, Distributed databases, Information-theoretic secure protocols,
Fault-tolerance computation.

1. Introduction

A private information retrieval (PIR) protocol allows a user to retrieve a data item
of its choice from a database, such that the server storing the database does not gain
information on the identity of the item being retrieved. For example, an investor might
want to know the price of a certain stock in the stock-market without revealing which
stock she is interested in. The problem was introduced by Chor et al. [23], and has
attracted a considerable amount of attention. It is convenient to model the database by
an n-bit string x, where the user, holding some retrieval index i, wishes to learn the
ith data bit x;. In the information-theoretic setting, the user accesses replicated copies

* A preliminary version of this paper appeared in [13].

295



296 A. Beimel and Y. Stahl

of the database kept on different servers, requiring that each server gains absolutely no
information on the bit the user reads.

The definition of PIR protocols raises a simple question—what happens if one of the
servers crashes during the operation? How can we devise a protocol which still works
in the presence of crashing servers? Current systems do not guarantee availability of
servers at all times for many reasons, e.g., crash of server or communication problems.
Our purpose is to design robust PIR protocols. Given a database x which is replicated
amongst £ servers, and a parameter k < £ which specifies the minimal number of servers
that are available at any moment, the user in our protocol can retrieve x; by using the
answers of any k servers. That is, even if £—k severs are unreachable while the protocol
is being performed, the user can still reconstruct x;. The user does not need to know in
advance which servers are online and which servers will be online during the process.

A trivial solution to this problem is to execute an independent PIR protocol for each

group of k servers. This yields a solution whose complexity is (,f) times the complexity

of the best known PIR protocol. Even for fairly small ¢ and k, the factor (]f) may be

too expensive. Another trivial solution is that the user first checks which servers are
available and then executes a regular PIR protocol with these servers. The problem with
this solution is that it necessitates two rounds of communication. Another problem is
that servers can crash between the first round and the second round. Our goal is to design
robust protocols in which the dependency of the communication complexity on £ and k
is polynomial.

We next present two additional motivating examples. First, consider a database which
isupdated frequently. In this case the servers might hold different versions of the database.
If the user and servers execute a robust PIR protocol, and each server sends the version
number of the database, then as long as a big enough subset of the servers holds the latest
version of the database, the user can recover the desired bit. Second, consider a system
in which the servers do not have the same response time. Furthermore, the response time
may vary according to the server’s load at a specific moment. In this case, using a robust
protocol, the user needs only the first k answers it receives, i.e., it need not wait for slow
servers.

1.1. Related Work

Before proceeding, we give an overview of some known results on PIR. The simplest
solution to the PIR problem is sending the entire database to the user. This solution is
impractical for large databases. However, if there is a single server and it is not allowed to
gain any information about the retrieved bit, then the linear communication complexity
of this solution is optimal [23]. To overcome this problem, Chor et al. [23] suggested that
the user accesses replicated copies of the database kept on different servers, requiring
that each server gains absolutely no information on the bit the user reads (thus, these
protocols are called information-theoretic PIR protocols). The best information-theoretic
PIR protocols known to date are summarized below:

1. A two-server protocol with a communication complexity of O (n!/3) [23].
2. A k-server protocol, for any constant k > 1, with communication complexity of
O (k* log kn'/ k=1 bits [65] (improving on [23], [3], [38], [37], and [8]).
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3. A k-server protocol, for any constant £ > 1, with a communication complexity of
O(ZO(k) . n(210g10gk)/(klogk)) bits [11].

4. A protocol with O(logn) servers and a communication complexity of
0(10g2n10g logn) bits [5], [6], [23] (the protocol of [5] and [6] was done in
the context of the instance hiding problem).

In all these protocols it is assumed that the servers do not communicate with each other.
Protocols in which the user is protected against collisions of up to ¢ servers, called 7-
private protocols, have been considered in [23], [37], [8], and [65]. Specifically, the best
communication complexity of such a protocol is O (k?/t log kn'/LZ¥=D/t]) bits [65]. No
strong general lower bounds on PIR are known. A constant-factor improvement over the
trivial log n bound, for any constant k, was obtained in [47]. The constant in the lower
bound for a two-server PIR was improved to 5 log n in [64]. Stronger lower bounds were
given for restricted protocols [39], [36], [7], [41], [64], [54]. Several extensions of the
basic model of PIR have been considered in [12], [26], [34], [35], and [50]. A survey on
PIR can be found in [32].

One particularly interesting application of PIR is for the construction of so-called
locally decodable codes. A locally decodable code allows encoding a database x into a
(longer) string y, such that even if a large fraction of y is adversarially corrupted, each
bit of x can still be decoded with high probability by probing a few (randomly selected)
locations in y. In [40] tight connections between such codes and information-theoretic
PIR have been shown. In particular, information-theoretic PIR protocols can be converted
into locally decodable codes of related efficiency, and the best known upper bounds on
the length of locally decodable codes were obtained from PIR protocols. Lower bounds
for locally decodable codes were introduced in [40], [36], [52], [25], [41], [64], and [57].

A different approach for reducing the communication is to limit the power of the
servers; i.e., to relax the perfect privacy requirement into computational indistinguisha-
bility against computationally bounded servers (thus, these protocols are called compu-
tational PIR protocols). In [43], following a two-server protocol of [22], it is proved
that in this setting one server suffices; under a standard number-theoretic intractabil-
ity assumption they construct, for any constant ¢ > 0, a single-server protocol with
a communication complexity of O(n®) bits. Essentially the same construction can be
based on any homomorphic encryption scheme [47], [60], [66]. A single-server protocol
with a polylogarithmic communication complexity, based on a new number-theoretic
intractability assumption called the ®-hiding assumption, is presented in [19]. Other
single-server protocols with polylogarithmic communication complexities, based on dif-
ferent hardness assumptions, were presented in [21], [45], and [33]. In [44] a construction
of a protocol based on a very general assumption, the existence of trapdoor permutation,
with communication complexity n(1 — 1 /polylog(n)) is presented. Necessary conditions
for the existence of computational PIR protocols with sub-linear communication were
presented in [10] and [27]. Other works which use PIR protocols are [53], [20], and [28].

One of the main tools we use in this paper is perfect hash families which were intro-
duced by Sprugnoli [59]. These families are used to construct a data structure enabling
the retrieval of an item from a static table with a single probe. Several constructions of
perfect hash families were given, e.g., [59], [63], [31], and [58]. In the last few years,
perfect hash families have been applied to circuit complexity problems [51], derandom-
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ization of probabilistic algorithms [2], threshold cryptography [14], [16], and other tasks
in cryptography [29], [61]. Perfect hash families are also considered from a combina-
torial point of view [1], [4], [15], [17], [30], [42], [62]. A comprehensive overview on
perfect hashing can be found in [24].

1.2. Our Results

We present several protocols with various features which address the robust PIR problem.
These protocols are incomparable, i.e., for different values of n and k we will get better
results using different protocols.

Our first result is a generic transformation from k-out-of-k PIR protocols to robust
k-out-of-£ PIR protocols: we show that if there exists an (£, k) minimal perfect hash
family of size wy ; (for the definition of minimal perfect hash families, see Definition 3.3)
and if there exists a k-out-of-k PIR protocol with communication complexity PIR ()
per server, then there exists a k-out-of-¢ PIR protocol with communication complexity
wg ¢ - PIRg(n) per server. Since this transformation is generic, any improvement in the
communication complexity of k-out-of-k PIR protocols (e.g., the result of [11]) directly
translates to improved robust PIR protocols. The best known explicit constructions of
hash families [48], [58] have size log € - 2°® (this is basically optimal [48]). That is,
this transformation is logarithmic in ¢, however, it is exponential in k. We also present
a generic transformation from ¢-private k-out-of-k PIR protocols to robust z-private k-
out-of-¢ PIR protocols.

Our second result is a robust PIR protocol using the polynomial interpolation-based
PIR protocol of [5], [6], and [23]. This protocol is a k-out-of-£ PIR protocol with a com-
munication complexity of O (kn'/*¢1og £). That is, the communication in this protocol
is polynomial in £ and k. However, its dependency on n is worse than the protocols
obtained via the generic transformation.

Our third protocol combines Shamir’s secret sharing scheme with the two-server
protocol of [23]. This results in a 2-out-of-£ protocol with communication complexity of
O(n'3¢log £), that is, the same communication complexity that can be achieved using
the generic protocol. We present this protocol as it is a more direct approach; we hope
that this approach will be used in the future to construct more efficient protocols for
larger values of k.

Finally, we extend our discussion to robust PIR protocols which can tolerate Byzantine
servers. That is, we require that the user can reconstruct the correct value of x; even if the
answers of some servers are maliciously altered. We first show a generic transformation
from robust PIR protocols to robust PIR protocols that tolerate Byzantine servers. In
particular, we obtain two robust k-out-of-¢ PIR protocols where the user can reconstruct
the correct value of x; as long as it receives at least k answers, of which at most k/3 are
corrupted. The communication complexity of these protocols is 20 ®n!/Ck/31=Dy]og ¢
and 200 Odoglogk/klogh) g 100 ¢, respectively. More generally, our protocols exhibit a
tradeoff between the number of Byzantine servers and the communication complexity.
We next present an explicit construction of a robust k-out-of-¢ PIR protocol where the
user can reconstruct the correct value of x; as long as it receives at least k answers of
which at most k/3 are corrupted with communication complexity O (kn'/*/31¢1og )
(that is, better dependency on k but worse dependency on n).
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Table 1. Summary of the complexity of our various protocols.

PIR type Complexity Method Where
k-out-of-¢ 200 1/Ck=D g 100 ¢ Generic + [58], [48],[3]  Corollary 3.6
k-out-of —¢ 20k, 2loglogh)/(klogk) o log ¢ Generic + [58], [48], [11]  Corollary 3.7
k-out-of-£ O (kn'/*210g €) Polynomial interpolation ~ Theorem 4.3
2-out-of-£ o' log €) Shamir’s secret sharing Theorem 5.2
t-private k-out-of-¢ 0OMpI/Ik=D/tlg10g ) Generic + [58], [48],[8]  Corollary 3.9
k
t-private k-out-of-£ o (; pl/LE=D/11+D log E) Polynomial interpolation Theorem 4.5
k —
LTGJ Byz. k-out-of-¢ 20@p1/Ca=Dy1og ¢ Generic + Corollary 3.6 Corollary 6.3
k — ~
LTaJ Byz. k-out-of-¢ ~ 20@pQ@logloga)/(aloga)plog ¢ Generic + Corollary 3.7 Corollary 6.3
k 1/1k/3) iali »
3 Byz. k-out-of-¢ O (kn *1llogt) Polynomial interpolation Theorem 6.4
b-private b Byz. E 1/(L(k=2)/b]—1) .
k-out-of-£ (b < k/3) o (b n Llog?t Generic + Theorem 4.5 Corollary 6.6

We summarize the complexity of the various protocols we obtain in Table 1.

1.3. Subsequent Work

Parallel to our work [13], the question of PIR in the presence of Byzantine failures
has also been addressed by Yang et al. [67]. They construct a b-private b Byzantine-
robust k-out-of-£ PIR protocol (where b < k/2) with communication O (nflog¥€) (for
the definition of b-private b Byzantine-robust PIR see Section 6). Using a b-private
k-out-of-k protocol of [23] combined with the ideas of [67], this can be improved to
O ((k/b)n'/ (k72614 ¢ 1og ¢). In comparison, our protocol, presented in Corollary 6.6, is
slightly more efficient and has communication complexity O ((k/b)n!/(L&=2/b1=D g 1og £),
however, it requires that b < k/3.

In a work done after our original work, Woodruff and Yekhanin [65] suggested an
elegant geometric approach to information-theoretic PIR. Using their approach, they ob-
tain several improvements over previous protocols in the dependency in k. Their results
are already surveyed in Section 1.1; our results do not rely on the results of [65]. In
addition, Woodruff and Yekhanin [65] improve our results in Corollary 3.6 and Theo-
rem 4.3, presenting a k-out-of-£ PIR protocol with complexity O (kn'/*=D¢log £). The
communication complexity of this protocol is incomparable with the communication
complexity of our protocol presented in Corollary 3.7. Plugging the result of [65] in
Theorem 6.2, we obtain a | (k — a)/2]| Byzantine-robust k-out-of-£ PIR protocols with
total communication O (an'/?*~D¢log ¢).

Organization. In Section 2 we provide the necessary definitions. In Section 3 we
describe our generic transformations from PIR protocols to robust PIR protocols. In
Sections 4 and 5 we describe specific constructions of robust PIR protocols. In Section 6
we present a robust PIR protocol tolerating Byzantine servers. In Section 7 we discuss
some open problems. Finally, in the Appendix we describe a construction of the perfect
hash family we use in our paper.
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2. Preliminaries

2.1. Notation

We start with some notation used throughout the papers. The set {1, ..., k} is denoted
by [k]. The finite field with ¢ elements, where g is a prime-power, is denoted by GF(g).
Vectors are denoted by bold letters, e.g., V. The jth coordinate of a vector V is denoted
by V[Jjl.

2.2. PIR Protocols

We define one-round information-theoretic PIR protocols." A k-out-of-£ PIR protocol
involves £ servers S, . . ., Sy, each holding the same n-bit string x (the database), and a
user who wants to retrieve a bit x; of the database.

Definition 2.1 (Robust PIR). A robust t-private k-out-of-€ PIR protocol P = (R, Q,
A, C) consists of a probability distribution R over a given set R (the set R is part
of the specification of the protocol) and three algorithms: query algorithm Q(, -, -),

answering algorithm A(-, -, -), and a reconstruction algorithm C(-, -, ..., -) (C has k + 3
arguments). At the beginning of the protocol, the user picks a random string r according
to the distribution R. For j =1, ..., £, it computes a query g; = Q(j, i, r) and sends

it to server S;. Each server responds with an answer a; = A(j, gj, x). (The answer
is a function of the query and the database; without loss of generality, the servers are

deterministic.) Finally, the user, upon receiving (atleast) k answers a;,, . . . , a;,, computes
the bit x; by applying the reconstruction algorithm C(i, r, K, a;,, ..., a;,), where K =
{J1, ..., jk}- The protocol must satisfy the following requirements:

Correctness. The user always computes the correct value of x; from any k answers.
Formally, for every i € {1, ..., n}, every string r € R, every set K = {ji,..., ji} C
{1,..., £}, and every database x € {0, 1}",

C(lv r, K? A(jlv Q(jh iv r)s x)v s A(jks Q(jkv i» r)v )C)) = X;.

t-Privacy. Each collusion of (at most) ¢ servers has no information about the bit that the
user tries to retrieve: for every two indices iy, i» € {1, ..., n}, for every {ji, ..., j;} C
{1, ..., ¢}, and for every ¢ possible queries {01, ..., 0/},

Pr[¥pe1QUp, i1, 1) = 0b] = Pr[Vpen1 QU i2, ) = sl

where the probability is taken over the choice of r € R according to the distribution R.2

We refer to a robust z-private k-out-of-£ PIR protocol as a ¢-private k-out-of-¢ PIR
protocol and to a robust 1-private k-out-of-£ PIR protocol as a k-out-of-£ PIR protocol.

1 All the protocols constructed in this paper, as well as all previous information-theoretic PIR protocols,
require a single round of queries and answers. This definition may be extended to multi-round PIR in a natural
way.

2 For this definition it is enough to consider collusions of exactly ¢ servers (unlike private computations
where parties have different inputs).
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The main difference between a PIR protocol and a robust PIR protocol is in the correct-
ness requirements. That is, the regular k-server PIR protocols are robust k-out-of-k PIR
protocols.

Definition 2.2 (Communication Complexity). Given a k-out-of-¢£ PIR protocol, the
communication per server is the number of bits communicated between the user and
any single server on a database of size n, maximized over all choices of x € {0, 1}",i €
{1, ..., n}, and random inputs. The total communication in the protocol is the number of
bits communicated between the user and the £ servers. The query complexity (per server)
is the maximal number of bits sent from the user to any single server, and the answer
complexity (per server) is the maximal number of answer bits sent by any server.

2.3. Secret Sharing

Threshold secret-sharing schemes [18], [56] are an important tool in the construction
of several PIR protocols. See [8] for a discussion on the usage of secret sharing in PIR
protocols. Informally, a #-out-of-£ secret-sharing scheme enables a user to share a given
secret amongst £ users such that only subsets of at least ¢ users can reconstruct the secret,
and any subset of less than ¢ users gets no information on the secret. We next describe
Shamir’s secret-sharing scheme [56] which we use in our protocols.

2.3.1. Shamir’s scheme [56]

Let £ be an integer, let ¢ > £ be a prime-power, and let wy, ..., wy be distinct nonzero
elements of GF(q). In order to share a secret s € GF(q) using Shamir’s t-out-of-£ secret-
sharing scheme, the dealer chooses t — 1 random elements a,_1, . . ., a;, which together
with the secret s define a univariate polynomial p(Y) = a,_ Y' '+ a, oY 2+ -+ +
a1Y +s. Observe that p(0) = s. The share of the jth playeris p(w;). Each set of at least
t players can recover p(Y) by interpolation, and hence can also reconstruct s = p(0).
More formally, forevery set {ji, ..., j;} there existconstants ct;,, . . ., &, (independent of
p(Y) and 5) where o, = [ Lusn @ja/ (@}, — @;,) such that s = p(0) = > e & p(@j,)-
On the other hand, every set of ¢+ — 1 players learns nothing on s from their shares.

In the previous scheme we shared one element of the field; we extend this notion
in the natural way to a scheme for sharing a vector of elements in the field. Given a
vector V = (s!, ..., s™) of length m, i.e., V € GF(g)", we define the shares of the
vector, denoted by (Vy, ..., V), where each V; is a vector in GF(g)™ as follows: for
each element s, where 1 < a < m, the user executes Shamir’s #-out-of-£ secret-sharing
scheme independently over the field GF(q) producing £ shares s{, .. ., s;. We then define

the vector V; as (s! s™), i.e., the jth share out of each set of shares.

e S
3. Generic Transformations

In this section we present several generic transformations from PIR protocols to robust
PIR protocols. We start with a warmup transformation from 2-out-of-2 PIR protocols
to robust 2-out-of-£ PIR protocols. We then generalize this transformation to a trans-
formations from k-out-of-k PIR protocols to robust k-out-of-£ PIR protocols and from
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t-private k-out-of-k PIR protocols to robust ¢-private k-out-of-¢ PIR protocols. Finally,
we present a more generalized reduction from k-out-of-k PIR protocols to k-out-of-£
PIR protocols. The last transformation does not lead to better k-out-of-¢ PIR protocols
when applied to current k-out-of-k PIR protocols. However, if there were better PIR
protocols then this transformation can lead to better protocols.

3.1. A Replication Solution for Robust 2-out-of-£ PIR

In this section we construct a generic transformation from 2-out-of-2 PIR protocols to
2-out-of-£ PIR protocols, proving the next theorem:

Theorem 3.1. [f there is a 2-out-of-2 PIR protocol with communication PIR,(n) per
server, then there is a 2-out-of-£ PIR protocol with communication PIR;(n) log ¢ per
server and total communication PIR;(n)¢ log €.

Proof. Let P be a 2-out-of-2 PIR protocol. Given a retrieval index i, the user executes
the given PIR protocol P to produce log ¢ independent pairs of queries { Oty Olog g}
for the retrieval of x;, each pair comprising of two queries, i.e., Q; = (Q;[0], Q;[11]),
where Q;[a] is the query for server a. Each server Sy, ..., S, receives one query out of
each pair of queries and answers this query. (We describe the algorithm that chooses one
query out of each pair later.) The queries sent to each server guarantee that, if the user
receives correct answers from at least two servers, then there exists an index m such that
the user receives an answer for query Q,,[0] and Q,,[1], and thus can reconstruct the bit
x;. (This is done independently of the answers that the user receives or does not receive
for the other queries.)

We next explain which queries each server receives. Given a server S;, we look at the

representation b bJ - b{og , of j as a binary number of length log £. The user sends the

following log ¢ queries to S;—for each 1 < a < log ¢ send the query Q,[b, Nt0S;, ie.,
if b} = 0 send 0,[0] and if b] = 1 send Q,[1]. Each server, upon receiving the queries,
replies independently to each query according to the PIR protocol. That is, Server S;
replies to each query ¢ = Q,[b}] as Server Sb, would reply to g in the original 2-out-
of-2 PIR protocol P. Since we assume that at least two servers are reachable, the user
receives answers from at least two servers, say server S;, and server S;, (where ji # j»).
The binary representations of j; and j, differ in at least one bit; let a be the index of
the first bit that differs between j; and j,, and, without loss of generality, b} = 0and
b = 1. The user takes the answer received from server S;, for query Q,[0] and the
answer received from server S;, for query Q,[1] and reconstructs the desired bit x;.

Security. This scheme is secure since each server receives only one query out of each
pair of queries and these pairs of queries are independent.

Communication Complexity. In this protocol each server receives log £ queries and
answers each of them, so that the complexity of the protocol is the number of queries
multiplied by PIR;(n), i.e., the communication per server is O (PIR;(n) log ) and the
total communication is O (PIR;(n)£1og £). O
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Plugging the PIR protocol of [23] we get:

Corollary 3.2. There exists a 2-out-of-£ PIR protocol with a total communication of
O(n'3tlogt).

3.2. A Generic k-out-of-£ Replication Solution

In this section we generalize the solution presented in the previous section, and construct
a generic transformation from k-out-of-k PIR protocols to k-out-of-¢ PIR protocols. The
idea is similar to the 2-out-of-¢ PIR protocol; however, we need to be more careful in
partitioning the queries. For this purpose we recall the following definition:

Definition 3.3 (Perfect Hashing and Minimal Perfect Hashing). Let k < m < £. An
(€, k, m) perfect hash family {h,, . .., hy,} is a family of functions of the form: h,: [£] —
[m] such that for each subset A C [£], where |A| = k, there exists an index a such that
|h,(A)| = k (that is, h, restricted to A is one-to-one). The size of the family is the
number of functions in the family denoted by w. An (€, k) minimal perfect hash family
is an (¢, k, k) perfect hash family.

We have four parameters for a perfect hash family: £—size of the domain, k—size of
the hashed sets, m—size of the range, and w—number of functions in the perfect hash
family. The size of the range m has to be at least &, since we require that there exists
a function that is one-to-one when restricted to a set of size k. Thus, a minimal perfect
hash family has the smallest size of range possible for a given k. The parameters ¢, m,
and k are part of the specification of the problem. We would like the size of the family
w to be as small as possible, since w will directly affect our protocol’s complexity.

Theorem 3.4. If there exists an (£, k) minimal perfect hash family of size wy and
a k-out-of-k PIR protocol with communication PIRy(n) per server, then there exists a
k-out-of-€ PIR protocol with communication wgy - PIRy(n) per server, and thus with
total communication £ - wy ;. - PIRy (n).

Proof. Given a k-out-of-k PIR protocol P we do the following. Given i, the retrieval
index, the user uses P to produce wy ; independent vectors of queries {Ql, el QwM}
for the retrieval of x;, each vector comprising of k queries, i.e., Q; = (Q;[11, ..., Q;lk]),
thatis, the user executes wy ; times the protocol P independently and generates w, ; query
vectors. Each server receives from the user one query out of each vector of queries and
answers this query. Since each server receives wy ; PIR queries, which are independent,
the server gains no knowledge on i. We show below how the user chooses which queries
to send to each server. This choice of queries sent to each server guarantees that if the
user receives answers from at least k servers, then it can reconstruct x;.

Given an (¢, k) minimal perfect hash family H,x = {ha:a € [we]}, forevery j €
[k], the user sends the following wg « queries to S;: Foreach 1 < a < wy g, let A = h,(j).
The user sends Q,[A] to §;, i.e., the user sends the Ath query out of the vector Q.
Formally, the query sent to S; is (Qa[/4(j)]1) 1<a<w, - In other words, the minimal perfect
hash family determines which queries we need to take from each vector of queries Q.
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Server S; replies to each query ¢ = Qu[h,(j)], where 1 < a < wgy, as Server Sy, (j
would reply to ¢ in the original k-out-of-k PIR protocol P.

Let Sj,, ..., S) be k servers from which the user receives answers. By the definition
of perfect hashing, there is an index a such that [{h,(j1), ..., h.(ji)}| = k, i.e., the set
{ha(j1), - .., ha(jir)} is exactly [k]. We consider the answers received from these servers
to the queries { Q4 [h, (j1)], - - -, Qalha(jik)]}. Since these queries are distinct, we have k
answers in a k-out-of-k PIR protocol, and the user can reconstruct x; from the answers
received for these queries. |

The communication complexity of the above protocol depends on the size of the
minimal perfect hash family. Mehlhorn [48] proved that there exists an (¢, k) minimal
hash family of size log £ - 2°® (this is basically optimal [48]). Combining constructions
of [58] and [48], we get an explicit minimal hash family of the same size as stated in
the next claim. See the Appendix for the proof.

Claim 3.5 [58], [48]. For every integers £ and k, there is an explicit (£, k) minimal
perfect hash family of size log £ - 20®.

Using the PIR protocol of [3], [38], [37], [8], and [65] and the construction of the hash
family of Claim 3.5 we get:

Corollary 3.6. There is a k-out-of- PIR protocol with total communication
200 p1/Ck=Dylog ¢.

Applying the protocol of [11] and the hash family Claim 3.5 we get:

Corollary 3.7. For every k > 3, there is a k-out-of-£ PIR protocol with total commu-
nication

20(k)n(210g10gk)/(k logk)z IOg /.

We use the same approach taken in Theorem 3.4, only this time instead of using a
“regular” k-out-of-k PIR protocol, we use a ¢-private k-out-of-k PIR protocol to produce
the w, ; independent query vectors. The other details are the same as in the previous
transformation.

Theorem 3.8. If there is an (€, k) minimal perfect hash family of size wy and a t-
private k-out-of-k PIR protocol with communication PIRy ;(n) per server, then there is
a t-private k-out-of-£ PIR protocol with communication wy i - PIRy ;(n) per server, thus
a total communication of € - wy i - PIRy ;(n).

Applying the PIR protocol of [8] and the hash family of Claim 3.5 we get:

Corollary 3.9. There is a t-private k-out-of-£ PIR protocol with total communication

020® . pl/L2=D/tl g 100 ).
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3.3. A Generalized Transformation

We now show a generalization of the previous transformation, where our goal is to reduce
the dependency on k. Thus, we first generalize the notion of perfect hashing.

Definition 3.10 (Nearly Perfect Hashing). An (¢, k, ) nearly perfect hash family
{hi,..., hy} (where @« < 1) is a family of functions A,:[€] — [|lak]] such that for
each subset A C [¢], where |A| = k, there exists an index a such that |h,(A)| = |ak]
(that is, the function h, when restricted to A is onto [|ak]]).

Note that when o = 1 we get the standard definition of a minimal perfect hash family.
We now show how to use (¢, k, &) nearly perfect hash families in the construction of
k-out-of-£ PIR protocols.

Theorem 3.11. [f there is an (£, k, @) nearly perfect hash family of size w¢ i o and
if there is an |ak]-out-of-lak] PIR protocol (where o < 1) with communication
PIR ok (n) per server, then there exists a k-out-of-£ PIR protocol with communication
Wy k.« * PIR| k) (1) per server, thus a total communication of £ - wy ko - PIR |k (1).

Proof. This proof is similar to that of Theorem 3.4, only this time we use an |ak |-out-
of-|ak| PIR protocol and an (¢, k, o) nearly perfect hash family. In order to prove the
correctness of this protocol we use the property of the (¢, k, o) nearly perfect hash family:
Let Sj,, ..., S), be k servers from which the user receives answers. Using the (¢, k, «)
nearly perfect hash family property, let a be an index such that |{h,(j1), ..., h.(Gi)}| =
Lok |. This means that the user has |ak] answers of an |k |-out-of-|ak | PIR protocol,
and the user can reconstruct x; from the answers received for these queries. O

In the last proof we used, as our building block to construct a k-out-of-£ PIR protocol,
an |ak]-out-of-| k] PIR protocol (as opposed to Theorem 3.4 where we used a k-out-
of-k PIR protocol). Since the communication complexity of PIR protocols decreases as
k gets bigger and since we are using o < 1, we will get a less efficient PIR protocol in
its dependency on n; our hope is that wy x o is considerably smaller, thus the dependency
on k will be better. For « = 1/In k we show by a standard probabilistic construction that
there is a family whose size is small.

Claim 3.12. There exists an (£,k,1/Ink) nearly perfect hash family of size
(klog ¢)/(loglogk), where k > 3.

Proof. We prove the claim using a probabilistic proof. As a first step we consider a spe-
cific subset A C {1, ..., £}, where |A| = k, one hash function / chosen at random from
the space of functions from {1, ..., £}to {1, ..., lak]}andoneindexc € {1, ..., ak]}.
Consider the probability

1/a
. lak] — 1\ 1\ e
Pt # 1= (<) 5<(l‘a> ) <e=r
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The last equality is true since « = 1/In k. By the union bound we conclude that

1
Pr[|h(A)] < |ak]] = Pr[3cVjea h(j) # c] < lak] % Sa=— ey
As the next step we choose wy , hash functions independently from the space of
functions from {1, ..., €} to {1, ..., lak]}. Thus for a fixed set A we get

We k,a
PrlVico<wia ha(A)] < lak]] < (ﬂ) '

Therefore,

Z 1 Wek,a ‘ 1 We k,a
Pr[34. 1412k Yi<a<w h,(A k e <0 — .
(34 1a1=k YVica<wero 1Ha(A)] < lak]] < <k) <lnk) (lnk>

If ¢5(1/Ink)¥t*« < 1, then choosing at random wy 4, hash functions, the probability
that this family of hash functions is not an (¢, k, o) nearly perfect hash family is smaller
than 1, i.e., there exists an (¢, k, «) nearly perfect hash family of size wy x 4. Thus, it
suffices that £ < (Ink)¥eke < (logk)Were ie., wekq > (kKlog€)/(loglogk). O

In the above analysis, (1) could have been derived from the so-called coupon collector
problem, see, e.g., pages 57—63 of [49]. The analysis of the coupon collector problem
implies that if we try to take o > 2/In k then for a given A of size k the probability that
|h(A)| = |ak] would be exponentially small, thus the size of family we would construct
using the above proof would be exponential in k.

With the current state of the art of PIR protocols we cannot achieve a more efficient
robust PIR protocols using the (¢, k, 1/In k) nearly perfect hash family. If, for example,
there exists a PIR protocol with communication poly (k) - n@(1/*10gk) then we will get
a robust protocol with communication complexity of poly(k, £) - n'/X_ Notice that
the recent PIR protocols [11] are close to these requirements (however, they are not
polynomial in k).

4. A k-out-of-¢ Polynomial Interpolation-Based PIR Protocol

In this section we construct a k-out-of-£ PIR protocol using the polynomial interpolation-
based PIR protocol of [5], [6], and [23]. We start with a known technical lemma (and
supply its proof for completeness), and then present the protocol.

Lemma4.1. Let d and m be integers such that m > d - n'/?. There is a function
E:A{1,...,n} — {0, 1} and an m-variate degree d polynomial P, (which depends on
the database x) such that P,(E(i)) = x; foreach 1 <i < n.

Proof. Let E(1),..., E(n) be n distinct binary vectors of length m and weight d (such
vectors exist since ( ) > (m/d)d > n), let E(i), be the ath bit of E (i) and define

P(Ziy.oo Zn) = Zx, [] 2. O

i=1 a:E(i),=1
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Lemma 4.2. There exists a k-out-of-€ PIR protocol with query complexity
O (kn'/*=VD10g £) and answer complexity O (log £) per server.

Proof. Letd =k — 1 andlet P, and E be as promised in Lemma 4.1. Given a retrieval
index i, the user does the following: First calculates the vector E(i) = (y1, ..., Ym)
(i.e., y; is the jth bit of E(7)). Now the user uses Shamir’s 2-out-of-£ scheme, over a
finite field with at least £ 4+ 1 elements, to share E (i). That is, it chooses at random m
polynomials {py, ..., p.} (each of degree 1) such that p,(0) = y, foreach 1 <a < m.
Let w, ..., @ be distinct nonzero elements of the field. The user sends to server S; the
shares (p1(w;), ..., pn(®))) .

We now consider the univariate polynomial: R(Y) = P (pi(Y), ..., pu(Y)); its
degree is d since R is constructed from the polynomial P, whose degree is d, by
replacing each variable Y; with a degree 1 polynomial. Given these definitions,

R(O) = Px(pl(o)v 1pm(0)) = Px(yls »)’m) = Xi.

Furthermore, the server S; can compute R(w;) without knowing the polynomial R since

R(wj) = Pi(p1(wj). . ... pm(®;))

and since (pi(w;), ..., pu(w;)) are the shares that server S; receives from the user.
Thus, S; computes R(w;) and sends it to the user.

Upon receiving any k answers R(wj,), ..., R(w;,) (from k different servers) the user
reconstructs the polynomial R by interpolation (since the user has k points on a polyno-
mial of degree d = k — 1) and computes R(0) = x;.

Server S; does not gain any information on i since S; receives one share of each
secret bit yj, ..., y,, in a 2-out-of-£ secret sharing scheme. Thus, the protocol is pri-
vate. The user sends m shares to each server, each share of size O (log ). Each server
sends an answer of length O (log £) and thus the total communication is O (mflog{) =
O (kn'/*=V¢log ¢). |

In the above protocol the answer complexity is smaller than the query complexity.
We will balance these complexities using the balancing technique of [23], yielding the
following theorem:

Theorem 4.3. There exists a k-out-of-€ PIR protocol with total communication
O (kn'/*¢1og ¢).

Proof. This communication complexity is achieved by balancing the complexities of
the queries and answers of the protocol described in Lemma 4.2, i.e., reducing the query
complexity and increasing the answer complexity. This is done by looking at the database
as a matrix of size a(n) x (n/a(n)), where «(n) will be determined later. We consider
eachindex i asacell (i1, i), wherei — (i, i) in a natural mapping of i according to the
size of the matrix. To achieve the balancing, the user executes the above PIR protocol with
retrieval index i, and database of size «(n). Each server considers each row of the matrix
as a database of size «(n), and sends the answer to the query it gets for each row. The



308 A. Beimel and Y. Stahl

user then takes the answers it gets for row i; and reconstructs x;, ;,. The user sends one
query to each server, thus the query complexity is O (log £ - ka(n)/*=1) per server. Each
server sends one answer per row, each answer being of length O (log £); thus, the answer
complexity is log £ - n /o (n) per server. To minimize the total communication complexity
we require log? - n/a(n) = O(log? - ko (n)/ =Dy, Taking a(n) = O (n*=D/%y we
obtain a protocol with total communication O (kn'/*¢1log ¢). O

A similar construction works for z-private robust protocols.

Lemma 4.4. There exists a t-private k-out-of-€ PIR protocol with query complexity

0 (énl/uk—wu logg>

and an answer complexity of O (log{) per server.

Proof. Letd = [(k —1)/t],let m = ©(dn'/?), and let P, and E be as promised in
Lemma 4.1. The protocol we construct is similar to the protocol described in the proof
of Lemma 4.2 with the following differences: In the z-private protocol the user uses
Shamir’s (¢ + 1)-out-of-¢ scheme, that is, the degree of the polynomials py, ..., p, is
t. Thus, the degree of Risdt = |(k — 1)/t] -t < k — 1. The user, upon receiving any k
answers R(w;,), . .., R(w;,) (from k different servers), reconstructs the polynomial R by
interpolation (since the user has k points on a polynomial of degree k — 1) and computes
R(O) = Xj.

Security and ¢-Privacy. A coalition of ¢ servers does not gain any information on i,
since we used Shamir’s (¢ + 1)-out-of-¢ secret-sharing scheme. Thus, the protocol is
t-private.

Communication Complexity. The user sends m shares to each server, each share is

of size O(log?). Each server sends an answer of length O(log¢) and thus the total
communication is

k

Again we apply the balancing technique:

Theorem 4.5. There is a t-private k-out-of-£ PIR protocol with total communication
k 1a=n/4n k ik
o(-=n Clogt ) =0 (=n"*tlogt ).
t t

Proof. We use here the technique used in the proof of Theorem 4.3. The query com-
plexity is O((k/t)log ¥ - o (n) !/ LE=D/1y per server. Each server sends n/a/(n) answers,
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each of length log ¢, thus in order to minimize the total communication complexity we
require

a(n)

Taking a(n) = O (n*k=D/1J/LEk=D/t+1]y yields a protocol with the desired communica-
tion complexity. |

k
log ¢ - B 0] (; log ¢ .a(n)l/t(k—l)/tJ> )

5. A Robust PIR Protocol Using Shamir’s Secret Sharing

In this section we show how one can use Shamir’s secret sharing to produce robust
PIR protocols. We first construct a k-out-of-¢ PIR protocol with a total communication
complexity of O (n€log £). This protocol is just a “warmup” (because the result is trivial).
However, the ideas of this protocol are used to construct a 2-out-of-£ protocol whose
complexity is O (n'/*¢log £).

Given the retrieval index i, the user shares the unit vector e; of length » using Shamir’s
k-out-of-£ secret-sharing scheme (as described in Section 2.3.1) over GF(2lloe¢l+1),
Denote by (Vy, ..., V;) the shares the user computed. The user sends V; to server S;
for each 1 < j < £. Server S;, upon receiving V;, sends back to the user the following

scalar product: g; = V; - x, i.e., the server computes the scalar product of the database
and the vector V; and sends the result to the user.

The user upon receiving k answers a;,, ..., a; uses the appropriate constants
aj,, ..., (from Section 2.3.1) to perform the following computation (in the following
proof all additions and multiplications are done in GF (2o tl+1yy:

k k k
E a4, = § o, (Vj, - x) = E o, Vi, | -x=¢€ -x=ux.
h=1 h=1 h=1

Thus, the user can reconstruct x; from any k answers.

Security. This protocol is secure since the user sends each server one share of the
vector e;. Since Shamir’s scheme is secure the server cannot gain any information about
i from the shares it received.

Communication Complexity. The user sends £ vectors, each of length n log ¢, and
each server sends an answer of length log ¢, and thus we get a communication com-
plexity of O(nflog¥). Using the balancing technique of [23] we can reduce the total
communication complexity to O (n'/?£1log £).

We now present a more efficient protocol that uses the above ideas combined with the
two-server protocol of [23]. This 2-out-of-£ protocol works with a total communication
of O(n'3€1og £). We first recall the protocols presented by [23]:

Original protocol (variant of [23]). Letn = m? for some m, and consider the database
as athree-dimensional cube, i.e., every i € [n]isrepresented as (i, i2, i3) where i, € [m]
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The Two-Server Protocol of [23]

1. The user selects three random vectors A}, A}, A} € {0, 1}, and computes
A2=Al®e forr=1,23.
The user sends A'{, Aé, Aé toS;forj=1,2.
2. Server S; computes for every b € [m],

j  def

Joodel A J
ay, = Ay Kbt Ay,
Joodel A J
ay, = Ay Xipa Ay,
Joodet A J
a}_b - A1 * Xx,b Azy

and sends the 3m bits {ar’:b: r €{1,2,3}, b € [m]} to the user.
3. The user outputs ), _, , 5(a);, Sa;,).

Fig. 1. The two-server protocol of [23] with communication O (n!/3).

for r = 1, 2, 3. This is done using a natural mapping from [r] to [m]3. Furthermore, we
use the following notation.

Notation 5.1. Let x be a three-dimensional cube of height m. We denote by x;, . . the
matrix of all values of x where the first index of this value is j;. Formally, we define
Xj, «+ as the matrix A where A; ;,, = x; ;, i,- We define x, ; . and x, , j similarly. We
denote by x;, ;, . the vector obtained from the three-dimensional cube x by taking all
the values of x where the first index of this value is j; and the second is j,. Formally,
we define x;j, ;, . as the vector A where A[i;] = x;, j, ;. We define x, ; ;, and x;, . j,
similarly.

In Fig. 1 we describe the protocol. It can be checked that each bit, except for x;, j, s,
appears an even number of times in the exclusive-or the user computes in step 3, and
thus cancels itself. Therefore, the user outputs x;, ;, ;; as required. Furthermore, the
communication is O (m) = O (n'/3).

We may consider A2 = A! @e; and A! as two shares in a 2-out-of-2 sharing scheme
of the unit vector e;, . We use a similar approach to construct a robust protocol. There is
one difference—we use Shamir’s 2-out-of-£ secret-sharing scheme in order to share the
unit vector e;, ; these shares are used to generate the queries for the protocol.

Theorem 5.2. There exists a 2-out-of-£ PIR protocol with a total communication of
O(n'3tlogt).

Proof. In this proof we consider the database x as a three-dimensional cube and use
Shamir’s 2-out-of-£ secret-sharing scheme to construct our queries:

Given £ and retrieval index i = (i1, i», i3), the user, for every r € {1, 2, 3}, computes
the vector (U7, ..., Uj}) as the shares in a Shamir’s 2-out-of-£ scheme of the unit vector
e; . The user sends the query U!, Uj?, Uj to server S; foreach 1 < j < ¢.

|
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Server S;, upon receiving U}, sz., U13" sends back to the user the following 3n'/3

173 the server sends to the user the element UJZ Xps - U;-’,
the element Ujl. “Xibox U;, and the element Ujl. “Xiwb U? (where Xb sxo X bx and
X4 xp are the two-dimensional matrices described in Notation 5.1), i.e., each number the
server sends is a result of multiplications of a two-dimensional matrix produced from
the cube with the vectors sent by the user. As in the regular 2-out-of-2 scheme, the user
takes one element out of each set of answers: The user upon receiving answers from two

servers f and g considers the following six numbers:

numbers: Foreach1 <b <n

2 3 1 3 1 2
Uf Xy ek Uf, Uf C X in ok Uf, Uf KXok k,is Uf,
2 3 1 3 1 2
U; - Xiyx,% U ’ Ug * Xkgin,® Ug’ Ug * Xkx,iz U

8 8 8’

2

The following claim is similar to the claim that in the protocol of [23] the user reconstructs
the correct bit x;.

Claim 5.3. There exists a linear combination of the six numbers appearing in (2) that
computes the desired bit x;, ;, ;.

Proof. In our proof we use the constants from Shamir’s scheme oy and o, (see Sec-
tion 2.3.1). These two constants are independent of the answers received from the servers.

Denote V" = U’ and W' = o, U, for r € {1, 2, 3}. Thus,
V +W =g 3)
forr € {1, 2, 3}.
Notice that V2 - Xiy e V3= (af)z(U% Xyt U}). In our computation we multiply

each of the first three numbers by otj% and each of the last three numbers by otg2 and
consider the following combination:

S g V2 * Xk V3 + Vl * Xseyin,® V3 + Vl * Xsexiy V2
+W2 X WHW o WP W, L W )

Note that S is a linear combination of the bits of the database x. We next prove that
S = Xi, i,.i- The proof is somewhat technical and shows that the coefficient of every bit
of x, except for x;, ;, i, is zero. First, we use the fact that GF(21'°¢“)+1) i5 of characteristic
2 and we can add the number W2 . Xiy ok * V3 twice without changing the sum. Thus,

V2 i VA WP WP o
_ v - VB4 W2 — V3 W2 . W3 W2 Xy, V3

(VW) oxi - VAW (W VD)

€y Xijwox V3 4+ W? - Xiyxx " € ©

= Xi, iy " V: + W? * Xiy s @

where the equality in (6) follows from (3), and the last equality follows since e;, - x;, 4+« =
Xi,iy.%> and similarly x;, .. - €, = Xj, ., (multiplication from the right replaces the
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2-out-of-¢ PIR Protocol which Uses Shamir’s Secret-Sharing Scheme

1. Given £ and the retrieval index iy, i,, i3, we denote the vectors (U7, . .., U}) as the shares
of the unit vector e;, forr € (1,2, 3}.
2. Server S; upon receiving U} U, U/3. sends back to the user the following 3n'/3 numbers:

For each 1 < a < n'/? the server sends to the user: U? X Uj, U}. Xy U;,
and U} Xyna sz
3. The user upon receiving answers from two servers Sy and S, computes x;, ;, i, as the

linear combination specified in Claim 5.3:

aﬁ(Uﬁ ° xil,*,* . U} + U]lc : x*,iz,* : U} + U]]v . x*.*,i;, ° szf)
+ (X;(UZ, ° xil,*,* : UZ, + U;, ° x*,iz,* : UZ, + U;, . x*,*,is . Uz)

Fig. 2. A 2-out-of-¢ PIR protocol which uses Shamir’s scheme with total communication O (n'/3log £) per
Sserver.

rightmost * and multiplication from the left replaces the leftmost *). That is, already in
the sum of the two terms in (5) many bits of x have a zero coefficient. Similarly,

VX VAW o WP o= x5 VW (8)
and
Vl ° x*,*,i3 : V2 + Wl : -x*,*,ig : W2 = xi],*,i3 ° V2 + Wl ‘ x*,i2,i3~ (9)

Thus, by (4)-(9),

S=xi .-V +W2.x ., WA, o VEEW!
- -xl],lz,* + xl[,*,l} + xl],lz,* + x*,lz,l} + x”,*,l} + x*,lz,l3
= Xiy s - (VA W)+ (VI WY i+ X5y - (VE+ WP
= Xiyix €3 T € - Xuciy iy T Xiy x5+ €y
= Xipiniy T Xigigsis T Xiinis = Xiyinise 0
We now provide the proof of Theorem 5.2, by analyzing the privacy and the commu-

nication complexity of the protocol appearing in Fig. 2. Each server gets one share of

Shamir’s 2-out-of-¢ scheme. Since Shamir’s scheme is secure, each server cannot gain

any information about i from the share it received, and the protocol is secure. Each server

sends and receives 3n'/3 elements of GF(2H°2J+1) and thus the total communication is
0(n'P1og £). O

6. Dealing with Byzantine Servers

In previous sections we assumed that servers may crash. However, they cannot reply
with wrong answers. We next show solutions for the robust PIR problem tolerating
some Byzantine servers, that is, some servers might be malicious or have a corrupted or
obsolete database, and may return any answer to the user’s queries. The user needs to be

|
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prepared for wrong answers from the servers and still reconstruct the right value of the
desired bit x;.

Definition 6.1 (Byzantine-Robust PIR). A b Byzantine-robust k-out-of-¢ PIR protocol
‘P is defined as in Definition 2.1, where the correctness requirement is replaced by the

following requirement:

Correctness. The user always computes the correct value of x; from any k answers,

of which at least k — b are correct. Formally, for every i € {1, ..., n}, every random
string r, every set K = {ji,..., ji} € {1,..., £}, every database x € {0, 1}", and every
k answers {ay, ..., a} such that

Hw € [k]: ay = A(w, QUw, i, 1), x)}| = k — b,
we have

c@i,rK,ay,...,a;) = x;.

We assume that there at least £ honest servers available and the user receives at least
k answers. However, the system is asynchronous. Thus, upon receiving k answers, the
user cannot know if either it received the answers from k honest servers (and possibly
no other answers arrive later) or there are some answers from Byzantine servers (and
additional answers arrive later).

In Definition 6.1 the correctness holds even if the Byzantine servers cooperate. For
the privacy we assume that the Byzantine servers do not cooperate. That is, we deal with
1-privacy (and not, say, b-privacy). Later, we show what can be done when we discard
this assumption. Note that, since we are talking about one-round PIR protocols, the
definition is simple. For example, Byzantine servers will not learn any new information
as a result of sending wrong answers.

Clearly, if the user receives answers from k servers, then, to enable the user to re-
construct the correct value of x;, more than half of the answers must be correct. This
condition is also sufficient as shown by the following trivial protocol: Each server sends
the entire database to the user. Given k answers, out of which less than k /2 are Byzantine,
the user takes the value of x; which appears at least k /2 times.

Next we show a generic transformation from robust protocols to robust protocols that
tolerate Byzantine servers.

Theorem 6.2. Let a be a parameter where 0 < a < k, and assume there is an a-out-of-
£ robust PIR protocol with total communication PIRﬁ (n). Then there existsa | (k — a) /2]
Byzantine-robust k-out-of-£ PIR protocol with total communication PIRf; (n).

Proof. The user and the servers execute a robust a-out-of-£ PIR protocol. Assume that
the user receives answers from a set B of servers of size at least k. Now, for each subset
of size a of B, the user reconstructs x; (recall that the user can reconstruct x; from any a
answers). The user finds a largest subset A € B such that for every subset of A of size
a the user reconstructs the same value of x;, and outputs this value as the value of x;.
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We next prove that the user reconstructs the correct value of x;. Since there are at
most | (k —a)/2] Byzantine servers and the size of B is at least k, there are at least
k—|(k —a)/2] = [(k + a)/2] honest servers in B; for every subset of the honest servers
of size a the user reconstructs the correct value of x;. Hence, |A| > [(k + a)/2]. Since
there are at most | (k — a)/2] Byzantine servers, the set A contains atleast [(k + a)/27—
L(k — a)/2] > a honest servers, and therefore the value of x; reconstructed for this set
(and any other subset of A) is the correct value of x;. O

Plugging the a-out-of-¢ PIR protocol of Corollaries 3.6 and 3.7 we get:

Corollary 6.3. For every k and a such that 0 < a < k, there exist | (k —a)/2]
Byzantine-robust k-out-of-£ PIR protocols with total communication

1. 20@p1/Ca=Dylog ¢, and
2. zé(zt)n(Zlogloga)/(aloga)g logﬁ.

In the previous protocol the user is required to reconstruct x; for (’;) sets. We now
show a construction which overcomes this exponential dependency on k. We construct
a robust k-out-of-£ PIR protocol in which (at most) k/3 servers are Byzantine. Note that
in the following protocol the communication complexity is worse than in the generic
protocol.

Theorem 6.4. There exists a | k/3]| Byzantine-robust k-out-of-£ PIR protocol with total
communication O (kn'/*/31¢1og ¢).

Proof. We use the | k/3]-out-of-£ protocols described in the proofs of Lemma 4.2 and
Theorem 4.3.3 In the protocols the answers of the honest servers are points on a univariate
polynomial R whose degree is [k/3] — 1. (When we say that the answer a of server S;
is on R we mean that a = R(w;) where w; is defined in Lemma 4.2.) The user needs to
interpolate the polynomial R from the answers of the servers. Since some of the servers
are Byzantine, not all of the answers are points on R. Nevertheless, we now show that
the user can still reconstruct R as it is the only polynomial on which at least two-thirds
of the points (answers) reside.

We know that at least [2k /3] of the servers are not Byzantine, thus all of these servers
send points on R. The user has to find [2k/3] points which reside on a polynomial of
degree atmost |k/3] —1 (i.e., on R) and use this polynomial to reconstruct x; . By standard
arguments, there is exactly one polynomial of degree | k/3]| — 1 that agrees with at least
[2k /3] of these k points, and the user can reconstruct this polynomial using the decoding
algorithm of the Reed—Solomon error-correcting codes [55]. (For more information on
error-correcting codes the reader can refer to, e.g., [46].) The communication complexity
of the above protocol is the communication complexity of the |k/3]-out-of-£ protocol
of Theorem 4.3, i.e., O (kn'/l¥/31g log ¢). O

3 Notice that the balancing technique used in Theorem 4.3 does not change the details.
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Since we consider Byzantine servers, the assumption that they do not cooperate is
questionable, thus it might be more reasonable to consider robust b-private PIR protocols
in the presence of b Byzantine servers.* That is, we consider a robust PIR protocol where
the privacy holds even if b Byzantine servers cooperate. We next show two corollaries
where we allow the Byzantine servers to cooperate.

Corollary 6.5. Leta be a parameter where k/3 < a < k,and defineb = | (k — a)/2].
Assume there is a robust b-private a-out-of-€ PIR protocol with total communication
PIRﬁ‘ »(n). Then there exists a b-private b Byzantine-robust k-out-of-€ PIR protocol with

total communication PIRE, »(1).

The idea is to use the same approach seen in Theorem 6.2, but with a b-private a-
out-of-¢ PIR protocol. Notice that a b-private a-out-of-¢ PIR protocol with sub-linear
communication exists only if @ > b, thus we get thata > k/3 and b < k/3.

Corollary 6.6. There exists a b-private b Byzantine-robust k-out-of-€ PIR protocol
(where b < k/3) with total communication O ((k/b)n'/(L&=2/b1=Dp]og ¢).

Proof. We use Corollary 6.5 and Theorem 4.5. To apply Corollary 6.5, we take b =
L(k —a)/2] and use a b-private a-out-of-£ PIR protocol. This implies that a > k —
2b — 1, and the communication complexity of the b-private a-out-of-£ PIR protocol of
Theorem 4.5 is O ((k)/(b)n'/L&=2/1=Dy1og ¢). O

7. Open Problems

We have shown several robust PIR protocols with different features—a protocol with
the best known complexity with regard to n, logarithmic in £, but exponential in k, or
polynomial in k£ and £ but not optimal in regard to n. Some open questions remain: Given
k, €, and n what is the best possible communication complexity for a robust k-out-of-£
PIR protocol? Thatis, can one present a protocol which is optimal with regard to » and still
polynomial in k and £?7 Given a k-out-of-k PIR protocol, what is the minimum overhead
in communication complexity needed in order to transform any protocol to a robust k-
out-of-£ PIR protocol? That is, can one design a more efficient generic transformation?
We note that even the question of the optimal communication complexity of “standard”
PIR protocols is a long standing open question.

As demonstrated in this work the robust PIR is a well-motivated protocol as it is.
Furthermore, we believe that this protocol can be used as a building block in more
complex protocols. For example, we use it to construct Byzantine-robust PIR protocols.
An open problem is to find other applications and other protocols which use robust PIR
protocols.

4 We could also consider the more general case of -private b Byzantine-robust PIR, where possibly b # t.
However, the most interesting case is b = ¢.
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Appendix. Construction of a Minimal Perfect Hash Family

In this section we describe an (¢, k) minimal perfect hash family of size log ¢2°®,
namely we prove Claim 3.5. This construction is a combination of the constructions of
Mehlhorn [48] and Slot and van Emde Boas [58], and uses techniques from [31]. The
construction of the (¢, k) minimal hash family has four stages: first we construct an
(€, k, O(k*1log £)) perfect hash family 7, second we construct an (O (k> log £), k, k?)
perfect hash family H,, then we construct a (k?, k, 6k) perfect hash family 3, and,
finally, we construct a (6k, k) minimal perfect hash family H4. The (£, k) minimal hash
family is

H = {haohsohachi:hy € Hy, hy € Ha, hy € Ha, hy € Hal.

That is, to reduce the range to k, we first reduce the range to O (k? log £), we then reduce
it to k2, then to 6k, and finally to k.

We start by describing some results of [31] and [48]. We say that a function /4 shatters
a set A if & restricted to A is one-to-one. The basic building block of the perfect hash
family is the following construction:

Definition A.1 (The Function #7™). For integers m, a and a prime p, define the func-
tion K7™ :[p — 1] — [m] where

ha(x) = ((ax mod p) mod m) + 1.

Furthermore, define the family of functions

def

Hpm = {h?"™:a € [p —11}.

Claim A.2 [31]. Let k be an integer, let p be a prime, and let A C [p — 1] be a set of
size k. The function hf,”Zkk shatters A for at least half of all values a in [p — 1].

Claim A3 [31]. Let p be a prime, let A C [p — 1], and let y € [p — 1]. Define
B(A,a,y) = {x € A:hg’k = y}. Forevery A C [p — 1], where |A| = k, there exists an

a € [p — 1] such that Zye[k] |B(A, a, y)|> < 3k.

In the above claim, B(A, a, y) is the set of elements x € A that are mappedto y — 1
by the function (ax mod p) mod k.

Claim A.4 [48]. Foreveryinteger { and prime p define the function MODf,: [£]1 — [p],
where

MOD! (x) = (x mod p) + 1.

There exists a constant c that for every integers £ and k and every set A C [£], where
|A| = k, there is a prime p < ck?log € such that MODf; shatters A.
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First stage. Let c be the constant from Claim A.4. Define the family of functions

H = {MODf;: p < ck*log ¢ is a prime}.
By Claim A 4, the family 7, is an (¢, k, ck? In £) perfect hash family of size O (k> log £).

Second stage. Let p, be a prime, where ck?log £ < p, < 2ck? log €. Define the family
of functions My = M, x2. By Claim A.2, the family H, is a (ck? log ¢, k, k?) perfect
hash family of size O (k*In ¢).

Third stage. This is the more complicated stage. First, we use the family H,;2 . This
family is not a perfect hash family, however, by Claim A.3, it hashes every set A of
size k to different buckets, such that each bucket contains at most O (\/E) elements. Let
p3 be a prime, where 2k% < p3 < 4k*. For a, ay, ...,a; € [p3 — 1] and a sequence
c1,...,cx € [6k], where Zﬁ:l ¢y < 6k, define the hash function K4 4, . 4 c1,....c0:

e i < ((ax mod p3) mod k) + 1.
e j < ((a;x mod p3) mod ¢;) + 1.

i1 .
o OUtPUt ha,al,...,ak,c],...,ck (-x) = lg:] ce + J-

Now, define

k
def
H3 = ha,al....,ak,cl,...,q:a’ ai,...,dg € [PS - l]a ch < 6k} .

y=1

We claim that H; is a (2k2, k, 6k) perfect hash family of size kO® That is, for any set
A C [k?] of size k, the following function %, 4, 4,.c,....c, Shatters A: Leta € [p3 — 1]
be an element such that Zye[k] |B(A,a, y)|2 < 3k; such a is guaranteed by Claim A.3.

def

For y € [k], define ¢, = 2|B(A, a, v)|?, and let ay € [p3 — 1] be an element such that
hgf’c“ shatters B(A, a, y); such a, is guaranteed by Claim A.2.

We now explain the trick of [58] to reduce the size of the family 3 to 2°® (compared
with k% above). As above, for any set A C [k%] of size k, let a € [p3 — 1] be an
element such that ), |B(A, a, y)[> < 3k. For y € [k], define ¢, = |B(A, a, y)|*.
By Claim A.2, there is a single b; € [p3; — 1] such that hff'c'" shatters the set B(A, a, y)
for at least half of all values y in [k]. Furthermore, there is a second b, € [p3 — 1] such
that hf;’c"' shatters the set B(A, a, y) for at least half of all values y in [k] that are not
shattered by b;. After at most log k choices of @ we shatter B(A, a, y) forevery y € [k].
By proper encoding, this reduces the size of H; to 29®.

Fourth stage. The final stage is a simple re-indexing. For every k distinct elements
X1, X2, ..., X in [6k], define the function Ay, , . . :[6k] — [k], where hy, «, . (xi) =

-------

i fori e [k] and hy, y,,.. x (x) = 1 otherwise. Define the following family of functions:

Hy = (gt 1 S X1 < X2 < - xp < 6Kk}

The family H, is, clearly, a (6k, k) minimal hash family of size (§) < 2%,
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