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Abstract
In this paper, the properties of 10 different feature selection algorithms for general-
ized additive models (GAMs) are compared on one simulated and two real-world 
datasets under concurvity. Concurvity can be interpreted as a redundancy in the fea-
ture set of a GAM. Like multicollinearity in linear models, concurvity causes unsta-
ble parameter estimates in GAMs and makes the marginal effect of features harder 
interpret. Feature selection algorithms for GAMs can be separated into four clusters: 
stepwise, boosting, regularization and concurvity controlled methods. Our numeri-
cal results show that algorithms with no constraints on concurvity tend to select a 
large feature set, without significant improvements in predictive performance com-
pared to a more parsimonious feature set. A large feature set is accompanied by 
harmful concurvity in the proposed models. To tackle the concurvity phenomenon, 
recent feature selection algorithms such as the mRMR and the HSIC-Lasso incor-
porated some constraints on concurvity in their objective function. However, these 
algorithms interpret concurvity as pairwise non-linear relationship between features, 
so they do not account for the case when a feature can be accurately estimated as a 
multivariate function of several other features. This is confirmed by our numerical 
results. Our own solution to the problem, a hybrid genetic–harmony search algo-
rithm (HA) introduces constrains on multivariate concurvity directly. Due to this 
constraint, the HA proposes a small and not redundant feature set with predictive 
performance similar to that of models with far more features.
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1  Introduction

In supervised machine learning our aim is to predict a well-defined target variable 
as accurately as possible by utilizing the known values of several feature varia-
bles. Nowadays many complex algorithms are available to solve this task. Such as 
deep learning neural networks, random forests, support vector machines, etc. On 
the other hand, more and more authors, like Molnar (2020) and Du et al. (2019) 
draw attention to the fact that those algorithms that provide the most accurate 
estimates of the target variable are poor at determining marginal effects of the 
feature variables to the target. However, in certain practical applications, the most 
important result of supervised learning is not necessarily the accurate estimation 
of the target, but the discovery of each feature’s marginal effect. For example, a 
bank has to offer a clear reasoning when declining a credit application. In cases 
like this, our focus should be on building an explainer model, not a predictive 
one.

In our current bid data environment, when the number of possible features is 
large, determining marginal effects can be challenging even for a linear regres-
sion model. One tool that can be utilized to make supervised learning models 
more interpretable is feature selection as proposed by Molnar (2020) and James 
et al. (2013).

The most important principle of feature selection as defined by Hall (1999) is 
to identify a feature set where each element correlates well with the target, but the 
features are uncorrelated with each other. In a linear case this means the avoid-
ance of multicollinearity. This principle is similar to the preference of parsimoni-
ous models in Econometrics (Wooldridge 2016).

In this paper, we examine the performance of several feature selection algo-
rithms that can be utilized in the context of generalized additive models (GAMs). 
We examine the case of GAMs as according to James et al. (2013), GAMs rep-
resent a balance between model interpretability and prediction accuracy. In the 
case of GAMs, marginal effect of the features can be determined, and we are 
not bound by pre-defined linear, logarithmic, squared, or other closed functional 
forms when representing the non-linear effect of features. However, the model 
does assume an additive structure, so we should apply features that are uncor-
related in a non-linear sense as well. The non-linear relationship between GAM 
features called concurvity makes GAM parameter estimates unstable similarly as 
multicollinearity does for linear models (Ramsay et al. 2003). A detailed descrip-
tion for concurvity is given Sect. 3.

Several feature selection algorithms can be applied in a GAM framework. 
These algorithms can be separated to four clusters. One is the cluster of the clas-
sical stepwise methods. The second cluster is for regularization methods such as 
the cosso (Lin and Zhang 2006) and the penalized thin plate splines (Marra and 
Wood 2011). The third cluster contains methods that are utilizing popular boost-
ing techniques, like the GAMBoost algorithm (Schmid and Hothorn 2008) or the 
modified backfitting procedure (Belitz and Lang 2008). In the fourth cluster, the 
algorithms are based on the Hilbert–Schmidt independence criterion (HSIC) and 
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aim to avoid selecting correlated features. The best examples are the mRMRe (De 
Jay et al. 2013) and the block HSIC-Lasso (Climente-González et al. 2019). How-
ever, these algorithms only examine pairwise independence of the features, so 
they cannot tackle a case where one feature can be accurately estimated by the 
combination of several other features. In other words, the algorithms do not con-
trol for multivariate concurvity. We propose a hybrid genetic-improved harmony 
search algorithm (hybrid algorithm, HA) that applies thin plate splines to produce 
a best subset feature selector that has a direct constraint on multivariate concurv-
ity in its proposed feature subset. Furthermore, we also apply recursive feature 
elimination (RFE) combined with a random forest learner as a benchmark algo-
rithm that is not based on GAM learners.

The performance of the algorithms examined in this paper is tested on one simu-
lated and two real world datasets. In a smaller database with 8 features we investigate 
which non-redundant features are most important in predicting comprehensive strength 
of concrete girders. This dataset is mainly used to fine tune the parameters of the exam-
ined algorithms. Next, a more realistic case with 27 features is used. Here, we investi-
gate which features are most significant in predicting the default of credit card clients. 
Both real world datasets contain serious multivariate concurvity among its features, but 
the feature selection algorithms are also evaluated on a simulated dataset, where the 
concurvity structure is known in advance.

The paper is structured as follows. In Sect.  2, a general mathematical model for 
GAMs is introduced. In this section, the feature selection task for GAMs is also defined. 
In Sect. 3, a general introduction into concurvity as a non-linear extension of multicol-
linearity is given. In Sect. 4, the examined feature selection algorithms are introduced. 
In Sect.  5, numerical results for the smaller concrete dataset are discussed and the 
parameter settings of the HA is given. In Sect. 6, the simulated dataset is introduced, 
and performance of the examined algorithms is evaluated in a known concurvity struc-
ture. In Sect. 7, practical issues regarding the implementation of some algorithms in the 
case of the larger credit card default dataset and numerical results for the same dataset 
are discussed. In Sect. 8, the conclusions regarding the performance of the examined 
algorithms are drawn based on the numerical results introduced in Sects. 5–7.

2 � Generalized additive models (GAMs)

Let us consider an i.i.d. sample of size n . Let Y =
[
y1, y2,… , yn

]T
∈ ℝ

n be a vector 
of observed values of a random variable with a distribution from the exponential 
family. In a GAM, the expected value of Y  can be estimated by (1) by utilizing the 
observed values of Xj =

[
xj1, xj2,… , xjn

]T feature variables (Hastie and Tibshirani 
1990).

where h(⋅) is a link function for the GAM and fj(⋅) is a transformation function for 
the j th feature. The number of features is p.

(1)h(E(Y)) =

p∑

j=1

fj
(
Xj

)
,
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The most important task to tackle in (1) is the representations of the fj(⋅) transforma-
tion functions.

The fj are represented as the linear combination of spline basis functions (e.g. Wood 
2017). This way, (1) can be estimated as a GLM, but overfitting should be avoided. 
So, in practice, parameters in (1) are estimated by penalized iteratively reweighted least 
squares (P-IRLS), where the GAM is fitted by solving the minimization of (2). In (2) 
there is a penalty term that controls for the roughness of fj s.

here, z = B� + G(Y − �) and � is the current model estimate of E(Y) and G is a 
diagonal matrix such that Gii = h�

(
�i

)
 . �i is the current model estimate of E

(
yi
)
 , 

where i = 1, 2,… , n . W is a diagonal matrix of Wii =
[
Gii − V(�)

]−1 , where V(�) 
gives the variance of Y  . The columns of B are representing the spline basis func-
tions for the fj s, while � contains all the smooth coefficient vectors, �j . The Sj are 
matrices such that the terms in the sum from 1 to p can measure the roughness of 
the smooth functions. The �j s are smoothing parameters that control the trade-off 
between fit and smoothness and can be selected by restricted maximum likelihood 
(REML) estimation (Wood 2011). Technically, REML chooses �j that minimize the 
REML criterion, which is essentially an ML applied to the model residuals.

By fitting fj s through solving problem (2), we choose to represent fj s as thin plate 
spline functions that are equivalent with cubic splines in one dimension. The advantage 
of this representations is that the only hyperparameter to be determined is the maxi-
mum number of spline bases to use in each fj . We denote these values as kj for the j 
th feature. The optimal choice for each kj should be the smallest integer that is large 
enough so the resulting spline function fj can capture most of the variance in Xj . For-
tunately, there is a statistical test proposed by Augustin et al. (2012) that test the null 
hypothesis that Var

(
Xj

)
 is not significantly different from Var

(
fj
(
Xj

))
 . So, we look for 

the smallest kj where the null hypothesis of this that cannot be rejected. If we choose a 
higher kj value, than it does not cause our model to overfit because of the second term 
in (2). However, we should not choose too large kj s as it would make the solution of (2) 
computationally longer.

Of course, the thin plate or cubic spline representation for fj s is not the only choice. 
For example, the R package gam (Hastie 2018) utilizes natural splines or local likeli-
hood and the cosso method (Lin and Zhang 2006) represents spline functions in repro-
ducing kernel Hilbert spaces (RKHS). However, the R package mgcv, which is one 
of the most popular R packages for GAMs (Perperoglou et al. 2019) (Lai et al. 2019), 
builds on the representation introduced in this section. Our hybrid genetic-improved 
harmony search algorithm, introduced in Sect. 4.2, also builds on the fj representations 
of the mgcv package.

(2)min
�

�
���
√
W(z − B�)

���
2

+

p�

j=1

�j�
TSj�

�
,
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2.1 � Feature selection in GAMs

After obtaining the optimal estimate of the � spline coefficient matrix, we can 
tackle the feature selection problem for GAMs. Given a set of m possible features 
X =

{
X1,X2,… ,Xm

}
 , the task is to select a subset of X̃ =

{
X1,X2,… ,Xp

}
⊆ X fea-

tures, where p ≤ m , such that the resulting GAM has the best out-of-sample perfor-
mance. To achieve the best out-of-sample performance, we need to compromise in 
using in-sample information. If we use too few in-sample information, we will fail 
to gain a good enough understanding of the relationship between features and the 
target. However, if we use too much in-sample information, we will overfocus our 
model and it will have poor out-of-sample performance.

To maximize out-of-sample performance for our GAM, it is advised to apply the 
principles of parsimony during feature selection. According to this principle, we 
should select the X̃ ⊆ X subset such as that the GAM we obtain has the best possible 
fit to Y  in-sample, with the application of as few features as possible.

Out-of-sample performance for our model can be achieved in several ways. In our 
current paper, we utilize the adjusted McFadden pseudo R-squared measure. 
Description of the measure is based on McFadden (1974). The measure uses the 
concept of full model, which is a GAM where the number of spline parameters 
equals to the number of observations, so it provides a perfect estimate for all obser-
vations in-sample. Next. we define the deviance for each i observation. It is the gain 
in log-likelihood if the full model is applied instead of the current one: 
Di = 2

(
ln Li(full) − ln Li(�)

)
 . The distribution for the likelihood function Li is 

defined by the distribution of the target variable. Full deviance for the model in-
sample is D =

∑n

i=1
Di . Let D0 be the full deviance for the null model, a model that 

contains only an intercept. With these notations R2 = 1 −
D

D0

 . To avoid overfitting, 
the model in-sample, we should adjust this measure with the number of estimated 
model parameters ( 

∑p

j=1
kj):

Overfitting of a GAM can also be avoided by applying a cross-validated pseudo 
R2 . However, if our aim is to evaluate the out-of-sample performance of several X̃ 
subsets, then applying the adjusted R2 is preferred for saving computational time.

During feature selection, X̃ should be selected such that R
2 is maximal. On the 

other hand, evaluating every possible subset of X is a NP-hard problem as we have 
2m − 1 possible subsets to examine, excluding the empty set (Huo and Ni 2007).

Furthermore, by applying thin plate or cubic splines as shown in Sect.  2, we 
should choose the value of the hyperparameters kj for each feature. For example, a 
low initial value for each kj can be set and increased it until the null hypothesis of the 
test proposed by Augustin et al. (2012) cannot be rejected. Choosing the initial value 
for a kj too large, does not cause serious problems, as the second term in (2) protects 
us from overfitting fj . It just causes an increase in computation time for parameter 
estimation.

R
2
= 1 −

n − 1

n −
∑p

j=1
kj

�
1 − R2

�
.
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3 � The issue of concurvity

Several authors have warned that several methods of feature selection (mainly step-
wise and regularization methods) can result in a non-consistent feature selection if 
multicollinearity, or in the non-linear case, concurvity is present in the set of m pos-
sible features: Chong and Jun (2005), Zhao and Yu (2006), Signoretto et al. (2008), 
Jia and Yu (2010), Gu et al. (2010). The lack of consistency in GAM feature selec-
tion means that during feature selection features with completely 0 basis function 
coefficients in the population can be selected into X̃ , and features with non-zero 
basis function coefficients in the population can be estimated with 0 coefficients for 
all their basis functions (hence excluding the feature from the model). Furthermore, 
having concurvity among the features in X̃ can result in unstable GAM parameter 
estimates with variances biased downwards (Ramsay et al. 2003). For these reasons, 
the issue of concurvity should be addressed during GAM feature selection.

As concurvity can be considered as the non-linear extension of multicollinearity, 
first we examine multicollinearity more formally. Multicollinearity occurs when one 
of the Xj features in a linear model can be accurately approximated as a linear com-
bination of the other Xc≠j features in the model.

if 
∑

c≠j �cXc can explain at least 50% from the variance of Xj , we consider the Xj a 
redundant feature in the linear model. In other words, Xj has harmful multicollinear-
ity. (Mansfield and Helms 1982).

For defining concurvity as a non-linear extension of multicollinearity, we rely on 
the notations given in (2). Let Bj consist of the columns in the B matrix that are rep-
resenting the spline basis functions for fj . This way, Bj is of size n × kj and �j is the 
kj dimensional coefficient vector for Bj . This way, we have fj

(
Xj

)
= Bj�j . If fj can 

be accurately approximated by the linear combination Bc≠j spline basis functions of 
other Xc≠j features, we have a concurvity problem in the feature Xj (3).

this definition of concurvity is already present in Buja et al. (1989) and in Hastie 
and Tibshirani (1990) with its possible effects on parameter estimation (upwardly 
biased parameters and downwardly biased variances). Furthermore, this redundancy 
between features makes interpreting feature effects on the target difficult since the 
effects are not clearly separable. Ramsay et al. (2003) gives practical examples of 
these harmful consequences in epidemiology.

Early measures and methods to measure concurvity in GAMs mainly focus on the 
pairwise non-linear relationships. Gu et al. (2010) applies mutual information meas-
ure and Amodio et al. (2014) utilize maximal local correlation statistics to detect the 
degree of concurvity. Both approaches consider the non-linear dependence of only 
two variables. The algorithms that attempt to control for concurvity in feature selec-
tion (mRMRe and HSIC-Lasso) also rely on concurvity measures that consider only 

Xj ≈
∑

c≠j

�cXc,

(3)fj
(
Xj

)
≈
∑

c≠j

Bc�c,
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pairwise relationships, namely the Hilbert–Schmidt independence criterion proposed 
by Gretton et al. (2005). These algorithms are discussed in detail in Sect. 4.

Wood (2017) proposes three indices of concurvity in GAMs built on the definition 
of concurvity given in (3). This way it can detect multivariate concurvity as well, not 
just pairwise relationships between features. All three indices are bounded between 0 
and 1, with 0 indicating no problem, and 1 indicating total lack of identifiability for 
GAM parameter estimation.

The three indices are all based on the idea that a smooth function, fj , in the model 
can be decomposed into a part, gj , that is part of the basis spline representation of some 
other smooth function fc≠j in the model. So, gj is a part of fj that can be expressed as a 
linear combination of some Bc≠j spline basis functions. So, let gj =

∑
c≠j Bc�c and let 

�j = fj
(
Xj

)
− gj . This way, we have fj

(
Xj

)
= gj + �j.

If gj makes up a large part of fj then there is a concurvity problem. Wood’s three 
indices used are all based on ‖gj‖‖fj‖ , that is the ratio of the simple Euclidean norms of fj 
and gj evaluated at the observed values of Xj.

The three measures differ in their approach to the �c vectors in gj:

•	 Worst In this measure the �c vectors are given so that they maximize ‖gj‖‖fj‖ . So, this is 
a pessimistic measure, as it looks at the worst case, without considering the data.

•	 Observed Here, we take the �c coefficient vectors estimated during the GAM fitting 
for the �c vectors and compute ‖gj‖‖fj‖ accordingly.

•	 Estimate This is the matrix F-norm of the basis for gj ( Bc ) divided by the same 
norm of the basis for fj ( Bj ). It is a measure of the extent to which the basis of fj can 
be explained by the bases of the other features regardless of the �c coefficient vec-
tors.

These three indices can be computed for each Xj feature in the current model and the 
extent of concurvity can be given similarly as for multicollinearity in the linear case.

In our current paper, if the chosen concurvity measure is above 0.5 for a Xj feature, 
then we consider that feature redundant (has harmful concurvity). This cut-off is analo-
gous to the cut-off for harmful multicollinearity in the linear case. There, at least half of 
the variance in Xj have to be explained by the rest of the features in the current model to 
have harmful multicollinearity.

4 � Feature selection algorithms in GAM framework

The feature selection algorithms investigated in our current paper were selected 
based on the number of Google Scholar references for the scientific paper in which 
they were first introduced, and the availability of implementations in R or Python 
packages. Detailed description for each algorithm is not given in this paper, but ref-
erence of their original paper is always provided.

The algorithms that are investigated can be partitioned into four clusters. A 
summary of these clusters and the algorithms is given in Table 1.
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The first cluster of algorithms consists of the classical stepwise methods first 
proposed by Efroymson (1960). In each step, a feature is considered for addition 
to or subtraction from the set of all possible features (X) based on some prespeci-
fied criterion. The criterion applied in the current paper is the R

2 as defined in 
Sect. 2.1.

The second cluster is a family of algorithms that utilize boosting techniques, 
commonly applied in classifier algorithms, for GAM feature selection. Boosting 
was originally developed in the machine learning community as a means to improve 
classification procedures (e.g., Schapire 1990). The basic concept to use a classifier 
iteratively with differing weights on the observations and combine the results in a 
committee voting has been shown to reduce the misclassification error drastically. 
In Tutz et al. (2006), Binder and Tutz (2008) and Schmid and Hothorn (2008), it has 
been shown that boosting is a way of fitting an additive expansion in basis functions.

The third cluster is for the regularization methods. These procedures are the gen-
eralization of the Lasso algorithm proposed by Tibshirani (1996) to the non-linear 
case of GAMs. The basic concept of these algorithms is to apply extra regularization 
conditions, such as the L1 norm of the basis function coefficients, during the coef-
ficient estimation process (like the solution of (2) in the case of thin plate splines). 
These extra regularization conditions can result in completely zero coefficients for 
all basis functions of a Xj feature. Hence executing feature selection.

In the thin plate spline framework, regularization can be applied in two ways as 
proposed by Marra and Wood (2011).

Proposed by Lin and Zhang (2006), the component selection and smoothing oper-
ator (cosso) executes GAM feature selection in a reproducing kernel Hilbert space 
(RKHS) by applying the L1 penalty of model parameters during parameter estima-
tion like the Lasso method does in the linear case.

To identify the important smooth components of an additive model, Cantoni et al. 
(2011) suggest employing the Non-negative garrote estimator. The idea behind this 
is as follows. In a first step we obtain the original regression coefficient or smooth 
function estimates, depending on whether we are in a parametric or nonparametric 
context. We then shrink the model components by solving a constrained optimiza-
tion problem.

It is important to note that none of the feature selection algorithms in the first 
three clusters have attempted to avoid concurvity in their final selected model.

To tackle the inconsistency in the feature selection process caused by the pres-
ence of concurvity among the possible features, we should examine a fourth cluster 
of feature selection algorithms. The algorithms in the fourth cluster are using the 
mutual information of the target variable and the features to execute feature selec-
tion. They are special in a way that they do not assume special model structure (like 
GAMs, or support vector machines, etc.) for feature selection. The most popular 
algorithms in this cluster are the mRMR (De Jay et al. 2013) and the block HSIC-
Lasso (Climente-González et al. 2019).

Since our paper focuses on feature selection in datasets with concurvity, these 
two algorithms are described in a bit more detail in Sect. 4.1.
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4.1 � Feature selection algorithms with some control to concurvity

Both the mRMR and the HSIC-Lasso algorithms apply the Hilbert–Schmidt inde-
pendence criterion (HSIC) in order to measure the mutual information of two ran-
dom variables x and z . The HSIC is introduced by Gretton et al. (2005) and defined 
as in (4).

where K and L ℝn×n
→ ℝ are positive definite kernel functions. Ex,x′,z,z′ is the 

expected value of the independently selected random pairs (x, z) and 
(
x′, z′

)
 from 

the joint distribution of x and z . If x and z are independent and otherwise posi-
tive. By examining (7), we can conclude that the HSIC measures id dependence of 
two random variables based on their joint distribution, hence accounting for non-
linear relationships as well. In practical implementations Gauss kernel is used for 
continuous features: K(x, y) = e

−
‖x−y‖2

2�2  . Where � = 1 as the features are normal-
ized during pre-processing. For categorical features, a Delta kernel is applied: 
K(x, y) = 1∕ny, if x = y; 0 otherwise . Where ny is the number of y values in the 
observed sample.

The mRMR (minimum Redundancy–Maximum Relevance) algorithms is a best 
subset feature selector that aims to select those Xj features to X̃ ⊆ X , where 
HSIC

(
Y ,Xj

)
 is high, but HSIC

(
Xj,Xk

)
 is low for ∀k ≠ j where is already in X̃ . This 

principle for feature selection is implemented in a simple linear search in the 
mRMR. We a priori define p , which is the number of features in X̃ . Then, we start 
from the empty set for X̃ . In every iteration from 1 to p , we add a feature Xj to X̃ 
such that j = argmaxk∈X�X̃ HSIC

�
Y ,Xk

�
∕

1

�X̃�
∑

i∈X̃ HSIC
�
Xi,Xk

�
 . We can see that 

our aim function increases if the mutual information between Xk and the target is 
high, but the aim function decreases if Xk has high mutual information with other Xi 
features.

The mRMR algorithm is implemented in the mRMRe R package, where the initial 
value for p is 6.

The HSIC-Lasso algorithm aims to solve the Lasso optimization task of (5) by 
assigning a linear coefficient �j for each HSIC

(
Xj, Y

)
.

where 𝜆 > 0 is a tuning parameter selected via cross validation and 
Γ =

[
�0, �1,… , �m

]
 . Because of the L1 penalty for the coefficient vector Γ , the fea-

tures to be removed will have an estimated �j of 0. In (5) we also have a penalty term 
for high HSIC

(
Xj,Xk

)
j ≠ k values, which helps to avoid selecting redundant fea-

tures. The main advantage of solving (5) instead of applying the mRMR algorithm, 
is that it does not require an a priori knowledge for the size of X̃.

(4)
HSIC(x, z) = Ex,x′,z,z′

[

K
(

x, x′
)

L
(

z, z′
)]

+ Ex,x′
[

K
(

x, x′
)]

�z,z′
[

L
(

z, z′
)]

− 2Ex,z
[

Ex′
[

K
(

x, x′
)]

Ez′
[

L
(

z, z′
)]]

,

(5)max
Γ≥0

m∑

j=1

�jHSIC
(
Xj, Y

)
−

1

2

m∑

j,k=1

�j�kHSIC
(
Xj,Xk

)
− �Γ1,
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Solving (5) can be rather memory intensive. To tackle this problem, Climente-
González et  al. (2019) proposed computing the HSIC measures on some B ≪ n 
sized blocks of the observed sample separately, then summing the HSIC measures 
of each block, we can obtain a HSIC for the whole sample. By utilizing these block-
by-block calculations for the HSICs, the HSIC-Lasso algorithm can be effectively 
applied on larger datasets.

The HSIC-Lasso algorithm does not currently have an R implementation, so a 
Python implementation is applied in the online IDE, replit.com.

It is important to note that both the mRMR and HSIC-Lasso algorithms attempt 
to penalize for concurvity in their aim functions. However, the nature of the HSIC 
measure means that these algorithms can only penalize the relationship of feature 
pairs. The methods cannot account for concurvity that arises if a feature can be 
approximated by the non-linear combinations of several other features. This means 
that final models proposed by the mRMR and HSIC-Lasso algorithms can still have 
a harmful degree of concurvity which makes it harder to separate feature effects to 
the target.

4.2 � The hybrid genetic–harmony search algorithm for GAM feature selection

We propose a hybrid genetic-improved harmony search algorithm (hybrid algorithm, 
HA) that applies thin plate splines to produce a best subset feature selector that is 
capable to find concurvity-free models. Our HA solution can tackle a multivariate 
case of concurvity which is not accounted for by the mRMR and HSIC-Lasso algo-
rithms detailed in Sect. 4.1. The HA was introduced in Láng et al. (2017), but only 
for linear models.

The flow chart of the algorithm is given in Fig. 1. The objective function in our 
current paper is the R

2.
The HA represents the possible solutions for X̃ as a binary vector of length m . 

So, the only decision point is whether to include a feature in the model or not. The 
HA is only applicable in a GAM framework if this does not change. Fortunately, if 
we apply thin plate splines for representing the fj smooth functions, we can keep the 
binary decision point of the HA.

In the algorithm, we apply the following procedure. If a Xj feature is selected in 
the current GAM, then by default kj = 10 as proposed by Wood (2017). If the value 
set of Xj is smaller than 10, then kj equals to the number of unique values in Xj . If the 
p-value for the hypothesis test defined in Augustin et al. (2012) is below � = 0.01 , 
then kj is increased by 5 until the null hypothesis can be accepted at � = 0.01 . This 
way we try to avoid more basis functions than necessary. Although too many basis 
functions do not cause an overfit because of the roughness penalty in (2). They can 
only be a small computational nuisance for one model, but since the HA is a best 
subset feature selector, these nuisances can add up and we try to avoid that as much 
as possible.

The most important advantage of the HA is that during feature selection it aims 
to eliminate all forms of concurvity from the models. This means that during a 
memory update, we only transfer solutions to the new memory where the concurvity 
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measure defined in Sect. 3 is below 0,5 for all features. The HA can be parametrized 
in order to decide which concurvity measure to use: worst, observed or estimate. If 
the i th solution in a memory satisfies this constraint, then a binary variable, Ci takes 
a value of 1, and 0 otherwise.

Furthermore, it is also important that only those features should be preferred, 
where we can reject the null hypothesis that all its basis function coefficients are 

Fig. 1   Flow chart for the Hybrid Genetical–Harmony Search Algorithm
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0 ( �j = 0 ). Testing of this null hypothesis can be solved by a �2 test proposed by 
Marra and Wood (2011). If at a user defined significance level, the �j = 0 null 
hypothesis can be rejected for all features in the i th solution in a memory, then a 
Si binary variable takes a value of 1, and 0 otherwise.

Technically, incorporating these two conditions is solved in the memory update 
step of the HA. During this phase, when selecting the better than average solutions 
from the memory, the average objective function of the current memory is defined 
by (6). We only accept the i th solution in the memory as a better than average solu-
tion if it satisfies the condition Ci = Si = 1.

where N is the memory size, R
2

i
 is the objective function of the i th solution in the 

memory. If 
N∑
i=1

Ci ⋅ Si = 0 , then R
2

M
 is simply the arithmetic mean of R

2

i
 s, and every 

solution in the current memory can be accepted as a better than average solution in 
the memory.

It is important to notice that the CiandSi constraints in the algorithm can cause 
that we will have no solutions in the initial random memory where Ci = Si = 1 . So, it 
can take several iterations to find solutions that satisfy every constraint. This implies 
that expected runtime of HA depends on the quality of the initial random memory.

Because of this sensitivity to the random initial memory, we should increase the 
variability of the initial memory. We solve this increase by borrowing an idea from 
the k-means clustering algorithm (Hartigan and Wong 1979). We choose a smaller 
memory size, which ensures a shot expected runtime, and run the algorithm sev-
eral times with a small maximal generation number. This way several initial random 
memories can be tested, ensuring the desired variability.

For larger datasets parallelization of the HA is possible. This is done by solving 
(2) for each solution in the current memory simultaneously. This can be easily real-
ized as the genetic algorithm part of the HA makes generation of solutions for the 
new memory easy to solve in parallel. In R the foreach (Weston 2019a) and doPar-
allel (Weston 2019b) packages make the implementation of simultaneous parameter 
estimation for the solutions in the new memory easy to implement. We apply this 
parallelization technique in the numerical experiments.

5 � Numerical results on the concrete compressive strength dataset

Our first examined real world dataset is proposed by Yeh (1998) and contains 9 vari-
ables of 1030 concrete girders. The task is to estimate the comprehensive strength 
of concrete material as a non-linear function of age and ingredients. As m = 8 , the 
feature selection task is small in size, which means all of the possible subsets can 
be generated and the global optima is easily selected. The aim of our investigation 

(6)R
2

M
=

∑N

i=1
R
2

i
⋅ Ci ⋅ Si

∑N

i=1
Ci ⋅ Si

,
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for this dataset is to examine how effectively can the examined selection algorithms 
identify the known global optima.

Variables in the database are the following:

•	 Cement—in kg/m3

•	 Blast Furnace Slag—in kg/m3

•	 Fly Ash—in kg/m3

•	 Water—in kg/m3

•	 Superplasticizer—in kg/m3

•	 Coarse Aggregate—in kg/m3

•	 Fine Aggregate—in kg/m3

•	 Age—days since manufacturing
•	 Compressive Strength—in MPa (target variable)

Some girders needed to be excluded from the numerical experiments as they 
proved too old. This way, we had 916 observations left. This dataset is randomly 
split into training and test sets in a 7:3 ratio. Cross validations steps of the examined 
algorithms are executed on the training set.

In this dataset the target is continuous and normally distributed (Yeh 1998), so 
the link function for the GAMs is the identity. Predictive performance of the final 
models from the algorithms is measured by the R2 = cor

(
Y , Ŷ

)2 on the test set.
Global optimum is known for this dataset. From all possible feature sub-

sets where Ci = Si = 1 , maximal R2 is provided by the Cement + Blast Furnace 
Slag + Water + Age model.

Every numerical experiment and the data cleansing steps are executed in R ver-
sion 3.5.3. with the help of the packages mentioned in Sect. 4. The only exception is 
the HSIC-Lasso algorithm which is run in Python as described in Sect. 4.1. For the 
mRMR algorithm, we exploit the a priori knowledge that the number of features in 
the optimal subset is p = 4.

For the HA, the chosen significance level for testing the �j = 0 null hypothesis 
for each feature is 5%. Memory size is 15 and maximal number of iterations is also 
15. Early stopping is possible if the objective function for the best solution in the 
memory does not change for 5 iterations. The reason for these parameter choices 
comes from the fact that the number of all feature subsets is 28 − 1 = 255 . So, in 
the worst case we examine 15 × 15 = 225 separate models that is still fewer than the 
total number of all subsets. The rest of the parameters are optimised numerically. 
We optimise the parameters shown in Table 1 in a ceteris paribus way. We measure 
the efficiency of a parameter setting by running the HA 30 times and see how many 
times the algorithm identifies the known global optima or the second-best solution.1 
Based on these numerical experiments, the optimal parameters of the HA are given 
in Table 2.

1  In the second-best solution R2 = 81.56% and the maximal concurvity measure is 0.461. Compared 
with the rest of the models proposed by other algorithms, this solution is still acceptable: R2 is not sig-
nificantly lower and there is no violation of concurvity constraints.
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Table 1 shows that the HA prefers the random generation of new solutions, but 
inheritance from the previous population should not be neglected: the HMCR should 
be increased from 5 to 35% during the iterations. Decreasing the mutation bw prob-
ability from 90 to 10% during the HA iterations also supports the idea.

As several of the examined algorithms have a heuristic nature, all algorithms are 
run 30 times to examine the stability of the final models for each algorithm, the 
expected runtimes, and the standard deviation of the runtimes. In the case of those 
algorithms, where the results are not the same for all 30 trials, the best model is 
shown in the results, so every algorithm is represented with its best performance. 
Each algorithm is run on the same training set and evaluated on the same test set for 
each trial. This way, we try to ensure the differences we see in performance are due 
to the different characteristics of each algorithm.

5.1 � Discussion of numerical results

The results of the algorithms described in Sect.  4 for the concrete compressive 
strength dataset are summarised in Table 3.

The results of HA shown in Table 3 is found by 19/30 times and it is the global 
optimum for the feature selection task when the constraints for basis function sig-
nificance and concurvity are considered.

Most of the examined feature selection algorithms prefer the full model or elimi-
nate only one feature. As a result of this, every feature in the final model of these 
algorithms violates the concurvity constraints, except for Age. The cosso, modified 
backfitting and HSIC-Lasso algorithms are preferring models with less features. 
There is no relevant difference in the predictive performance of these algorithms. 
Only the performance of the non-negative garrote is somewhat worse than the rest. 
This can be a consequence of the fact that this algorithm estimates all the smooth 
functions ( fj s) as b-splines before executing feature selection as a Lasso task.

The mRMR and the HA models are the only ones with a smaller and concurvity-
free feature set of only 4 features (out of 8) with predictive performance on the test 
set that is not significantly different than the rest of the examined algorithms. This 
suggests that most of the feature selectors tend to pick up noise features in their final 
models.

Table 2   Optimal parameters for 
the HA

Parameter Optimal 
value 
(%)

Initial HMCR probability 5
Initial mutation ( bw ) probability 90
Maximal HMCR probability 35
Minimal mutation ( bw ) probability 10
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Detailed examination of the modified backfitting and HSIC-Lasso models can 
highlight what causes the harmful concurvity between the chemical components 
of the concrete girders. In the HSIC-Lasso model, concurvity constraints are vio-
lated by the Water and Superplasticizer variables. While in the Modified backfitting 
model, the Cement and Superplasticizer features do the same. The reason behind 
this phenomenon is that the amount of a superplasticizer applied in concrete manu-
facturing is the function of the water/cement ratio. So, the Superplasticizer feature 
can be accurately approximated by the Cement and Water features. This phenome-
non is disregarded even by the HSIC-Lasso algorithm as it only controls for pairwise 
relationship between the features during feature selection.

The HA controls for concurvity directly. Therefore, it can ensure that the selected 
feature set is completely free from concurvity. In this current dataset the mRMR 
model is also free of concurvity, but we utilized the a priori knowledge that p = 4 . 
Otherwise, mRMR is only capable of handling pairwise relationship of features, 
similarly to the HSIC-Lasso. So, with some a priori information, the mRMR can 
provide an acceptable solution along with the HA: predictive performance not sig-
nificantly different from other algorithms with more parsimonious and concurvity-
free feature set.

The greatest advantage of the HA model is that the marginal effects of the 
selected features are interpretable based on the fitted smooth functions as they are 
completely free from concurvity. An interpretation like this can be done from the 
mRMR model as well in this dataset since we had the a priori information of p = 4 . 
However, poorer, though not significantly poorer predictive performance on the test 
set could mean that the mRMR did not identify the true features of comprehensive 
strength. This is something that can be confirmed with experiments on a simulated 
dataset in Sect. 6.

Based on the HA model we can state that comprehensive strength is mainly influ-
enced by their cement, blast furnace slag, water contents and their age. On Fig. 2, 
we can observe that the cement contents are almost linearly influencing the com-
prehensive strength. In the case of blast furnace slag and water, we can determine 
a global level that maximizes comprehensive strength: about 250 kg/m3 for furnace 
slag and about 140  kg/m3 for water. We can also observe that higher age causes 
comprehensive strength to increase on a logarithmic scale: after about 55 days, com-
prehensive strength does not increase significantly.

Figure 2 also shows some wide confidence bands at the higher values of some 
features. This suggests that these higher sparse values might be too influential in 
GAM estimation. We applied Cook’s distance to see the influence of each observa-
tion and found that we have no Cook’s distance greater than 1. This indicates no 
influential observations for parameter estimation (Altman and Krzywinski 2016).

Expected runtime for the HA is almost 2 min compared to the 1–2  s runtimes 
for the other methods. The reason for this is that the HA examines several subsets 
of features and needs to estimate a GAM for each subset. It is a significantly slower 
process, even if it is done simultaneously than doing a stepwise search that exam-
ines much less feature subsets for example. The HSIC-Lasso and the mRMR algo-
rithms are not even estimating a GAM during feature selection, so expected runtime 
for the HA is noticeably slower compared to these methods. However, the HA is 
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significantly better with its 2-min expected runtime than the GAMBoost algorithm 
with its 8-min expected runtime.

All in all, we can conclude that if our aim is to build more of an explainer model 
without concurvity influencing the results, then the HA is a preferred method to 
the HSIC-Lasso and mRMR models if time is not a scarce resource and we do not 
have a priori information for the mRMR. The rest of the algorithms propose a more 
extended feature set without significant improvements in predictive performance on 
the test set.

6 � Numerical results on simulated dataset

As a next step, numerical results on a simulated dataset of 1000 observations and 7 
feature variables with a Gaussian target are presented. In this example we aim to dem-
onstrate how well each examined selection algorithm control for a known concurvity 
structure.

The definition of our 8 variables is the following with �1 = 0.05 and �2 = 0.5.

X1 ∼ X2 ∼ X3 ∼ U(0, 1)

Fig. 2   The fitted smooth functions in the HA model for the concrete comprehensive strength dataset with 
95% confidence-intervals
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With the definitions above, we have generated severe concurvity among the fea-
tures (as �1 is relatively low), while only X1 , X5 and X6 have direct effect on the target 
Y  . This concurvity is visible on the scatterplot matrix of the simulated dataset given 
in Fig. 3.

As m = 7 , the feature selection task is small, which means all the possible sub-
sets can be generated and the global optima is easily selected. The main aim of this 
investigation is to find out how well can each examined feature selection algorithm 

X4 = X3
2
+ X2

3
+ N

(
0, �1

)

X5 = X2
3
+ N

(
0, �1

)

X6 = X2
2
+ X3

4
+ N

(
0, �1

)

X7 = X1 × X2 + N
(
0, �1

)

Y = 2X2
1
+ X3

5
+ 2 sinX6 + N

(
0, �2

)

Fig. 3   Scatterplot matrix of the simulated variables
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detects the concurvity that we know is present among the features and identify the 
optimal feature subset of 

{
X1,X5,X6

}
.

The simulated dataset is randomly split into training and test sets in a 7:3 ratio. 
Cross validations steps of the examined algorithms are executed on the training set.

The target is continuous, so the link function for the GAMs is the identity. Pre-
dictive performance of the final models from the algorithms is measured by the 
R2 = cor

(
Y , Ŷ

)2 on the test set. The HA parameters are the same as the optimal set-
tings for the concrete comprehensive strength dataset given in Table 1. Similarly, all 
algorithms are run 30 time, so, the expected runtimes and the standard deviation of 
the runtimes is given. In the case of those algorithms, where the results are not the 
same for all 30 trials, the best model is shown in the results, so every algorithm is 
represented with its best performance. Each algorithm is run on the same training 
set and evaluated on the same test set for each trial. This way, we try to ensure the 
differences we see in performance are due to the different characteristics of each 
algorithm.

6.1 � Discussion of numerical results

A summary on the performance of each feature selection algorithm is given in 
Table 4.

The results of HA shown in Table 4 is found by 21/30 times and it is the global 
optimum for the feature selection task when the constraints for basis function sig-
nificance and concurvity are considered.

The picture is very similar to what was experienced in the case of the concrete 
comprehensive strength dataset. Most of the examined feature selection algorithms 
prefer the full model, or only exclude one feature. These models do not differ in 
test set performance significantly. One exception is the GAMBoost that has notice-
ably poorer performance compared to the other model preferring the full model or 
a model close to it. On the other hand, the performance of the non-negative garrote 
has improved quite well compared to its performance of the concrete dataset. So, 
estimating the smooth functions before a Lasso selection seems beneficial in cases 
of complex concurvity from the perspective of predictive performance. However, 
since almost all models have quite similar predictive performances, the main differ-
ences are again in the selected feature sets.

All the algorithms preferring something close to the full model have harmful 
concurvity in all their features. One exception is the Modified backfitting where X7 
is omitted that is partly a function of X1 . All in all, these methods select models 
with convincing predictive performance that do not differ significantly, but they use 
almost all available feature to achieve this, not revealing the true predictors of the 
target. They result in good predictive models but poor explanatory models since they 
pick up features that are essentially just noise in respect to our target variable. This 
is similar to what we experienced in the results on the concrete dataset.

The cosso and stepwise methods retain the same 4 features out of 7, with predic-
tive performance that is essentially the same as for the methods that prefer some-
thing close to the full model. However, they still retain the X4 feature that has no 
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direct effect on the target but causes harmful concurvity in the models. So, these 
models contain all the true features of Y  , but still pick up noise in feature X4 that 
only has an indirect effect on the target through X6.

The algorithms that attempt to control for concurvity (mRMR, HSIC-Lasso and 
HA) each select 3 features (in case of the mRMR this information was given to the 
method a priori) that have no concurvity among them. While for the HA these fea-
tures are the 3 true features of Y  , the other two algorithm omits X6 in favour of X7 
that only mediates partial effects of X1 . This causes a rather significant drop in pre-
dictive performance in the models proposed by the mRMR and HSIC-Lasso. These 
two methods only control for pairwise concurvity and while this control results in 
models that are technically free from concurvity, they miss a true feature from the 
proposed model due to the multivariate relationship among the candidate features.

The HA algorithm with its direct control on multivariate concurvity can correctly 
identify the 3 true features of Y  and this results in a predictive performance that is 
not significantly different from the methods that propose a model with more fea-
tures. So, the HA could propose the true model under completely multivariate con-
curvity among the candidate features.

Of course, the best subset selector nature of the HA results again in higher 
expected runtime when compared to the other methods. This higher expected runt-
ime is not as substantial as the expected runtime of the GAMBoost. The result is 
like what we experienced in the concrete dataset. Furthermore, the GAMBoost has 
no benefits on the side of predictive performance similarly to the other algorithms 
without concurvity constraints.

7 � Numerical results on the credit card default dataset

In our second experiment, the task is to estimate for clients in a Taiwanese bank if 
they are to report default on their credit card loans in one month from now. This 
dataset consists of 30,000 observations and 26 possible features after applying 
a dummy coding for categorical variables. Source of the dataset is Yeh and Lien 
(2009). The feature selection task in this case is not solvable via examining all pos-
sible feature subsets and selecting the best one. Best models proposed by each algo-
rithm are only comparable to each other, there is no reference point.

Meaning of the variables in the dataset is the following:

•	 LIMIT_BAL—Amount of the given credit (NT dollar): it includes both the indi-
vidual consumer credit and his/her family (supplementary) credit.

•	 SEX—Gender

•	 (1 = male; 2 = female)

•	 EDUCATION – Education

•	 (1 = graduate school; 2 = university; 3 = high school; 4 = others)

•	 MARRIAGE—Marital status
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•	 (1 = married; 2 = single; 3 = others).

•	 AGE—Age (year)
•	 PAY_X—Payment records X months before data collection X ∈ {0, 2, 3, 4, 5, 6}

•	 (− 1 = pay duly; 1 = payment delay for one month; 2 = payment delay for two 
months; …)

•	 BILL_AMTX—Amount of bill statement (NT dollar) X months before data col-
lection X ∈ {1, 2, 3, 4, 5, 6}

•	 PAY_AMTX—Amount of previous payment (NT dollar) X months before data 
collection X ∈ {1, 2, 3, 4, 5, 6}

•	 default_nextMonth—Target Variable: binary variable, default payment one 
month after data collection

•	 (Yes = 1, No = 0)

Based on Yeh and Lien (2009), we can determine that there are some clients with 
false encodings in the categorical variables, like cases with 0 in their MARRIAGE 
variable. These observations are removed from the dataset, and 22,165 observations 
are left. This reduced dataset is randomly split to training and test sets in a 7:3 ratio, 
similarly to the case of the concrete comprehensive strength dataset.

The target variable has a Bernoulli distribution, so the link function for GAMs 
is the logit and to evaluate predictive performance, we examine the Area Under the 
ROC Curve ( AUC ) on the test set.

7.1 � Addressing some computational issues

Global optima for the feature selection task on the credit card default dataset cannot 
be determined. Examining all feature subsets is computationally infeasible. If we 
take 100 random feature subsets and estimate their corresponding GAM, we found 
that the lower bound for the 95% confidence-interval of the expected runtime of one 
model is 0.35  min. This means, generating all the 226 subsets would take 

0,35⋅226

60⋅24⋅365,25
= 44.72 years.

In the cosso and GAMBoost algorithms for this dataset, we encountered a RAM 
shortage problem. The cosso algorithm tries to fit a smooth function from a RKHS 
for every feature and it uses all values from the values set of the feature as knots 
(where a thin plate spline would only use kj knots). This results in a 46 GB of RAM 
requirement to store the representational matrices for each fj . In case of the GAM-
Boost, RAM requirement of 9.8 GB comes from the need to test several values for 
the number of maximum iterations via cross validation. A RAM requirement of 
9.8 GB is not necessarily problematic for a better PC nowadays, but the configura-
tion used for our numerical experiments only has 8 GB of RAM available.

A solution for the RAM problems of the cosso and GAMBoost algorithms can 
be found in the original paper for the cosso algorithm (Lin and Zhang 2006). In 
this paper, the authors suggest taking an i.i.d. sample from the original training set 
and use it as a training set for the cosso. Sample size should be significantly smaller 
than the size of the original training set, so the computations are feasible in RAM, 
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but it should be large enough, so the model parameters are not significantly differ-
ent from the values that would be estimated from the complete training set. For this 
experiment, we apply n = 5000 . In this case, we simulated 1000 i.i.d. sample and 
estimated the parameters of the full GAM model (with thin plate splines) in each 
sample. Sampling distribution of the McFadden pseudo R-squared can be consid-
ered N(0.217;0.011) . The p-value of the Shapiro–Wilk test for normality is 0.9125. 
On the complete training set R

2
= 0, 217 for the full GAM model. So, the maximum 

difference of a sample R
2 from the one calculated on the complete training set with 

a 95% probability is 2 ⋅ 0.011 = 0.022 . With a sample of n = 5000 , the lower bound 
for the 95% confidence-interval of the expected computation time for one model is 
0.207 min according to our simulations. This means, generating all the 226 feature 
subsets would take about 26.46 years. This is a noticeable decrease from the initial 
44.72  years. If we also allow the simultaneous estimation of the GAMs from the 
1000 samples (as it is proposed for the HA in Sect. 4.2), then expected runtime for 
generating all feature subsets would decrease to 4.18 years.

An i.i.d. sampling of n = 5000 is also applied for the HA in this experiment 
because of the huge decrease in expected runtime for the estimation in a GAM. As 
HA is a best subset feature selection algorithm, decreased computation time for a 
solution in the memory is always preferred. Furthermore, based on our simulations, 
this technique causes the sample R

2 to differ from the one computed on the complete 
training set only by a maximum of 0.022 with a 95% probability. So, there is no rel-
evant loss in predictive performance due to the sampling. For this dataset, we apply 
a memory size of 60 and in each trial the HA is run 6 times as suggested in Sect. 4.2 
to ensure a “good” initial random memory. Every other HA parameter is the same as 
the ones suggested in Table 2.

7.2 � Discussion of numerical results

For the credit card default dataset, some benchmark models are also applied as Yang 
and Zhang (2018) has tested the performance of several supervised learners on this 
dataset. The investigation of Yang and Zhang (2018) only concerned with predictive 
performance, so feature selection is not applied there. Therefore, we examined our 
own benchmark models as well. A decision tree trained by CART algorithm with 
the Gini-index as a splitting measure, as it has implicit feature selection during the 
tree training process, and it can handle non-linear effects. Furthermore, a random 
forest (RF) ensemble learner with recursive feature elimination (RFE) is also inves-
tigated in this paper. The decision tree is implemented in R with the help of the 
rpart package (Therneau and Atkinson 2018), and the RF with RFE is implemented 
via the caret package (Kuhn et al. 2019).

The RFE algorithm looks for a subset of features by starting with all features in 
the model and removes features until a predefined number of features remains. This 
is achieved by fitting the current machine learning model (in our case the RF), rank-
ing features by their importance and omitting the least important features, then refit-
ting the model. The process is repeated until a specified number of features remains. 
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We tested the RFE with the RF algorithm for feature subsets with a size of 26, 25, 
20, 25, 10, 5, 3, 1 and selected the one with the best cross-validated misclassification 
rate score on the training set.

All algorithms are again run 30 times to examine the stability of the final models 
for each algorithm, the expected runtimes, and the standard deviation of the runt-
imes. In the case of those algorithms, where the results are not the same for all 30 
trials, the best model is shown in the results, so every algorithm is represented with 
its best performance. Each algorithm is run on the same training set and evaluated 
on the same test set for each trial. This way, we try to ensure the differences we see 
in performance are due to the different characteristics of each algorithm.

The results of the algorithms described in Sect. 4 for the credit card defaults data-
set are summarised in Table 5. From Yang and Zhang (2018) only the best (light-
GBM) and worst (GLM) models are shown.

The most important takeaway from Table  5 is quite similar to the results of 
the simulated and concrete comprehensive strength datasets. Models proposed 
by the mRMR, HSIC-Lasso and HA are using relatively few features (only 3–6) 
and have no significant differences in predictive performance on the test set than 
the rest of the proposed models. Even if they are compared to the best model 
in Yang and Zhang (2018) (lightGBM) or to the random forest model combined 
with RFE. The rest of the feature selection algorithms again prefer larger models 
with at least 15 features. Based on the experiences from the simulated example, 
in the cases of these algorithms, several of the selected features can be considered 
noise and not true features of credit card default. The only exception is the model 
proposed by the cosso that prefers a sparser solution, but still uses significantly 
more features than the three algorithms with concurvity constraints. So, again, 
the main difference in the proposed models lies in the quality and size of the pro-
posed feature set, not in predictive performance.

It is important to see that feature PAY_0 is selected by every algorithm but 
selecting an earlier version of the feature (like PAY_2 or PAY_6) causes the vio-
lation of concurvity constraints. This is because features that describe payment 
history of the clients are autocorrelated, so payment status in the month of data 
collection can be accurately estimated based by the client’s previous payment sta-
tuses. This phenomenon is the main reason that in the full model all PAY, BILL_
AMT and PAY_AMT features violate concurvity constraints. However, based on 
the GAMBoost model (that does not use all the payment history features), this 
autocorrelation does not last for the longer lags. As PAY_AMT6 does not violate 
the concurvity constraints. So, a model could benefit if its feature set contains 
a longer lag for the BILL_AMT, PAY_AMT features next to PAY_0, as these 
longer lags contain new and not redundant information on the default probabil-
ity. However, based on the cosso model, we can see that putting a longer lag of 
the PAY feature like PAY_6 in the model next to PAY_0 is not advisable as it 
causes harmful concurvity. So, PAY_0 should only be combined with longer lags 
of BILL_AMT, PAY_AMT.

These redundancies between the features describing payment history are not 
completely handled even by the mRMR and the HSIC-Lasso models as they only 
examine for pairwise relationships between features. For example, in the mRMR 
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model PAY_2 can be accurately estimated as a function of PAY_0 and PAY_5. On 
the other hand, the HA clearly shows that selecting PAY_AMT3 next to PAY_0 
and LIMIT_BAL adds new, not redundant information to the model on credit card 
default. This behaviour is similar to what we experienced on the simulated dataset.

Comparing feature effects in the decision tree and the HA GAM model can result 
in interesting discoveries. Fitted smooth functions of the features in the HA models 
are shown in Fig. 4. During the detailed diagnostic examinations of the GAM pro-
posed by the HA, we found 1856 observations with Cook’s distances greater than 
1. Figure 4 is created from a GAM where these influential observations are omit-
ted during parameter estimation. This way the model AUC did not decrease signifi-
cantly. It became 0.745 instead of 0.749.

Poor decision tree predictive performance on the test set can be attributed to the 
fact that the resulting tree is too simple. The only rule of the tree is that if a client 
has a payment delay for at least two months, then the client is predicted to default 
next month and otherwise not.

Inclusion of two extra features (LIMIT_BAL and PAY_AMT3) and increasing 
the odds of default for negative PAY_0 amounts, results in significantly higher pre-
dictive performance on the test set.

Fig. 4   The fitted smooth functions in the HA model for the credit card default dataset with 95% confi-
dence-intervals
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Negative values in the PAY_0 feature mean overpayment. This can cause an 
increased risk of credit card default as banks usually compensate these overpay-
ments with refunds.2 Clients tend to overestimate the value of extra credits on their 
cards, and this can lead to serious overspending and then default.

In case of expected runtimes, best subset algorithms like RFE and HA have a 
clear disadvantage to regularization estimate, stepwise or linear search algorithms, 
not to mention the simple decision tree. However, the GAMBoost algorithm has 
the longest expected runtime, like in the case of the two other datasets, due to the 
cross validation necessary to find the optima for the maximum number of iterations. 
Expected runtime of the algorithm is above 11 h, despite the application of random 
sampling to significantly decrease the number of observations in the training set.

Summarizing the results obtained from the numerical experiments on the credit 
card default dataset, we can repeatedly conclude that if our aim is to build a truly 
parsimonious model with no harmful concurvity among the features without con-
siderable runtime constraints, then the HA can be a viable alternative to the rest 
of the examined algorithms. These algorithms have very similar predictive perfor-
mances, but the HA can show us a model where feature effects are clearly interpret-
able due to the smaller number of selected features and the lack of concurvity. Based 
on experiences from the simulated dataset, we can suggest that algorithms with no 
concurvity constraint are again picking up features that are just noise in the model. 
The algorithms with only pairwise control for concurvity can select features with 
redundant information since they violate the multivariate concurvity constraints.

However, if our main goal is purely prediction, then feature selection seems 
unnecessary and the analyst should go with the fastest solution, since there are no 
significant differences in the predictive performances of the algorithms proposing 
the full model. Only application of the decision tree is not advised since it proposes 
a too simple model here.

8 � Summary

In our current paper, we examined and compared the performance of 10 different fea-
ture selection algorithms for GAMs on simulated and two real-world datasets. Based 
on the general properties of these algorithms and found that they can be separated into 
four clusters: stepwise, boosting, regularization and concurvity controlled methods.

After running numerical experiments on all three datasets, we found that algo-
rithms with no constraints on concurvity tend to prefer large models where only a 
few features are removed from the final model. This causes harmful concurvity in 
the proposed models, which makes marginal effect of features uninterpretable due to 
the redundancy among the selected features. Results from the simulated data suggest 
that most of the features selected are just noise for the target variable. Furthermore, 
predictive performance of these algorithms does not differ significantly from each 

2  https://​www.​credi​tcards.​com/​credit-​card-​news/​credit-​balan​ce-​overp​ay-​refund-​1282.​php
  Downloaded: 2020. 11. 04.

https://www.creditcards.com/credit-card-news/credit-balance-overpay-refund-1282.php
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other apart from some rare exceptions (e.g. the non-negative garrote on the concrete 
dataset and the GAMBoost on the simulated data).

To tackle the concurvity phenomenon, some recent feature selection algorithms 
such as the mRMR and the HSIC-Lasso incorporated some constraints on concur-
vity in their objective function. These algorithms interpret concurvity as pairwise 
non-linear relationship between features, so they do not account for the case when 
a feature can be accurately estimated as a multivariate function of several other 
features. Therefore, during our numerical experiments the models proposed by the 
mRMR, and HSIC-Lasso algorithms had violated the concurvity constraints in some 
features. In the simulated example they excluded a true feature from their proposed 
models.

Our own solution to the problem, the HA introduces constraints on multivari-
ate concurvity directly. Due to this constraint, the HA usually applied very few 
features in its final models but achieved a predictive performance that rivalled 
that of models with far more features. Lack of concurvity in models proposed 
by the HA means that we can take advantage of the additive structure of GAMs 
and interpret each smooth function separately. So, feature effects on the target 
are distinguishable and interpretable in these models. In the simulated example, 
the HA could correctly identify the true model. Expected runtime of the HA on 
larger datasets can be long but expected runtime of the GAMBoost algorithm is 
much longer. Furthermore, on larger datasets, the expected runtime of the HA is 
similar to that of the RFE feature selection algorithms combined with a random 
forest learner.

Overall, results from the three numerical experiments show that while there is 
no significant difference in the predictive performance of most algorithms, usu-
ally there is a difference in the number of features used. Algorithms without con-
curvity control usually select the whole feature set (or something very close to 
it), while the three concurvity controlled solutions usually achieve the same level 
of performance in the test set, but with significantly less features selected. Algo-
rithms with pairwise concurvity constraints can still violate the multivariate con-
curvity constraint, despite using a small number of features, but due to its direct 
constraint on multivariate concurvity, the HA never does. So, models proposed 
by the HA have similar predictive performance than the rest of the examined 
algorithms, but with a more parsimonious and concurvity-free feature set.

Application of the HA needs further studies on more real-world datasets. Due 
to the strict and direct concurvity constraints, models proposed by the HA can be 
affected by omitted variable bias (OVB). OVB occurs when a statistical model 
leaves out one or more relevant variables. The bias results in the model attribut-
ing the effect of the missing features to those that were included. Further numeri-
cal experiments are required to examine how the strictness of the concurvity con-
straints in HA affects the subset of selected features and whether OVB can be 
present in the final models.
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