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1 Introduction

In matching problems, the celebrated deferred-acceptance mechanism (DA)
has been found to have many interesting properties. Importantly, the out-
come of DA is stable (Gale and Shapley, 1962) meaning that no two indi-
viduals prefer each other to the individual they match with under DA and
that DA is individually rational. The main issue with DA is that it does
not give all individuals the incentives to reveal their preferences truthfully.
In fact, this is a general feature of stable mechanisms : no stable mechanism
makes it a dominant strategy for all individuals to reveal their preferences
truthfully (Roth, 1982).

However, the question remains: does any mechanism perform better than
DA in terms of incentives without compromising on stability? In other words,
is any stable mechanism less manipulable thanDA in some meaningful sense?
In this paper, I answer negatively by showing that, in one-to-one matching
DA is minimally manipulable in the senses of both Pathak and Sönmez
(2013) (PS) and Arribillaga and Massó (2015) (AM) (extensions to many-to-
one matching are discussed in Section 7).1

In the last two decades, much effort has been dedicated to the devel-
opment of criteria that enable comparing the manipulability of mechanisms
that, like the stable matching mechanisms, fail to have a truthful dominant
strategy.2 In this paper, I use two criteria from PS and AM to compare the
manipulability ofDA with that of other stable mechanisms. Informally, these
criteria compare mechanisms based on their sets of manipulable profiles (PS)
and preferences (AM). If for every profile (preference), the set of individuals
who can manipulate in mechanism A is a subset of the set of individuals who
can manipulate in mechanism B and that subset is strict for some profiles
(preferences), then A is said to be less manipulable than B.

I show that no stable mechanism is less manipulable than DA in the
sense of either PS or AM (Proposition 4.(i)).3 In this sense, DA is minimally
manipulable among the stable mechanisms. This property is rare among
stable mechanisms: contrary to DA, most stable mechanisms are dominated
by another stable mechanism in terms of manipulability (Proposition 5).

1 Pathak and Sönmez (2013) introduce several comparison criteria. The criterion I use
is the criterion introduced in Section III in Pathak and Sönmez (2013).

2 Beside the two papers already cited, see Aleskerov and Kurbanov (1999), Maus et al.
(2007), Andersson et al. (2014), Fujinaka and Wakayama (2012), Gerber and Barberà
(2016) and Decerf and Van der Linden (2016), among others.

3 In the process, an elegant characterization of the PS’s comparison criterion is obtained
for the one-to-one environment (Proposition 2). See also Section 7 for an extension of this
characterization to a many-to-one environment.
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DA is not only minimally manipulable, it is also less manipulable than
other stable mechanisms (Proposition 4.(ii)). Although the mechanisms that
DA dominates are rare when comparisons are in the sense of PS, they are
abundant when comparisons are in the sense of AM (Proposition 6).

The above results follow mainly from the fact that, in a stable mecha-
nism, if an individual cannot manipulate given some profile or preferences,
then the individual must match with her or his most preferred achievable
mate (Proposition 1, where an achievable mate is a mate that the individual
matches with under some stable matching). As is well-known, when one
individual matches with her or his most preferred achievable mate, this indi-
vidual is also the least preferred achievable match for her or his mate (Gale
and Shapley, 1962). This point toward a tension between fairness and manip-
ulability: to reduce manipulability one must give some individuals the best
match they could hope for, which implies others receive their worst possible
match.

To achieve minimal manipulability, DA pushes this logic to the extreme
and always matches one side of the market with their most preferred achiev-
able mate. This is sometimes viewed as a downside of DA and fairer stable
mechanisms have been devised that select “intermediate” stable matchings
in which fewer individuals match with their least preferred achievable mate
(see e.g. Irving et al. (1987) and Teo and Sethuraman (1998)).

I show that among stable mechanisms, such improvements in fairness
come at the cost of an increase in manipulability. A minimal fairness criterion
that I callminiworst requires that the set of individuals who match with their
worst achievable mate be minimal (with respect to inclusion) As it turns out,
if a stable mechanism is miniworst, then it is maximally manipulable, i.e.,
no other stable mechanism is strictly more manipulable in the sense of either
PS or AM (Proposition 8). In fact, all miniworst mechanisms are dominated
by DA in the sense of AM (Proposition 9), although this is not true in the
sense of PS.

A similar trade-off between manipulability and fairness is identified in
the case of the median stable mechanisms (Teo and Sethuraman, 1998): the
median stable mechanism (i) fails to be minimally manipulable in the sense
of either PS or AM (Proposition 10) and in the sense of AM, median stable
mechanisms are (ii) more manipulable than DA and (ii) maximally manip-
ulable (Propositions 12 and 11); although the same is again not true in the
sense of PS.

Related literature

The results in this paper complement previous results of PS. Of the results
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in this paper, only the fact that no stable mechanism is less manipulable than
DA in the sense of PS can be obtained as a direct corollary of a result of PS.
In particular, the manipulability comparisons in the sense of AM are new.

This paper contrasts with Chen et al. (2016) who show that no two stable
mechanisms can be compared in the sense of a stronger comparison criterion
also proposed by PS. Differently, I show that many stable mechanisms can
be compared in the sense of both AM and the weaker comparison criterion
of PS.

This paper also complements the literature on fair stable matchings (Knuth,
1997; Irving et al., 1987; Teo and Sethuraman, 1998; Klaus and Klijn, 2006).
To my knowledge, this paper is the first to clarify the costs in terms of ma-
nipulability of selecting a fair stable matching instead of the extreme stable
matchings that DA selects.

The paper is organized as follows. Section 2 gives a general definition
of the comparison criteria of PS and AM. Section 3 defines the one-to-one
matching environment. Section 4 restates some famous results about the one-
to-one environment and derives preliminary results. Section 5 compares the
manipulability of DA with respect to the whole class of stable mechanisms.
Section 6 focuses on comparing the manipulability of DA with two classes of
fair stable mechanisms: the miniworst and the median stable mechanisms.
Section 7 discusses extensions of some results from Section 5 to many-to-one
matching. I conclude with open questions.

2 Two criteria for manipulability comparisons

Let N := {1, . . . , n} be the set of individuals and T the set of outcomes.
An individual i ∈ N has a preference Ri over the outcomes in T . For any
s, t ∈ T , s Ri t indicates a weak preference for s over t and s Pi t a strict
preference (s Ri t but not t Ri s). For any i ∈ N , the domain of i’s possible
preferences is Di.

A preference profile R := (R1, . . . , Rn) is a list of the preferences of all
the individuals in N . The set of preference profiles is D := ×i∈NDi. The list
of preferences in R for everyone but i is R−i ∈ D−i := ×i∈N\{i}Di. A pair
(T,D) is called an environment.

A mechanism A is a function that associates every preference profile
R ∈ D with an outcome A(R) ∈ T . When participating in a mechanism,
individual i will naturally wonder whether reporting her true preferences is
a good strategy, or whether she would be better-off manipulating her report.
To do so, i will have to form some belief about the preferences R−i that other
individuals will report.

3



Suppose that i forms a point belief about R−i. Then the comparison cri-
terion from PS (PS-criterion) says that mechanism A is no more manipulable
than mechanism B if for any i ∈ N , when i’s belief about R−i is the same
in A and i does not find it profitable to manipulate in B given this belief, i
does not find it profitable to manipulate in A either. Formally, mechanism
A is PS-manipulable for i given R ∈ D if

A(R′
i, R−i) Pi A(Ri, R−i) for some R′

i ∈ Di. (1)

That is, i can benefit from manipulating her reported preferences when other
individuals report R−i.

Mechanism A is no more PS-manipulable than mechanism B if

{i ∈ N | A is PS-manipulable for i given R}

⊆ {i ∈ N | B is PS-manipulable for i given R} for all R ∈ D.
(2)

Similarly, mechanism A is less PS-manipulable than mechanism B if A is
no more PS-manipulable than B but the converse is not true, i.e., (2) holds
and

{i ∈ N | A is PS-manipulable for i given R∗}

⊂ {i ∈ N | B is PS-manipulable for i given R∗} for some R∗ ∈ D.
(3)

The PS-criterion has a clear appeal when beliefs do not vary between the
two mechanisms that are being compared. The PS-criterion is harder to
make sense of when i’s belief about R−i varies between mechanisms A and
B, which is likely whenever A and B differ sufficiently from one another.4

The criterion proposed by AM (AM-criterion) overcomes this limitation
by comparing preferences at which individuals cannot manipulate what-
ever the preferences reported by other individuals. Formally, for any pref-
erence R∗ ∈ ∪i∈NDi and any i ∈ N with R∗ ∈ Di, mechanisms A is AM-
manipulable for i given R∗ if

A(R′
i, R−i) P∗ A(R∗, R−i) for some R′

i ∈ Di and some R−i ∈ D−i. (4)

That is, given the preference R∗, i could benefit from manipulating her re-
ported preference for some R−i. In other words, i does not have truthful
dominant strategy given preference R∗.

Mechanism A is no more AM-manipulable than mechanism B if for
all i ∈ N and all Ri ∈ Di, if A is manipulable for i given Ri, then B is also
manipulable for i given Ri. To stress the parallel with (2), observe that this
is equivalent to saying that A is no more AM-manipulable than mechanism

4 For example, individuals are unlikely to form the same belief about the values reported
by other individuals in a first-price and in a second-price auction.
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B if

{i ∈ N with R∗ ∈ Di | A is AM-manipulable for i given R∗}

⊆ {i ∈ N with R∗ ∈ Di | B is AM-manipulable for i given R∗}

for all R∗ ∈ ∪i∈NDi.

(5)

In other words, every time i fails to have a truthful dominant strategy given
R∗ in A, i also fails to have a truthful dominant strategy given R∗ in B. In
the context of a two-sided matching model in which the individual domains
do not intersect, the above sets are either singletons or empty. Similarly,
mechanism A is less AM-manipulable than mechanism B if A is no more
AM-manipulable than B but the converse is not true, i.e., (5) holds and

{i ∈ N with R∗∗ ∈ Di | A is AM-manipulable for i given R∗∗}

⊂ {i ∈ N with R∗∗ ∈ Di | B is AM-manipulable for i given R∗∗}

for some R∗∗ ∈ ∪i∈NDi.

(6)

Mechanism A is less (no more) manipulable than a mechanism B if
A is both less (no more) PS-manipulable and less (no more) AM-manipulable
than B. The “no less (PS-, AM-) manipulable than” and “more (PS-,
AM-) manipulable than” partial orders are defined symmetrically.

Of fundamental importance for this paper are the concepts of minimal
and maximal manipulability. Informally, a mechanism A is minimally ma-
nipulable if it is impossible to improve upon A in terms of manipulability.
Specifically, for any class of mechanisms A, mechanism A ∈ A is minimally

(PS-, AM-) manipulable in A if there is no mechanism B ∈ A such that
B is less (PS-, AM-) manipulable than A. Conversely, mechanism A ∈ A
is maximally (PS-, AM-) manipulable in A if there is no mechanism
B ∈ A such that B is more (PS-, AM-) manipulable than A.

As AM explain, the “no more PS-manipulable than” partial order is a
subset of the “no more AM-manipulable than” partial order: if A is no
more PS-manipulable than B, then A is no more AM-manipulable than B
too. However, the converse is not true. In particular, A can be less AM-
manipulable than B although A fails to be less PS-manipulable than B (see,
e.g., Proposition 9 below).

Both criteria have advantages and disadvantages over one another. As il-
lustrated in Examples 1 and 2, there are situations in which the AM-criterion
yields counter-intuitive manipulability comparisons while the PS-criterion
does not, and situations in which the PS-criterion yields counter-intuitive
manipulability comparisons while the AM-criterion does not. However, both
criteria capture interesting aspect of the realtive manipulability of mecha-
nisms, and so I consider them both in what follows.
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Example 1. Suppose that no individual i ∈ N with R∗ ∈ Di can AM-
manipulate mechanism A given preference R∗. On the other hand, suppose
that for every preference R∗∗ 6= R∗ and every individual i ∈ N with R∗∗ ∈ Di,
there exists an R−i(R∗∗) such that i can PS-manipulate given (R∗∗, R−i(R∗∗)),
but withA, i cannot PS-manipulate given any profile (R∗∗, R−i) 6= (R∗∗, R−i(R∗∗)).
Further suppose that, unlike mechanism A, mechanism B is AM-manipulable
for every preference R◦, but for every R◦ and for every i ∈ N with R◦ ∈ Di,
i can PS-manipulate given one and only one profile (R◦, R−i(R◦)) when i’s
preferences are R◦ (i.e., B is not PS-manipulable for i given any profile
(R◦, R−i) 6= (R◦, R−i(R◦)).

By construction, A is less AM-manipulable than B. This seems counter-
intuitive because A improves upon B in terms of AM-manipulability for a sin-
gle preference relation R∗ and does much worse in terms of PS-manipulability
for every other preference relation. In this sense, the judgment of the AM-
criterion in the case of A and B is a “false positive”. The PS-criterion is
more intuitively appealing because it refrains from concluding that A is less
manipulable than B (although the PS-criterion does not conclude that B is
less manipulable than A).

Example 2. For some j ∈ N , suppose that the set of sub-profiles D−j can
be partitioned into two sets D1

−j and D2
−j of equal size (#D1

−j = #D2
−j).

5

Suppose also that for every i ∈ N\{j} and every Ri ∈ Di, mechanism A
is not AM-manipulable for i given R. Also, suppose that for every Rj ∈ Dj,
A is PS-manipulable for i given (Ri, R

1
−j) whenever R1

−j ∈ D1
−j, but A is

not PS-manipulable for i given (Ri, R
2
−j) whenever R2

−j ∈ D2
−j. Further

suppose that, unlike mechanism A, mechanism B is AM-manipulable for
every i ∈ N\{j} given any preference Ri ∈ Di. Also, suppose that for every
Rj ∈ Dj, B is not PS-manipulable for i given (Ri, R

1
−j) whenever R

1
−j ∈ D1

−j,
but A is PS-manipulable for i given (Ri, R

2
−j) whenever R

2
−j ∈ D2

−j.
For every R ∈ D with R−j ∈ D1

−j, j can PS-manipulate in A but j
cannot PS-manipulate in B. Also, for every R ∈ D with R−j ∈ D2

−j, j can
PS-manipulate in B but j cannot PS-manipulate in A. Hence, A and B are
not comparable using the PS-criterion. This is counter-intuitive because A
does much better than B in terms of AM-manipulability for every individual
in N\j and A performs similarly to B in terms of PS-manipulability for j. In
this sense, the judgment of the PS-criterion in the case of A and B is a “false
negative” (or a “false incomparability”). The AM-criterion is intuitively
more appealing because A is less AM-manipulable than B.

5 This is feasible, for example, if for every i ∈ N and every Ri ∈ Di, the preference
R−1

i such that a Ri b if and only if b Ri a is also an element of Di.
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3 The one-to-one matching environment

All the formal results in this paper are for the one-to-one matching environ-
ment. In Section 7, I discuss extensions to many-to-one matching environ-
ments.

In the one-to-one matching environment (henceforth, the one-to-one en-
vironment), the set N is partitioned into a set W of women and a set M
of men. Throughout, these sets have cardinalities #W,#M ≥ 3. A woman
w ∈ W has a preference Rw on the set of men and herself (M ∪ {w}) and a
manm ∈ M has a preference Rm on the set of women and himself (W∪{m}).
For any i ∈ N , the set of individuals for which i has a preference are i’s po-
tential mates. Henceforth, let the domain D consist of all possible profiles
of strict preferences, i.e., for any R ∈ D and any i ∈ N , no two different
mates are ever indifferent to one another according to Ri.

A matching is a function µ : W ∪ M → W ∪ M that matches every
individual i ∈ N with a mate and for which nobody has more than one
mate. Formally, (i) µ(w) ∈ M ∪ {w} for all w ∈ W , (ii) µ(m) ∈ W ∪ {m}
for all m ∈ M , (iii) µ(w) 6= µ(w′) for all w,w′ ∈ W with w 6= w′, and (iv)
µ(m) = w if and only if µ(w) = m for all w ∈ W and m ∈ M . The set of
outcomes T in the one-to-one environment is the set of matchings.

A one-to-one matching mechanism A (henceforth, a mechanism) as-
sociates every profile of preferences R ∈ D with a matching. To simplify the
notation, let Ai(R) and µi be i’s mate with the matchings A(R) and µ.

Given matching µ and profile R, a blocking pair consists of a man and
a woman who prefer being matched together to their match in µ. Formally a
blocking pair in µ is any (w,m) with w ∈ W and m ∈ M such that m Pw µw

and w Pm µm. For any i ∈ N , if i Pi j for some j ∈ N , then mate j is
unacceptable to i. A matching is individually rational if no individual
matches with an unacceptable mate.

A matching is stable if it does not contain any blocking pairs and it is
individually rational. A mechanism is stable if it selects a stable matching
for every preference profile in D.

Henceforth, the focus is on stable mechanisms. Therefore, and to keep the
terminology simple, I suppress the reference to the class of stable mechanisms
throughout. For example, when some mechanism A is said to be minimally
manipulable, it should be understood that A is minimally manipulable in the
class of stable mechanisms.

As is well-known, the deferred acceptance mechanism (DA) comes in
two variants: women-proposing (DAW ) and men-proposing (DAM), both
of which are stable (Gale and Shapley, 1962). For any i ∈ N , the variant
of DA in which i’s side proposes is denoted DAi. When a property applies
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irrespective of the proposing side, a deferred acceptance mechanism is simply
referred to as DA. In this case, an individual i ∈ N is a proposer if i is
on the side that proposes in DA (e.g., W in DAW ) and an acceptor if i is
on the side that does not propose (e.g, M in DAW ). A typical proposer is
denoted by p ∈ N , while a typical acceptor is denoted by a ∈ N .

For any i ∈ N , any individual j ∈ N is an achievable mate given R if j
matches with i under some stable matching (where stability is with respect
to R). Individual i is single under µ if µi = i. Individual i is married in µ
if i is not single in µ (µi 6= i).

For all i ∈ N and all R ∈ D, let fR
i be i’s most preferred achievable

mate given R. Similarly, let ℓRi be i’s least preferred achievable mate given
R. Observe that, because preferences are strict, fR

i and ℓRi are unique for
all i ∈ N and all R ∈ D. Finally, for any i ∈ N , any Ri ∈ Di, and any
acceptable mate x, Ri|x is the truncation of Ri after x, that is, Ri|x is the
preference constructed from Ri by moving i up in the ranking to the point
where i is ranked right after x, but not changing any other rankings.6

4 Preliminary results

In this section, I restate some classical properties of DA and of stable match-
ings in the one-to-one environment. These properties are then used to prove
Proposition 1, which is central to the results in this paper.

First, DA always selects a stable matching in which proposers match with
their most preferred achievable mate, while acceptors match with their least
preferred achievable mate.

Lemma 1 (Gale and Shapley, 1962). For any R ∈ D, (i) DA(R) is sta-
ble with respect to R. (ii) DAp(R) = fR

p for every proposer p ∈ N and
DAa(R) = ℓRa for every acceptor a ∈ N .

Also, with DA it is a dominant strategy for proposers to report their true
preferences.

Lemma 2 (Dubins and Freedman, 1981). For any proposer p ∈ N and any
R ∈ D,

DAp(Rp, R−p) Rp DAp(R
′
p, R−p) for all R′

p ∈ Dp.

These two lemmas imply that i’s best achievable mate with the profile
R is preferred according to Ri to i’s best achievable mate when i reports a
preference R′

i 6= Ri.

6 Formally, (i) x Ri i, (ii) for all y, z 6= i, y Ri|x z if and only if y Ri z, and (iii) for all
z 6= i, z Ri|x i if and only if z Ri x and i Ri|x z if and only if x Ri z. .
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Lemma 3. For any i ∈ N , any R ∈ D, and any R′
i ∈ Di, f

R
i Ri f

(R′
i,R−i)

i .

Proof. By Lemma 2, DAi
i(Ri, R−i) Ri DAi

i(R
′
i, R−i) for all R′

i ∈ Di By

Lemma 1, this is equivalent to fR
i Ri f

(R′
i,R−i)

i for all R′
i ∈ Di. �

The following is another well-known result about the set of stable match-
ings.

Lemma 4 (Roth and Sotomayor, 1992). For a given R ∈ D, the set of single
individuals is the same in every stable matching.

Together, the above lemmas can be used to show that, in a stable mech-
anism, i can manipulate given that other individuals report R−i if and only
if i is not matched with fR

i .

Proposition 1. For any stable mechanism A, any i ∈ N , and any R ∈ D,

Ai(Ri, R−i) Ri Ai(R
′
i, R−i) for all R′

i ∈ Di (7)

if and only if

Ai(R) = fR
i . (8)

Proof. Sufficiency. Because A is stable, by Lemma 3 and the definition of
a most preferred achievable mate,

fR
i Ri f

(R′
i,R−i)

i Ri Ai(R
′
i, R−i) for all R′

i ∈ Di. (9)

Thus, (7) follows directly from (8).
Necessity. If fR

i = i, then Ai(R) = fR
i because stable matching are

individually rational. Thus, suppose that fR
i Pi i (this is the only other case

to consider because i Pi f
R
i is inconsistent with individual rationality). In

order to derive a contradiction, suppose that Ai(R) 6= fR
i . Because A is

stable, this implies fR
i Pi Ai(R). There are two cases.

Case 1: Ai(Ri|fR
i
, R−i)Ri f

R
i . Then we haveAi(Ri|fR

i
, R−i)Ri f

R
i Pi Ai(R),

contradicting (7).
Case 2: fR

i Pi Ai(Ri|fR
i
, R−i). Because A is individually rational and by

the construction of Ri|fR
i
, it follows that Ai(Ri|fR

i
, R−i) = i. Also, DAi

i(R) =

fR
i Pi Ai(Ri|fR

i
, R−i) by Lemma 1). By the construction of Ri|fR

i
, DAi(R)

is therefore stable given (Ri|fR
i
, R−i). Indeed, because DAi(R) is stable with

respect to R, i is not part of a blocking pair with any mate that i ranks
above DAi

i(R) given Ri. But because Ri|fR
i
and Ri have the same ranking of

mates up to DAi
i(R), this is also true given Ri|fR

i
.

Thus, there exists a stable matching given (Ri|fR
i
, R−i) in which i is mar-

ried (DAi(R)) and another in which i is single (Ai(Ri|fR
i
, R−i)), contradicting

Lemma 4. �
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Proposition 1 plays a pivotal role in most of the results in this paper.7 The
next section uses Proposition 1 and Lemma 1 to compare the manipulability
properties of DA with those of other stable mechanisms.

5 Maximal and minimal manipulability among

stable mechanisms

As in apparent from (2), a useful feature of the PS-criterion is that it can be
decomposed into a separate comparison for each profile. This decomposabil-
ity enables the use of Proposition 1 to obtain the following characterization
of the “no more PS-manipulable than” partial order.

Proposition 2. Stable mechanism A is no more PS-manipulable than stable
mechanism B if and only if

{i ∈ N | Ai(R) = fR
i } ⊇ {i ∈ N | Bi(R) = fR

i } for all R ∈ D. (10)

Proof. Proposition 2 is a direct consequence of Proposition 1 and the con-
trapositive of the definition of the “no more PS-manipulable than” partial
order in (2). �

Proposition 2 is used to establish the following characterization of mini-
mally and maximally PS-manipulable mechanisms. (Recall that every mini-
mal and maximal manipulability property is defined implicitly with respect
to the class of stable mechanisms.)

Proposition 3. A mechanism A is minimally (resp. maximally) PS-manipulable
if and only if, for every R ∈ D, there does not exist a stable matching µ such
that

{i ∈ N | Ai(R) = fR
i } ⊂ {i ∈ N | µi = fR

i } (11)

(resp. {i ∈ N | Ai(R) = fR
i } ⊃ {i ∈ N | µi = fR

i }). (12)

Next, I show that DA is minimally manipulable. (Recall that manipula-
bility properties that do not refer to either PS of AM hold for both criteria).
In the case of minimal PS-manipulability, this follows straightforwardly from
Proposition 3 and Lemma 1: enlarging (with respect to inclusion) the set of

7 The proof of Proposition 1 is inspired by the fact that every report of a preference
is dominated by the report of a truncation, which was first proven by Roth and Vande
Vate (1991, Theorem 2). The proof of Proposition 1 follows the same proof strategy as
the proof of Roth and Vande Vate’s theorem. This proof strategy is also used in the proof
of Pathak and Sönmez (2013, Lemma 1). A similar result appears in Coles and Shorrer
(2014).
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acceptors who are matched with their most preferred achievable mate im-
plies that the set of proposers who are matched with their most preferred
achievable mates is shrunk.

An informative characterization of AM-minimally and maximally manip-
ulable mechanisms is harder to obtain because the “no more AM-manipulable
than” partial order is not decomposable: enlarging (with respect to inclusion)
the set of individuals who cannot AM-manipulate given some preference R∗

may have an impact on the set of individuals who cannot AM-manipulate
given some other preference R∗∗.

8 Therefore, the proof for minimal AM-
manipulability does not rely on a characterization similar to Proposition
3. Instead, the minimal AM-manipulability of DA is proven directly from
Proposition 1 and Lemma 1.

Proposition 4. (i) DA is minimally manipulable. (ii) There exists stable
mechanisms that are more manipulable than DA.

Proof of (ii).9 Consider the following profile from Klaus and Klijn (2006):

Rw1 : m3 m2 m1

Rw2 : m2 m1 m3

Rw3 : m1 m3 m2

Rm1 : w1 w2 w3

Rm2 : w3 w1 w2 .
Rm3 : w2 w3 w1

(13)

When being self-matched is omitted as in (13), being self-matched is implic-
itly the worst outcome. Given R, the stable matchings are

µ1 : m1 m3 m2

µ2 : m2 m1 m3

µ3 : m3 m2 m1

,

where in µ1, for example, w1 matches with m1, w2 matches with m3, and w3

matches with m2. Observe that DAW (R) = µ3 (resp. DAM(R) = µ1) and all
the women (men) are matched with their most preferred mates in DAW (R)
(DAM(R)). The mechanism constructed from DA by only changing the
stable matching selected for R to µ2 is more manipulable than DA because
in this case, nobody is matched with her or his most preferred achievable
mate.

To see that more than one mechanism is more manipulable than DA,
repeat the above argument for the variant of (13) in which m1 appears on
the downward diagonal of the womens’ profile and w1 appears on the upward
diagonal of the mens’ profile. If #M > 3 or #W > 3, simply consider
the extension of (13) in which all individuals except for w1, w2, w3,m1,m2,

8 However, see the proof of Proposition 5.(iii) in the Appendix for hints at a charac-
terization of AM-minimal and AM-maximal manipulability.

9 The proof of part (i) may be found in the Appendix.
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and m3 prefer to be self-matched to being matched with any other potential
partner. �

Proposition 4 shows that DA cannot be improved upon in terms of manip-
ulability without compromising on stability.10

As it turns out, minimal manipulability is a relatively uncommon property
in the class of stable mechanisms. To illustrate, I focus on the case in which
#W = #M and the domain of preferences D̄ ⊂ D for which each individual
ranks being self-matched last. Let h := n

2
. For any h, any individual i ∈ N ,

and any preference Ri ∈ Di, it is possible to construct a subprofile RRi

−i such

that the profile (Ri, R
Ri

−i) mimics the “Latin Square” pattern of profile (13).
Any of these Latin Square profiles admits h stable matchings. As in (13),
out of these h stable matchings, minimally PS-manipulable mechanisms can
only select either the men optimal or the women optimal matching. For all h,
an upper bound on the proportion of minimally PS-manipulable mechanisms
can therefore be obtained by considering the proportion of stable mechanisms
that select one of these two stable matching in every Latin Square profile (see
Proposition 5 below).

As for an upper bound on minimal AM-manipulability, if a mechanism
A is minimally AM-manipulable, then DA cannot be less AM-manipulable
than A. By Proposition 1 and Lemma 1, this implies that there exists an
acceptor a ∈ N , a proposer p ∈ N , and a pair of preferences Ra ∈ D̄a and
Rp ∈ D̄p such that A always matches a and p with their most preferred
achievable mate when they report Ra or Rp, respectively.

11 In particular, a
and p must match with their most preferred achievable mate given the Latin
Square profiles (Ra, R

Ra

−a) and (Rp, R
Rp

−p). Because this only needs to be true
for a single acceptor-proposer pair and for a single pair of profiles, this fact
alone is not sufficient to prove that the proportion of mechanisms that are
more AM-manipulable than DA is large. For every preference Ri and every
i ∈ N , it is however possible to construct sufficiently many variants of the
Latin Square profiles (Ri, R

Ri

−i) to show that this proportion is, in fact, large.

Proposition 5. Suppose that #W = #M = h and the domain of preferences
is D̄. (i) The proportion of minimally PS-manipulable mechanisms is at

most
(

2
h

)h!
. (ii) The proportion of minimally AM-manipulable mechanisms

is at most
(

h
(h−1)!

+ 1
h((h−1)!)2

)

. (iii) There exist minimally AM-manipulable

10 For the case of minimal PS-manipulability, Proposition 4.(i) can be viewed as a
consequence of Pathak and Sönmez (2013, Theorem 2).

11 To be precise, only such mechanisms and DA can possibly be minimally AM-
manipulable. The addition of DA is reflected by the second term in the bound of Propo-
sitions 5.(ii) and 6.(ii).
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Upper bounds on
the proportion of

Lower bound on
the proportion of

h
minimally

AM-manipulable
mechanisms

minimally
PS-manipulable
mechanisms

mechanisms more
PS-manipulable

than DA

mechanisms more
AM-manipulable

than DA
4 .674 .000 .001 .326
5 .209 .000 .000 .891
6 .050 .000 .000 .950
7 .001 .000 .000 .999

Table 1: Numerical values for the upper and lower-bounds of Propositions 5
and 6.

mechanisms different from DA and minimally PS-manipulable mechanisms
different from DA.

Although the bounds in Proposition 5 are loose, they converge rapidly to
zero as h increases.12 The values of the bounds in Proposition 5 are given in
Table 1 for some values of h.

By the above argument,
(

h
(h−1)!

+ 1
h((h−1)!)2

)

is also an upper bound on

the proportion of stable mechanisms that are not more AM-manipulable
than DA. Thus, the proportion of stable mechanisms that are more AM-
manipulable than DA tends to one as h tends to infinity.

A similar result does not hold for PS-manipulability. By the definition of
the PS-criterion, DA fails to be less PS-manipulable than any stable mecha-
nism A that, for at least one profile R∗, selects a stable matching for which
some acceptor a is matched with fR

a . Such mechanisms abound. For exam-
ple, consider profile (13) and DAW . A third of the stable mechanisms select
matching µ1 for this profile. Hence, only (1 − 1

3
) of the stable mechanisms

select a matching given (13) that allows them to be more PS-manipulable
than DAW . For h = 3, there are 3! such Latin Square profiles, one for each
possible preference of w1. Thus, only (1− 1

3
)3! of the stable mechanisms se-

lect matchings given the 3! Latin Square profiles in a way that allows them
to be more PS-manipulable than DA. In general, there are h! Latin Square
profiles, and only (1− 1

h
)h! of the stable mechanisms select matchings given

these h! profiles in a way that allows them to be more PS-manipulable than
DA.

The next result summarizes the two last arguments.

12 The bounds in Propositions 5 and 6 are established by analyzing the behavior of
the DA and the minimally and maximally manipulable mechanisms on a small subset of
profiles. Considering additional profiles would tighten the bounds.
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Proposition 6. Suppose that #W = #M and the domain of preferences is

D̄. (i) DA is less PS-manipulable than at most
(

1− 1
h

)h!
of the stable mecha-

nisms.13 (ii) DA is less AM-manipulable than at least 1−
(

h
(h−1)!

+ 1
h((h−1)!)2

)

of the stable mechanisms.

Again the bounds in Proposition 6 are loose (see footnote 12) but they
converge rapidly to 0 in the case of (i) and to 1 in the case of (ii) as h increases
(see Table 1).

Propositions 5 and 6 look at the relative abundance among the set of all
stable mechanisms of (a) minimally manipulable mechanisms and (b) mech-
anisms that are more manipulable than DA. The set of stable mechanisms
contains a number of mechanisms that are “exotic” in the sense that they
associate profiles with stable matchings in a very unsystematic way. Rather
than comparing DA with the whole class of stable mechanisms, it may be
useful to compare DA with salient subsets of this class. The next section
provides such comparisons when saliency is understood as the satisfaction of
some fairness properties.

6 A conflict between fairness and manipula-

bility

When only ordinal information on preferences is available, it is not easy to
define a comprehensive concept of fairness. Some natural reference points
can, however, be used to devise minimal fairness requirements. One such
reference point is the situation in which an individual receives her or his
worst possible outcome out of the set of admissible outcomes.

6.1 A conflict between miniworst and manipulability

In the spirit of the minimum regret criterion (Knuth, 1997), a minimal fair-
ness requirement is that the set of individuals who receive their worst outcome
in the set of admissible outcomes be minimal (with respect to inclusion).14

In a matching problem, a natural set of acceptable outcomes would be the
set of stable matchings. Formally, suppose that C(R) ⊆ T is the subset of

13 It can be shown that limh→∞

(

1− 1

h

)h!
= 0.

14 Although the minimum regret and the miniworst criteria are similar in spirit, they
differ in many ways. For example, the miniworst criterion does not ascribe a cardinal
meaning to the rank of a mate. The two criteria are not logically related; neither criterion
implies the other.
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admissible outcomes given profile R. Mechanism A is miniworst on C if
for all R ∈ D there exists no outcome t ∈ C(R) such that
{

i ∈ N | t′ Ri A(R) for all t′ ∈ C(R)
}

⊃
{

i ∈ N | t′ Ri t for all t
′ ∈ C(R)

}

.
(14)

Henceforth, I focus on mechanisms that are miniworst on the set of stable
matchings and the reference to the set stable matching is suppressed.

It is often argued that DA is unfair because proposers are matched with
their most preferred achievable mate, whereas acceptors are matched with
their least preferred achievable mate. In the one-to-one environment, the
miniworst criterion captures similar fairness concerns. Indeed, observe that
a stable mechanism A is miniworst if and only if, for all R ∈ D, there exists
no stable matching µ such that

{

i ∈ N | Ai(R) = ℓRi
}

⊃
{

i ∈ N | µi = ℓRi
}

. (15)

Any Latin Square profile RLS then shows that DA is not miniworst because a
stable matching in which no individual i matches with ℓR

LS

i could be selected
instead of the extreme matching selected by DA. On the contrary, miniworst
mechanisms do select a stable matching in which no individual i matches
with ℓR

LS

i for any Latin Square profile RLS. This observation lead to next
proposition.

Let D3 ⊂ D be the domain all profiles in D in which individuals have
at least three acceptable mates. When no reference to a subdomain of D is
made, the result holds for the domain D.

Proposition 7. (i) No miniworst mechanism is minimally PS-manipulable.
(ii) When the domain is D3, no miniworst mechanism is minimally AM-
manipulable.

Even outside of the one-to-one environment, the miniworst criterion is
likely to conflict with manipulability. Suppose that Ai(R) is not i’s least
preferred outcome according to Ri. If i can report Ri|Ai(R) instead of Ri,
there are chances that i benefits from this misreport. Indeed, if the outcome
does not change and A(Ri|t, R−i) = A(R), then i becomes one of the indi-
viduals who, in A(Ri|t, R−i), get their worst outcome among the outcomes
in C(Ri|A(R), R−i) (according to Ri|t). If A satisfies the miniworst criterion,
this can only occur if there is no way to select another outcome that i prefers
to Ai(R) according to Ri|A(R) – and hence according to Ri – without mak-
ing more individuals get their worst possible outcome in C(Ri|A(R), R−i). In
any other cases, the mechanism has to select an outcome A(Ri|t, R−i) that i
prefers to A(R) according to Ri.

In the one-to-one environment, the next proposition shows just how deep
the conflict between the miniworst criterion and manipulability can get.
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Proposition 8. (i) Mechanism A is miniworst if and only if A is maximally
PS-manipulable. (ii) When the domain is D3, any miniworst mechanism A is
maximally A-manipulable. (iii) The converse is not true: when #W,#M ≥ 8
and the domain is D3 there exists maximally AM-manipulable mechanisms
that are not miniworst.

As was observed earlier, given any Latin Square profile RLS, miniworst
mechanisms select matchings in which no individual matches with ℓR

LS

i . This
yields the following proposition.15

Proposition 9. When the domain is D3, DA is less AM-manipulable than
any miniworst mechanism.

Proposition 9 indicates that, when fairness is understood as the satis-
faction of the miniworst criterion, any fairness improvement over DA that
does not compromises on stability comes at the cost of an increase in AM-
manipulability.

A similar result does not hold for PS-manipulability for the same reason
as in Proposition 6: a mechanism A only needs to match an acceptor with her
or his most preferred achievable mate on a single profile to guarantee that
DA is not less PS-manipulable than A. For example, consider the following
profile:

Rw1 : m1 m2 m3

Rw2 : m2 m3 m1

Rw3 : m3 m1 m2

Rm1 : w3 w1 w2

Rm2 : w1 w2 w3

Rm3 : w2 w3 w1

. (16)

Given R, there are only two stable matchings that correspond to the men
and the women optimal matchings:

µ1 : m1 m2 m3

µ2 : m2 m3 m1
.

Both stable matchings can therefore be selected by a miniworst mechanism
andDAW (DAM) will not be less PS-manipulable than the miniworst mecha-
nism that selects the men (women) optimal matching given the above profile.

15Proposition 9 does not follow directly from Proposition 8. In general, it is possible
for a mechanism to be minimally manipulable but to fail to be less manipulable than a
maximally manipulable mechanism. See the example for PS-manipulability after the next
proposition.
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6.2 A conflict between median stable mechanisms and
manipulability

Although the miniworst criterion excludes the selection of some stable match-
ing, it does not provide a systematic procedure to select a unique intermediate
stable matching for every R. One clever approach to do so was proposed by
Teo and Sethuraman (1998). For any profile R, let k be the number of stable
matchings given R. For every individual i ∈ N , the k stable matching can be
(weakly) ordered according to Ri. Surprisingly, Teo and Sethuraman (1998)
show that for any ℓ ∈ {1, . . . , k}, matching :

(i) every woman with the man she would match with under the stable
matching she ranks ℓ-th, and

(ii) matching every man with the woman he would match with under the
stable matching he ranks (k − ℓ+ 1)-th

results in a well-defined stable matching.
Teo and Sethuraman (1998) then suggest the following procedure to se-

lect a compromise stable matching: for every R, select the stable matchings
obtained from the above procedure with ℓ equal to (one of the) median(s)
of {1, . . . , k}. This procedure defines the median stable mechanisms
(MSM).

Like mechanisms that satisfy the miniworst criterion, MSM select a com-
promise stable matching at the cost of an increase in manipulability. It is
easy to find profiles for which MSM select a stable matching in which not
a single individual matches with her or his best achievable mate. Exam-
ples include the Latin Square profiles in D3. As a consequence, we have the
following proposition.

Proposition 10. (i) MSM are not minimally PS-manipulable and (ii) when
the domain is D3, MSM are not minimally AM-manipulable either.

In fact, MSM select a stable matching in which no individual matches with
her or his best achievable mate in every Latin Square profile. By an argument
already used above, DA is therefore less AM-manipulable than MSM. Again,
this is not the case for PS-manipulability because MSM sometimes selects
stable matchings in which both a woman and a man match with their best
achievable mates (despite both individuals having multiple achievable mates).

Proposition 11. (i) When the domain is D3, DA is less AM-manipulable
than MSM but (ii) DA is not less PS-manipulable than MSM (even on D3).
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Proof of (ii). Consider the following profile:16

Rw1 : m2 m1 m3 m4

Rw2 : m4 m2 m1 m3

Rw3 : m3 m1 m2 m4

Rw4 : m2 m3 m1 m4

Rm1 : w4 w3 w2 w1

Rm2 : w3 w2 w1 w4

Rm3 : w2 w1 w4 w3

Rm4 : w1 w4 w3 w2

.

Given R, the stable matchings are

µ1 : m2 m4 m1 m3

µ2 : m3 m4 m2 m1

µ3 : m4 m3 m2 m1

.

MSM select stable matching µ2. Note that µ2
w2

= m4 = fR
w2

and µ2
m1

=
w4 = fR

m1
. Thus, the set of individuals who cannot PS-manipulate at R

contains {w2,m1}. This set is contained in neither W nor M , which are the
sets of individuals who cannot PS-manipulate at R in the two variants of
DA. Hence, neither variant of DA is less PS-manipulable than MSM. �

Because of the behavior of MSM on Latin Square profiles, MSM are also
maximally AM-manipulable on D3. Again, the same is not true for PS-
manipuability. As much as MSM strive to select compromise stable match-
ings, there exists profiles for which MSM select a stable matching in which
the set of individuals who match with their worst achievable mate is not
minimal. That is, MSM does not satisfy the miniworst criterion on the set of
stable matchings. By Proposition 8, this leads to the following proposition.

Proposition 12. (i) When the domain is D3, MSM is maximally AM-
manipulable. (ii) For #W,#M ≥ 8, MSM are not maximally PS-manipulable
(even on D3).

7 Extensions: many-to-one matching

The results in this paper are for the one-to-one environment. Some of the
results in Sections 4 and 5 extend, however, to more general matching envi-
ronments.

Consider a many-to-one matching environments (also known as “college
admission environment”) where each student s ∈ S matches with at most
one college c ∈ C, but colleges can admit up to qc ≥ 1 students. Suppose that
colleges c ∈ C have responsive preferences over subsets of students (Roth,
1985).

16The example below is for #W,#M ≥ 4. For 4 ≥ #W,#M ≥ 3, each variant of DA

fails to be less PS-manipulable than one variant of the MSM mechanisms given profile
(16).
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In this environment, the student-proposing DA (a) assign students to their
most preferred achievable college (Roth, 1985) and (b) makes it a dominant
strategy for students to report their preferences truthfully. Also (c) the set
of students who match with a college is the same in every stable matching
(Roth, 1984).

Properties (a), (b), and (c) can be used in place of Lemmas 1, 2 and 4 to
prove an equivalent to Proposition 1 for students: for any stable mechanism
A, student s ∈ S has a truthful dominant strategy in A given that other
students and colleges report R−s (i.e., (7) holds) if and only if s matches
with her or his most preferred achievable college (i.e., (8) holds).

Let mechanism A be no more PS-manipulable than mechanism B for
students if 2 holds with “i ∈ N” replaced by “s ∈ S”. Propositions 2
and 3 then follow for students: (I) stable mechanism A is no more PS-
manipulable than stable mechanism B for students if and only if (10) holds
with “i ∈ N” replaced by “s ∈ S”; and (II) mechanism A is PS-minimally
(resp. maximally) manipulable for students if and only if (11) (resp. (12))
holds with “i ∈ N” replaced by “s ∈ S”. By the extension of Proposition 1
to students and (a), Proposition 4 also generalizes to the student-proposing
DA.17

Things are more complicated for colleges and the college-proposing DA.
The college-proposing DA does not provide colleges with a truthful dominant
strategy : in fact, no stable mechanism does (Roth, 1985). As a consequence,
there is no equivalent of Lemmas 2 and 3 for colleges. In particular, colleges
may be able to manipulate even when they match with their most preferred
achievable set of students because they prefer some achievable set of students

under different preferences (i.e., f
(R′

c,R−c)
c Pc f

R
c , see Roth (1985)).

However, the college-proposing DA does (a’) assign colleges to their most
preferred achievable set of students and (b’) the number of students assigned
to each colleges is the same in every stable matching (Roth, 1984). These two
properties are sufficient to generalize the necessity part of Proposition 1: for
any stable mechanism A, if college c ∈ C has a truthful dominant strategy
in A given that other students and colleges report R−c (i.e., (7) holds), then
c matches with its most preferred achievable set of students (i.e., (8) holds),
although the converse needs not be true.18

17 Proposition 1.(ii) follows for the student-proposing DA because the domain of one-
to-one profiles is a subset of the domain of many-to-one profiles. The proof of Proposition
1.(ii) can easily be extended to domains of many-to-one profiles in which all colleges have
multiple seats, by a replication argument.

18In the corresponding proof for colleges in the many-to-one environment, Rc|fR
c

is

replaced by the preference in which only the students in fR
c are acceptable. Then

fR
c Pc Ac(Rc|fR

c
, R−c) implies that Ac((Rc|fR

c
, R−c) is some strict subset of fR

c . This
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The extension of necessity part of Proposition 1 enables generalizing the
sufficiency parts of Proposition 2 and 3: (I) if (10) holds, then stable mech-
anism A is no more PS-manipulable than stable mechanism B; and (II) if
(11) (resp. (12)) holds, then mechanism A is PS-minimally (resp. maxi-
mally) manipulable (although the converse needs not be true for both (I)
and (II)). Propositions 4 then follows for the college-proposing DA.19

8 Concluding remarks

Whether the other results from Section 5 and the results from Section 6
extend to more general matching environments is left as an open question.
For example, a natural is question is whether the results in Section 6.2 extend
to median stable mechanisms in a many-to-one matching environment (see
Klaus and Klijn (2006)).

Another question is whether DA is less PS-manipulable than miniworst
mechanisms and the MSM in the large. As Section 6 illustrates, this is not
true in general because some profiles do not admit a stable matching in which
no individual matches with her or his least preferred achievable mate (or do
not admit sufficiently many of these matchings in the case of MSM). Based
on the examples in Section 6, one might hope that these profiles are rare
and become arbitrarily unlikely as the number of individuals grows. In this
sense, DA would be less PS-manipulable than any miniworst mechanisms or
MSM in the large.

Formally, consider a sequence of domains {Dk}
∞
k=1 and any mechanism

that associates an outcome with every profile in every domain of the sequence.
Mechanism A is less PS-manipulable than mechanism B in the large
on {Dk}

∞

k=1
if the proportion of profiles R ∈ Rk for which

{i ∈ N | A is PS-manipulable for i given R}

⊂ {i ∈ N | B is PS-manipulable for i given R}

tends to one as k → ∞.
Whether DA is less PS-manipulable than every miniworst mechanisms or

every MSM in the large for non-trivial sequences {Dk}
∞
k=1 is less obvious than

it may seems. Consider miniworst mechanisms and the sequence of domains
{D̄h}

∞
h=1 where each D̄h ⊂ D contains every profiles with no unacceptable

means that #Ac(Rc|fR
c
, R−c) 6= #fR

c and because DAC(R) is stable with respect to

(Rc|fR
c
, R−c) and DAC

c (R) = fR
c , we have a contradiction of (b’).

19 Again, in the case of PS-manipulability, the generalizations of Proposition 4.(i) to the
student and college-proposing DA can be viewed as consequences of Pathak and Sönmez
(2013, Theorem 2).
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mates when #W = #M = h. Then DA is not less PS-manipulable than
every miniworst mechanism in the large provided that a conjecture by Pittel
et al. (2008) holds.

Pittel et al. (2008) show that if a profile is drawn uniformly at random
from D̄h, the expected number of individuals with exactly two achievable
mates tends to infinity as h tends to infinity. They conjecture that the exact
distribution of this number is in fact concentrated around its expected value.
If this is true, then as h tends to infinity, the probability that at least one
i ∈ N has exactly two achievable mates tends to one.20 As illustrated in
profile (16), when i has exactly two achievable mates in a given profile, a
miniworst mechanism can select at least two sorts of stable matchings: one
where imatches with i’s most preferred achievable mate and another in which
i matches with i’s least preferred achievable mate. Thus, with probability
one as h grows, a miniworst mechanism M∗ that matches acceptors with
their most preferred achievable mate when they have two achievable mates
does so at least once in every profile. If the conjecture by Pittel et al. (2008)
is true, then DA is clearly not less PS-manipulable in the large than any
such miniworst mechanism M∗.

A Omitted proofs

Throughout, I provide proofs for DAW and minimal manipulability. The
proofs for DAM and maximal manipulability are analogous.

Proof of Proposition 3.
Necessity. In order to derive a contradiction, suppose that some stable

mechanism B is less manipulable than A. By Proposition 2, this implies that
for some R∗ ∈ D,

{i ∈ N | Ai(R
∗) = fR∗

i } ⊂ {i ∈ N | Bi(R
∗) = fR∗

i }.

But because B is stable, Bi(R
∗) is stable with respect to R∗, which contra-

dicts (11).
Sufficiency. In order to derive a contradiction, assume that µ∗ is a

stable matching satisfying (11) for some profile R∗. Consider mechanism B
constructed from A by setting B(R) = A(R) for all R ∈ D with R 6= R∗ and
B(R∗) = µ∗. Clearly, for all R ∈ D with R 6= R∗,

{i ∈ N | Ai(R) = fR
i } = {i ∈ N | Bi(R) = fR

i }. (17)

20 Pittel (1992, Note 2) show that this is true for the probability that at least one
individual has one and only one achievable mate.
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Also, by (11) and because Bi(R
∗) = µ∗

i by construction,

{i ∈ N | Ai(R
∗) = fR∗

i } ⊂ {i ∈ N | Bi(R
∗) = fR∗

i }. (18)

By Proposition 2, (17) and (18) imply that B is no more PS-manipulable than
A but the converse is not true. Hence, by definition, B is less PS-manipulable
than A and so A is not minimally PS-manipulable, a contradiction. �

Proof of Proposition 4.(i).
PS-criterion. By Proposition 3, (i) holds provided that there does not

exist a profile R∗ and a stable matching µ∗ such that
{

i ∈ N | DAW
i (R∗) = fR∗

i

}

⊂
{

i ∈ N | µ∗
i = fR∗

i

}

. (19)

In order to derive a contradiction, suppose that there exists such a stable
matching and preference profile. By Lemma 1,

W ⊆
{

i ∈ N | DAW
i (R∗) = fR∗

i

}

. (20)

Hence, (19) implies that
{

i ∈ M | DAW
i (R∗) = fR∗

i

}

⊂
{

i ∈ M | µ∗
i = fR∗

i

}

. (21)

By (21), there exists m∗ ∈ M such that µ∗
m∗ 6= DAW

m∗(R∗). But this implies
that µ∗ 6= DAW (R∗). Hence, there exists a woman w∗ ∈ W for whom
µ∗
w∗ 6= DAW

w∗(R∗) = fR∗

w∗ and W 6⊂ {i ∈ N | µ∗
i = fR∗

i }, contradicting (21).
AM-criterion. In order to derive a contradiction, suppose that some

stable mechanism A is less AM-manipulable than DAW . By Lemma 1 and
Proposition 1, for all R∗ ∈ ∪i∈WDi,

{w ∈ W with R∗ ∈ Dw | DAW is manipulable for w given R∗} = ∅. (22)

Thus, because A is less AM-manipulable than DAW , for all R∗ ∈ ∪i∈WDi,

{w ∈ W with R∗ ∈ Dw | A is manipulable for w given R∗} = ∅. (23)

But by Proposition 1 again, (22) and (23) imply that

Aw(R) = DAW
w (R) = fR

w for all w ∈ W. (24)

Hence, A = DAW by the definition of a matching, contradicting the assump-
tion that A is less manipulable than DAW . �

Proof of Proposition 5.
Consider any i ∈ N and any Ri ∈ D̄i. By symmetry, we can let i = w1

without loss of generality. Without loss of generality again, let us label the
individuals in M in such a way that

Ri = Rw1 : mh m(h−1) . . . m2 m1 (25)

I construct a Latin Square profile (Ri, R
Ri

−i) that generalizes profile (13). The
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preferences of the women are as follows:

Rw1 : mh mh−1 . . . m2 m1

RRi
w2

: mh−1 mh

m2 . . .

...
... m2 m1 mh

...

. . . mh

RRi
wh−1

: m2 m3

RRi
wh

: m1 mh . . . m3 m2

(26)

The preferences of the men in (Ri, R
Ri

−i) are constructed symmetrically to
(26) with woman w1 appearing on the downward diagonal as in (13).

(i). For each Ri ∈ Di, profile (Ri, R
Ri

−i) has h stable matchings, only
two of which (the women and men optimal matchings) can be selected by a
PS-minimally manipulable mechanism. Consider the construction of a stable
mechanism A. Fix the selection of a stable matching in A given any profile
different from (Ri, R

Ri

−i) for some Ri ∈ D̄i. Because there are h! preferences

in D̄i, there are h! profiles (Ri, R
Ri

−i), one for each Ri ∈ D̄i. Among the
hh! possible choices of stable matchings for these h! profiles, only the 2h! that
select one of the women or the men optimal matchings for each (Ri, R

Ri

−i) make
it possible for A to be PS-minimally manipulable. Hence, the proportion of
minimally manipulable mechanisms among the class of stable mechanisms is

at most
(

2
h

)h!
.

(ii). See the proof of Proposition 6.(ii) below.
(iii). PS-minimal manipulability. Consider any Latin Square profile

RLS as described at the beginning of the proof. The mechanism A con-
structed from DA by setting A(RLS) equal to the optimal matching of the
accepting side of DA and A(R′) = DA(R′) for all R ∈ D̄ with R′ 6= RLS is
minimally PS-manipulable. Because there are h! Latin Square profiles and
h ≥ 3, there exists at least h! such minimally PS-manipulable mechanisms
different from DA.

AM-minimal manipulability. For any pair (i, Ri) with i ∈ N and
Ri ∈ D̄i, if i cannot AM-manipulate in some mechanism A given Ri, then by
Proposition 1,

Ai(Ri, R−i) = fR
i for all R−i ∈ D̄−i (26.(i, Ri))

Choose an arbitrary proposer-acceptor pair (a, p). Also, choose an arbitrary
pair of profiles R∗

p ∈ D̄p and R∗
a ∈ D̄a such that R∗

p ranks a as p’s least accept-
able mate and R∗

a ranks p as a’s least acceptable mate, excluding self-matches.
Given the choice of a, p, R∗

a, and R∗
p, consider the following procedure:
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Step 0. DA is individually rational by Lemma 1. Hence, by Lemma 4

and the construction of R∗
p and R∗

a, f
(R∗

p,R
∗
a,R−{p,a})

p = a implies that p
matches with a in every stable matching given (R∗

p, R
∗
a, R−{p,a}). Hence,

f
(R∗

p,R
∗
a,R−{p,a})

p = a implies f
(R∗

a,R
∗
p,R−{a,p})

a = p and (26.(p,R∗
p)), and (26.(a,R∗

a))
are jointly feasible. Let A0 be the class of stable mechanisms that satisfy
both (26.(p,R∗

p)) and (26.(a,R∗
a)).

Step 1. If there exists a pair (i1, R
∗
i1
) with i1 ∈ N , R∗

i1
∈ D̄i1 and (i1, R

∗
i1
) /∈

{(a,R∗
a), (p,R

∗
p)} such that some mechanism A satisfies all of (26.(i1, R

∗
i1
)),

(26.(p,R∗
p)), and (26.(a,R∗

a)), let A1 ⊆ A0 be the class of such mechanisms
and proceed to the next step. Otherwise, terminate the procedure.

...

Generic step for r ≥ 1. If there exists a pair (ir, R
∗
ir
) with ir ∈ N , R∗

ir
∈

D̄ir , and (ir, R
∗
ir
) /∈ {(a,R∗

a), (p,R
∗
p), (i1, R

∗
i1
), . . . , (i(r−1), R

∗
i(r−1)

)} such that

some mechanism A satisfies all of (26.(p,R∗
p)), (26.(a,R

∗
a)), (26.(i1, R

∗
i1
)),

. . . , (26.(ir, R
∗
ir
)), let Ar ⊆ Ar−1 be the class of such mechanisms

and proceed to the next step. Otherwise, terminate the procedure.

Because the set of pairs (i, Ri) with i ∈ N and Ri ∈ D̄i is finite, the
procedure must terminate at some step r̃ sufficiently large. Because the
procedure terminates at step r̃, for all Ar̃ ∈ Ar̃, it is impossible to find a
mechanism Ar̃+1 such that the set of pairs (i, Ri) for which (26.(i, Ri)) holds
for Ar̃+1 is a superset of the set of pairs for which (26.(i, Ri)) hold for Ar̃.
Hence, the mechanisms in Ar̃ are minimally AM-manipulable. Also, because
the mechanisms in Ar̃ satisfy (26.(p,R∗

p)), and (26.(a,R∗
a)), they are different

from DA. Because the choice of a proposer-acceptor pair (a, p) is arbitrary,
there exists at least h2 such minimally AM-manipulable mechanisms different
from DA. �

Proof of Proposition 6.
(i). If DA is less PS-manipulable than stable mechanism A, then A can

never select the optimal stable matching of the accepting side whenever any
acceptor has more than one achievable mate. This implies that for any accep-

tor a and any of the h! preferences Ra ∈ D̄a, we have Aa(Ra, R
Ra

−a) 6= f
(Ra,R

Ra
−a)

a ,
where the construction of RRa

−a is described in the proof of Proposition 5. Be-
cause each (Ra, R

Ra

−a) has h stable matchings only one of which matches a with

f
(Ra,R

Ra
−a)

a , there are h− 1 ways to select a stable Aa(Ra, R
Ra

−a) 6= f
(Ra,R

Ra
−a)

a for
each (Ra, R

Ra

−a). Hence, of all the hh! possible selections of a stable match-
ing with A for the h! profiles (Ra, R

Ra

−a), only (h − 1)h! make it possible for
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DA to be less PS-manipulable than A. Therefore, at most
(

h−1
h

)h!
stable

mechanisms A are more manipulable than DA.
(ii). For a stable mechanism A, if there exists no R∗ ∈ ∪i∈ND̄i and no

acceptor a ∈ N with R∗ ∈ D̄a such that Aa(R∗, R−a) = f
(R∗,R−a)
a for all

R−a ∈ D̄−a, then either A = DA or A is more AM-manipulable than DA.21

We are interested in the proportion of these mechanisms relative to the set
of stable mechanisms.

Let P(X) denote the proportion of stable mechanisms A for which X is
true. For every i ∈ N , let us label the preferences in D̄i following some
arbitrary order R1

i , . . . , R
h!
i . The proportion we want to compute is equal to

1− P
(

∨{i∈N |i is an acceptor} ∨k∈{1,...,h!}Ai(R
k
i , R−i) = f

(Rk
i ,R−i)

i

for all R−i ∈ D̄−i

)

(27)

where ∨ stands for “or”. The expression in (27) is at least

1−
∑

{i∈N |i is an acceptor}

∑

k∈{1,...,h!}

P
(

Ai(R
k
i , R−i) = f

(Rk
i ,R−i)

i for all R−i ∈ D̄−i

)

.

(28)

For any profile R ∈ D̄, let σR(X) denote the proportion of stable matchings
µ for which X is true. Observe that

P
(

Ai(R
k
i , R−i) = f

(Rk
i ,R−i)

i for all R−i ∈ D̄−i

)

=
∏

R−i∈D̄−i

σ(Rk
i ,R−i)

(

µi = f
(Rk

i ,R−i)
i

)

.

For example, for the Latin Square profile (Rk
i , R

Rk
i

−i ), we have σ(Rk
i ,R

Rk
i

−i )(µi =

f
(Rk

i ,R
Rk
i

−i )

i ) = 1
h
, which implies that

P
(

Ai(R
k
i , R−i) = f

(Rk
i ,R−i)

i for all R−i ∈ D̄−i

)

≤
1

h
. (29)

Substituting 1
h
into (28) yields a bound that is looser than the bound in

Proposition 6. A tighter bound for (28) can be obtained by tightening the
bound in (29). This can be done by considering profiles different from the
Latin Square profile. Specifically, I consider variations of the Latin Square
profile for which (a) the number of stable matchings and (b) the proportion
of stable matchings that match i with her or his most preferred achievable
mate are easy to compute.

In what follows, I use the relabeling introduced at the beginning of the
proof of Proposition 5, with Rk

i = Rw1 . The first variation of the Latin

21 Hence, in the second case, A is not minimally AM-manipulable.
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Square profile that is considered has (h− 1) stable matchings and is denoted

by (Rw1 , R
Rw1
−w1

(h − 1, 1)). In (Rw1 , R
Rw1
−w1

(h − 1, 1)), the preferences of the
women and of man mh are as follows:

Rw1 : mh mh−1 mh−2 . . . m2 m1

R
Rw1
w2 (h− 1, 1) : mh mh−2 mh−1

m2 . . .

...
... m2 m1 mh−1

...
...

. . . mh−1

R
Rw1
wh−2(h− 1, 1) : mh m2 m3

R
Rw1
wh−1(h− 1, 1) : mh m1 mh−1 . . . m3 m2

R
Rw1
wh (h− 1, 1) : mh

R
Rw1
mh (h− 1, 1) : wh

(30)

In (30), every women ranks mh first. Among the first h − 1 women, the
sub-profile excluding mh has a Latin Square structure of dimension h − 1
similar to (26). For wh and mh, only the most preferred mate is specified.

In (Rw1 , R
Rw1
−w1

(h − 1, 1)), the preferences of men other than mh are con-
structed symmetrically to the preferences of the women other than wh in (30)
with wh ranked last and woman w1 appearing on the downward diagonal as
in (13).

Observe that mh and wh are matched together in every stable match-

ing given (Rw1 , R
Rw1
−w1

(h − 1, 1)) and mh and wh are therefore not achievable
for other men and women. By analogy with (26), there are (h − 1) stable
matching among the remaining individuals {m1, . . . ,mh−1, w1, . . . , wh−1} due
to the Latin Square structure of the profile once mh and wh are removed.

There are therefore (h−1) stable matchings given (Rw1 , R
Rw1
−w1

(h−1, 1)), only
one of which matches w1 with her most preferred achievable mate.

A natural variant of (30), denoted (Rw1 , R
Rw1
−w1

(h− 1, 2)), also has (h− 1)

stable matchings. In (Rw1 , R
Rw1
−w1

(h−1, 2)), the preferences of the women and
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of man m1 are as follows:

Rw1 : mh mh−1 . . . m3 m2 m1

R
Rw1
w2 (h− 1, 2) : mh−1 mh m1

m3 . . .

...
... m3 m2 mh

...
...

. . . mh

R
Rw1
wh−2(h− 1, 2) : m3 m4 m1

R
Rw1
wh−1(h− 1, 2) : m2 mh . . . m4 m3 m1

R
Rw1
wh (h− 1, 2) : m1

R
Rw1
m1 (h− 1, 2) : wh

(31)

In (31), the first h − 1 women rank m1 last. Among the first h − 1 women,
the sub-profile excluding m1 has a Latin Square structure of dimension h−1
similar to (26). For wh and m1, only the most preferred mate is specified.

In (Rw1 , R
Rw1
−w1

(h − 1, 2)), the preferences of men other than m1 are con-
structed symmetrically to the preferences of the women other than wh in (30)
with wh ranked last and woman w1 appearing on the downward diagonal as
in (13).

Similarly to (Rw1 , R
Rw1
−w1

(h−1, 1)), there are (h−1) stable matchings given

(Rw1 , R
Rw1
−w1

(h− 1, 2)) only one of which matches w1 with her most preferred
achievable mate.

It is easy to see how, for all k ∈ {2, . . . , h − 1}, the above constructions

extend to profiles (Rw1 , R
Rw1
−w1

(k, 1)) and (Rw1 , R
Rw1
−w1

(k, 2)) admitting k stable
matchings only one of which matches w1 with her most preferred achievable

mate. In (Rw1 , R
Rw1
−w1

(h − 2, 1)) for example, the first h − 2 women rank mh

and mh−1 first and, among the first h − 2 women, the sub-profile excluding
mh and mh−1 has a Latin Square structure of dimension h − 2. Also, wh

ranks mh first and wh−1 ranks mh−1 first.
Together with the original Latin Square profile, we have therefore iden-

tified 1 + 2(h − 1) profiles with a (partial) Latin square structure in which
i’s preference is Rk

i . In other words, we have identified a set of sub-profiles

{R1
−i, . . . , R

1+2(h−1)
−i } such that the set of profiles (Rk

i , R
t
−i) for t ∈ {1, . . . , 1+

2(h − 1)} consists of the Latin Square profile and the 2(h − 1) profiles de-
scribed above.

There are h((h−1)!)2 ways to select stable matchings for these 1+2(h−1)
profiles, only one of which always matches i with i’s most preferred achievable
mate. Hence,

27



1

h((h− 1)!)2
=

∏

R−i∈{R1
−i,...,R

1+2(h−1)
−i }

σ(Rk
i ,R−i)

(

µi = f
(Rk

i ,R−i)
i

)

≥
∏

R−i∈D̄−i

σ(Rk
i ,R−i)

(

µi = f
(Rk

i ,R−i)
i

)

.

(32)

Using (32) in (28) shows that (27) is at least

1−
∑

{i∈N |i is acceptor}

∑

k∈{1,...,h!}

1

h((h− 1)!)2
. (33)

Because the fraction in (33) is independent of the indices used in the sum-

mations, (33) is equal to 1− h(h!)
h((h−1)!)2

= 1− h
(h−1)!

.
Finally, we must account for the fact that DA itself might be one of the

at most 1− h
(h−1)!

mechanisms A for which there exists no R∗ ∈ ∪i∈ND̄i and

no acceptor a ∈ N with R∗ ∈ D̄a such that Aa(R∗, R−a) = f
(R∗,R−a)
a for all

R−a ∈ D̄−a. Because DA is not less AM-manipulable than DA itself, we
must not include it when computing the upper bound.

Clearly, DA by itself represents a very small proportion of the stable
mechanisms. For example, only 1

h((h−1)!)2
of the mechanisms select a combina-

tion of stable matchings for the Latin Square profile and the 2(h−1) variants
described above that is compatible with the mechanism being DA. Hence,
overall, the proportion of stable mechanisms that are more AM-manipulable
than DA is at least 1−

(

h
(h−1)!

+ 1
h((h−1)!)2

)

. �

Proof of Proposition 7.
(i). Consider the profile in the proof of Proposition 4(ii). For any mini-

worst mechanism A, the mechanism B constructed from A by changing the
stable matching selected under this profile to the men optimal or women
optimal stable matching is less PS-manipulable than A. As explained at the
end of the proof of Proposition 4(ii), this profile can easily be extended to a
profile with identical properties when #M > 3 and #W > 3.

(ii). See the proof of Proposition 9. �

Proof of Proposition 8.
(i). Sufficiency. Consider any profile R and any stable matching µ. By

assumption, (15) is false. That is, either

{i ∈ N | Ai(R) = ℓRi } = {i ∈ N | µi = ℓRi }, (34)

or there exists an i∗ ∈ N such that

µi∗ = ℓRi∗ and Ai∗(R) 6= ℓRi∗ . (35)
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By Lemmas 1 and 4, (34) implies that

{i ∈ N | Ai(R) = fR
i and Ai(R) 6= i} = {i ∈ N | µi = fR

i and µi 6= i}.

Then by Lemma 4 again,

{i ∈ N | Ai(R) = fR
i = i} = {i ∈ N | µi = fR

i = i}.

Thus, if (34) holds, Lemma 1 implies

{i ∈ N | Ai(R) = fR
i } = {i ∈ N | µi = fR

i }. (36)

On the other hand, if (35) holds, we have

AℓR
i∗
(R) 6= fR

ℓR
i∗
= i∗ and µℓR

i∗
= fR

ℓR
i∗
= i∗. (37)

If (36) holds, then the set of individuals who are matched with their most
preferred achievable mate is the same in A(R) and µ. On the other hand,
if (37) holds, then there is an individual ℓRi∗ who is matched with fR

ℓR
i∗

in µ,

but not in A(R). In both cases, the set of individuals who are matched with
their most preferred achievable mates in A is not a superset of the set of
individuals who are matched with their most preferred achievable mates in
µ, that is,

{i ∈ N | Ai(R) = fR
i } 6⊃ {i ∈ N | µi = fR

i }. (38)

But because (34) implies (36) and (35) implies (37), (38) must be true.
Finally, because (38) implies that (12) does not hold for stable matching µ
and profile R and because µ and R were chosen arbitrarily, A is maximally
PS-manipulable among the stable mechanisms by Proposition 3.

Necessity. In order to derive a contradiction, assume that there exists a
profile R∗ and a matching µ∗ such that (15) holds. By an argument similar
to the one used in the sufficiency part of the proof, Lemma 1 implies

{i ∈ N | Ai(R
∗) = fR∗

i } ⊃ {i ∈ N | µ∗
i = fR∗

i }. (39)

Now, construct mechanism B from A by setting B(R) = A(R) for all R ∈ D
with R 6= R∗, and B(R∗) = µ∗. By Proposition 1, because B(R) = A(R) for
all R 6= R∗, we have

{i ∈ N | A is manipulable for i given R} =

{i ∈ N | B is manipulable for i given R} for all R ∈ D with R 6= R∗.
(40)

Also, by (39) and Proposition 1 again,

{i ∈ N | A is manipulable for i given R∗}

⊂ {i ∈ N | B is manipulable for i given R∗}.
(41)

Together, (40) and (41) imply that that A is less PS-manipulable than B
and therefore A is not minimally PS-manipulable, a contradiction.
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(ii). For any i ∈ N and any Ri ∈ D3
i , it is possible to construct a Latin

Square profile similar to (26) among the acceptable mates given Ri.
22 Slightly

abusing the notation, this profile is also denoted (Ri, R
Ri

−i).
If mechanism A is miniworst, then for any i ∈ N and any Ri ∈ D3

i ,

because Ri admits at least three acceptable mates, Ai(Ri, R
Ri

−i) 6= f
(Ri,R

Ri
−i)

i .
Hence, for any R∗ ∈ ∪i∈ND

3
i ,

{i ∈ N with R∗ ∈ D3
i |A is AM-manipulable for i given R∗} = N

and A is clearly maximally AM-manipulable.
(iii). Consider any mechanism A such that

(a) for any i ∈ N and any Ri ∈ D3
i , Ai(Ri, R

Ri

−i) 6= f
(Ri,R

Ri
−i)

i (i.e, in any Latin
Square profile, A selects an stable matching that matches no individual
with her or his most preferred achievable mate), but

(b) for any R∗ ∈ D3 with R∗ /∈ {(Ri, R
Ri

−i) ∈ D3 | Ri ∈ D3
i for some i ∈ N},

let A(R∗) = DA(R∗) (i.e., for any profile that is not a Latin Square, let
A select the same matching as DA).

By (a), for any R∗ ∈ ∪i∈ND
3
i ,

{i ∈ N with R∗ ∈ D3
i |A is AM-manipulable for i given R∗} = N,

and A is maximally AM-manipulable. However, for many R∗ ∈ D3 with
R∗ /∈ {(Ri, R

Ri

−i) ∈ D3 | Ri ∈ D3
i for some i ∈ N}, there exists stable

matchings µ such that (14) holds. This is the case, for example, in the
profile presented in the proof of Proposition 12. For this profile, DA selects
either µ9 or µ1 (depending on the variant of DA that is used). Hence, by
construction, A selects either µ9 or µ1 although µ4 satisfies (14). Thus, A is
maximally AM-manipulable but not miniworst. �

Proof of Proposition 9.
As shown in the proof of Proposition 8.(ii), if a mechanism is miniworst,

then for any R∗ ∈ ∪i∈ND
3
i ,

{i ∈ N with R∗ ∈ D3
i |A is AM-manipulable for i given R∗} = N,

and DA is less AM-manipulable than A. �

Proof of Proposition 10.
(i). Consider any Latin Square profile RLS ∈ D that admits more than 3

stable matchings. Given RLS, MSM select a stable matching in which no in-
dividual matches with her or his best achievable mate (among the individuals

22 For example, if three mates are acceptable given Ri, reproduce (26) using two addi-
tional individuals on i’s side and the three acceptable mates given Ri on the other side.
Other individuals have no acceptable mate.
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that are not single in all stable matching). The mechanism A constructed
from any MSM by only changing the stable matching selected under RLS

to either of the optimal stable matchings is less PS-manipulable than this
MSM. Hence, MSM are not PS-minimally manipulable.

(ii). Like miniworst mechanisms, in Latin Square profiles admitting more
than three stable matchings, MSM select a stable mechanism in which no-
one matches with her or his most preferred achievable mate. Hence, for any
i ∈ N and any Ri ∈ D3

i , because Ri admits at least three acceptable mates,

we have MSMi(Ri, R
Ri

−i) 6= f
(Ri,R

Ri
−i)

i . Thus, for any R∗ ∈ ∪i∈ND
3
i ,

{i ∈ N |R∗ ∈ D3
i and MSM is AM-manipulable for i given R∗} = N (42)

and MSM is clearly not minimally AM-manipulable. �

Proof of Proposition 11.(i).
See (42) in the proof of Proposition 10.(ii). �

Proof of Proposition 12.
(i). See (42) in the proof of Proposition 10.(ii).
(ii). By Proposition 8, it is enough to show that MSM are not miniworst

on the set of stable matchings.
Consider the following profile:

Rw1 : m3 m8 m7 m6 m5 m4 m2 m1

Rw2 : m2 m8 m7 m6 m5 m4 m1 m3

Rw3 : m1 m8 m7 m6 m5 m4 m3 m2

Rw4 : m8 m7 m6 m5 m4 w4

Rw5 : m7 m6 m5 m4 m8 w5

Rw6 : m6 m5 m4 m8 m7 w6

Rw7 : m5 m4 m8 m7 m6 w7

Rw8 : m4 m8 m7 m6 m5 w8

Rm1 : w1 w2 w3 m1

Rm2 : w3 w1 w2 m2

Rm3 : w2 w3 w1 m3

Rm4 : w4 w5 w1 w2 w3 w6 w7 w8

Rm5 : w8 w4 w1 w2 w3 w5 w6 w7

Rm6 : w7 w8 w1 w2 w3 w4 w5 w6

Rm7 : w6 w7 w1 w2 w3 w8 w4 w5

Rm8 : w5 w6 w1 w2 w3 w7 w8 w4

Observe that because no two women have the same most preferred men,
the matching that matches every women with her favorite men is stable.
Thus, because the set of individuals who are married is the same in every
stable matching (Lemma 4), every stable matching matches every individual.
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Thus, because none of {m1,m2,m3} are acceptable to any of {w4, w5, w6, w7, w8},
but are acceptable to any of {w1, w2, w3}, all men in {m1,m2,m3} must
match with women in {w1, w2, w3} in any stable matching. As a consequence,
all men in {m4,m5,m6,m7,m8} also match with women from {w4, w5, w6, w7, w8}
in every stable matching.

Among {m1,m2,m3} ∪ {w1, w2, w3}, the stable sub-matchings are

µ1
123 : m1 m3 m2

µ2
123 : m2 m1 m3

µ3
123 : m3 m2 m1

Among {m4,m5,m6,m7,m8}∪{w4, w5, w6, w7, w8}, the stable sub-matchings
are

µ1
45678 : m4 m8 m7 m6 m5

µ2
45678 : m5 m4 m8 m7 m6

µ3
45678 : m6 m5 m4 m8 m7

µ4
45678 : m7 m6 m5 m4 m8

µ5
45678 : m8 m7 m6 m5 m4

Observe that in any stable matching including µ1
123 or µ2

123, the sub-
matching among {m4,m5,m6,m7,m8} ∪ {w4, w5, w6, w7, w8} must be either
µ1
45678 or µ

2
45678. Indeed, in any other combination including µ1

123 or µ
2
123, e.g.

(µ1
123, µ

4
45678), every women in {w4, w5, w6, w7, w8} forms a blocking pair with

every men in {m1,m2,m3}.
On the other hand, in stable matchings including µ3

123, the sub-matching
among {m4,m5,m6,m7,m8} ∪ {w4, w5, w6, w7, w8} can be any of the stable
sub-matchings (µ1

45678, . . . , µ
5
45678).

Overall, the stable matchings are

µ1 := (µ1
123, µ

1
45678)

µ2 := (µ1
123, µ

2
45678)

µ3 := (µ2
123, µ

1
45678)

µ4 := (µ2
123, µ

2
45678)

µ5 := (µ3
123, µ

1
45678)

µ6 := (µ3
123, µ

2
45678)

µ7 := (µ3
123, µ

3
45678)

µ8 := (µ3
123, µ

4
45678)

µ9 := (µ3
123, µ

5
45678)

Every women in {w1, w2, w3} ranks the stable matchings in the same way

µ9 Rw µ8 Rw µ7 Rw µ6 Rw µ5 Rw µ4 Rw µ3 Rw µ2 Rw µ1,

for all w ∈ {w1, w2, w3}.

Hence, given profile R, MSM match every women in {w1, w2, w3} with her
match under µ5.

Every women in {w4, w5, w6, w7, w8} also ranks the stable matchings in

32



the same way

µ9 Rw µ8 Rw µ7 Rw µ6 Rw µ4 Rw µ2 Rw µ5 Rw µ3 Rw µ1,

for all w ∈ {w4, w5, w6, w7, w8}.

Hence, given profile R, MSM matches every women in {w4, w5, w6, w7, w8}
with her match under µ4.

Thus, MSM selects matching µ6 given profile R. Under µ6, the set of
individuals i who match with ℓRi is {w1, w2, w3}. But note that under µ4

the set of individual i who match with ℓRi is empty. Hence, MSM are not
miniworst on the set of stable matchings, the desired result. �
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