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1 Introduction

Lying convincingly is hard—crafting a believable false story is difficult, the
party intent on misrepresenting their private information may fail, and, as a
result, the receiver might become aware of the lie. This can happen if the
sender allows inconsistencies to slip into her message, via verbal or non-verbal
cues indicating deception (Vrij, 2008, Ekman, 2009), or via discrepancies dis-
covered after an audit or investigation. Even though statements differ signifi-
cantly depending on their truthfulness, a standard assumption in most models
of strategic communication (starting with Crawford and Sobel, 1982; also see
Sobel, 2013, for a recent survey) is that communication outcomes are indepen-
dent of the content of the messages sent.

I show that endowing a receiver with a probabilistic ability to detect the
sender’s deception can lead to dramatic improvement in communication out-
comes and to full information revelation in equilibrium. While it is natural
to expect that a higher probability of detecting lies is always better for the
receiver (e.g. see Duffy and Feltovich, 2006, Wang et al, 2010), I show that
this intuition need not hold. A higher probability of detecting a lie may de-
crease the maximum ex-ante expected utility of the receiver while relatively
low lie-detection probability may support full revelation in equilibrium.

I study a cheap-talk game with Crawford-Sobel (C-S) preferences and
natural-language communication, so that all messages have intrinsic mean-
ings and each message makes a precise statement about the sender’s type (e.g.
“I am type t”). I endow the receiver with the ability to probabilistically detect
if the sender is lying. Specifically, if the sender’s message does not match her
type, with some commonly known probability p the receiver additionally ob-
serves a private signal indicating that the sender is lying. That signal carries
no supplementary information. The signal is also not verifiable and therefore
the receiver does not have access to any exogenous contractual punishment
that he can invoke after detecting a lie. The only action that the receiver can
take after detecting a lie must be sequentially rational for him.

The main result is that, in a large class of cases, stochastic lie detection
is enough to guarantee the emergence of a fully revealing equilibrium (FRE)
— the best outcome for the receiver. Thus, conditions for FRE existence are
not as stringent as previously thought: in sender-receiver games, FRE are very
rare and, conditional on existing at all, such equilibria are complex (e.g. see
Golosov et al, 2014). Specifically, I show that a FRE exists for p = 1 and, if
the preferences of the sender and the receiver are sufficiently aligned, also for
a set of values of p that is bounded away from 0 and 1. In particular, this
implies that the maximal ex-ante expected equilibrium utility of the receiver
is non-monotone in p. Additionally, all FRE in my model are shown to be
truthful: i.e. the sender sends the message corresponding to her type. If we
allow the sender to make vague statements about her type (e.g. “My type is
at least ¢ and no greater than ¢.”), communication improves: the set of values
of p that support a FRE is larger and is no longer bounded away from 1.
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The intuition behind these results has to do with the potential “penalties”
available to the receiver upon catching the sender in a lie. More specifically,
the best way that the receiver can incentivize truth-telling is by maximizing
the expected loss in utility that each lie carries. The expected loss faced by
a sender falsely claiming to be type t is determined by three factors: the
probability of detection p, the receiver’s equilibrium action corresponding to
that message (i.e. his most preferred action when the sender is indeed type t),
and the receiver’s “punishment” action in case he catches the sender in a lie.
A low p would not be enough to dissuade a sender who wants to be mistaken
for type t from lying as her lie would be caught too seldom. Symmetrically,
a high p would provide incentives for a sender type to pretend to be type
t hoping to trigger the receiver’s punishment action. This is true even if the
receiver chooses an extreme action after detecting a lie because in equilibrium
that action must be sequentially rational and thus it is bounded for bounded
type spaces, and so might be appealing to some sender types. Thus, only
intermediate p can support a FRE. The described non-monotonicity disappears
for vague messages since a vague message, by being true for more sender types,
decreases the scope for this kind of perverse deviation.

Note again that the receiver does not have a private informative signal
about the sender’s type in the usual sense—the signal the receiver observes
indicates only whether the sender’s message matches her true type.' This is
possible, for example, in settings where the state of the world is relatively
complex to describe (e.g. it concerns the details of an event) and thus it is
possible that a false account might include inconsistent details due to the
sender’s limited attention or memory. These inconsistencies could be used to
catch the sender in a lie even if the receiver knows nothing about the sender’s
true type.2

As an example, we can think of the sender as a potential eyewitness (she)
of a crime who is being interviewed by a member of the defense’s legal team
in a lawsuit (the receiver). The state of the world encodes how much of the
crime the witness has knowledge of, with higher states meaning more relevant
knowledge. The defense’s action is choosing whether to call the witness to the
stand and how much prominence to give to her testimony (by, for example,
changing when she is called to testify, how many questions she is asked, and
whether and how much of the closing argument is to be built on her testimony).
The defense wants to give higher prominence to more knowledgeable witnesses
(possibly because they are convinced of the defendant’s innocence), while the
witness prefers slightly more exposure than what the defense would prefer to

1 For a treatment that features a privately informed receiver see, for example, Chen (2009),
Lai (2014) or Ishida and Shimizu (2016).

2 This justification was suggested in an early working-paper version of Dziuda and Salas
(2018), which also provided an auxiliary model of “storytelling” with inconsistencies arising
due to limited memory.
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give her.?> With some probability, a defense lawyer can determine that the
witness is lying about what she knows by noticing inconsistencies between her
narrative of the crime and facts known to the defense. The lawyer then chooses
whether and how much to emphasize the witness’ testimony. As there are no
legal or reputational penalties for deception in this setting, the punishment for
lying must be endogenous—the defense chooses an action that is best suited
for the sender’s expected true type.*

A potential objection to this model regards the inability of the sender
to intentionally and with certainty trigger a lie detection, which might be
beneficial in some of the equilibria discussed below. However, even if the sender
crafts her message intending to be found out in a lie by, say, contradicting
existing facts, she could not be certain that the receiver would know those
facts or spot the discrepancy. In the motivating example above, the eyewitness
could try to appear as if she is lying by providing false details about the crime.
Still, she cannot be sure that those details would be known to the defense legal
team and they might remain unaware of her deception. I discuss this further
in Section 5.

The paper is organized as follows. Section 2 presents the main model.
Section 3 presents the results. Section 4 considers some extensions of the basic
model. Section 5 discusses potential interpretations and justifications of the
main assumptions of the model, including the extensive psychological evidence
that people are able to recognize lying in face-to-face interactions. Section 6
briefly surveys the related literature. Section 7 concludes. The proofs omitted
from the main text are collected in the Appendix.

2 Model

A (female) sender privately observes her type ¢, which is drawn from a differ-
entiable distribution F' with full support on the type space 7 = [0, 1]. She then
sends a message m € M, where M is the message space, to a (male) receiver
who takes an action y € R. I impose an intrinsic meaning to the available mes-
sages by setting M = 7.6 As in Crawford and Sobel (1982), the sender and
the receiver are endowed with continuous von Neumann-Morgenstern utility

3 This could be due to the misinformation effect (Loftus and Hoffman, 1989), which
causes an eyewitness to believe that she has a better memory of the crime than she actually
does.

4 In some of the FRE constructed below, the off-equilibrium “punishment” action of the
lawyer would be to call to the stand and highlight the testimony of a witness who is found
out to be falsely pretending to have little knowledge, and to de-emphasize (or not even call
to the stand) if she is caught falsely pretending to be very informed of the crime.

5 Below, I consider an alternative version of the model which allows for vague messages
as in Milgrom (1981). I also consider refinements which require equilibria to be robust to
the creation of new messages with particular meaning.

6 Thus, messages’ meanings, unlike in standard cheap-talk games, are not determined
in equilibrium. The meaning of message m is fixed to be “The true state of the world
is t = m.” Messages might, however, lose their meaning in equilibrium. See footnote 10.
Another departure from the previous literature is the (realistic) assumption that all messages
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functions that I denote by U* (y, t;b) and UF(y, t) respectively, where b can be
viewed as a measure of the discrepancy between the preferences of the receiver
and the sender.” Talk is cheap: i.e. utility does not depend on the message
sent. I concentrate on the following parameterization of the C-S model with
constant® additive upward bias:

US(y,t; b)=—L(t+b—1y), and
UR(y,t) = —L%(t —y),

where £,¢% : R — R are convex (and strictly so for ¢f*) even functions (i.e.
l(x) = l(—x) for all x € R) that are strictly increasing on Ry (respectively,
decreasing on R_). Without loss of generality, I assume that £(0) = ¢(0) = 0
and b > 0. Note that the optimal actions for the receiver and for the sender
are y = t and y = t + b respectively.

If the sender is lying (i.e. if her message does not correspond to her type),
the receiver may observe a private signal indicating that the sender’s message
is not truthful. The receiver observes that signal with a commonly known
and exogenously given probability p. The sender does not know whether the
receiver will be able to detect lying when sending the message. More precisely,
if the sender chooses a message that doesn’t correspond to the true state of
the world (i.e. m # t), the receiver observes a private signal v = —1 with
probability p. In all other cases, he observes v = 0.

Let M : T — AM denote the message strategy of the sender, while Y :
M xV — AR denotes the action strategy of the receiver, where V = {—1,0} is
the space of possible truthfulness signals the receiver may observe. I consider
only pure-strategy equilibria® so M (t) will denote the message sent by type t
in equilibrium and Y (m, v) will denote the action taken by the receiver when
he receives a message m and observes a signal v. I investigate (pure-strategy)
perfect Bayesian equilibria {M,Y} of the model.

Note that the sender and the receiver cannot write contracts that condition
on v. Thus, the receiver has no recourse to an exogenous punishment if he
catches the sender in a lie. Instead, the receiver must form an appropriate
belief regarding the sender’s type based on the false message and then take a
sequentially rational action. Off the equilibrium path, the receiver chooses an
action Y (m,v) € [0,1] for all m € M,v € V.

In most of the sequel, I focus on fully revealing equilibria (henceforth FRE).
I define FRE as equilibria in which the receiver perfectly learns the sender’s

are available to all agents, thus decoupling messages’ meanings from the set of types they
are available to.

7 The argument b is often suppressed in what follows.

8 In section 4.4, I consider the case of variable sender bias and show that the main result
is preserved.

9 The assumption that both the sender and the receiver play pure strategies is with
little loss of generality. As £ is strictly convex, the receiver has a unique best response
to any belief about the sender’s type he might have. Also, in all fully revealing equilibria,
which constitute the focus of this paper, all sender types (except possibly ¢ = 0) play pure
strategies.
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type after observing any message-signal pair (m,v) that can be induced by a
message sent by some sender type on the equilibrium path. In other words, any
message-signal pair that can be observed in a FRE can possibly be generated
by only one type of the sender.

3 Results
3.1 Preliminaries

The model reduces to a standard C-S cheap-talk game for p = 0. For the
intermediate values of p, there is a plethora of equilibria. For example, it is
easy to show that all the standard C-S equilibrium outcomes—including the
uninformative babbling equilibria—remain as equilibrium outcomes with lie
detection, as long as p < 1.1%! However, for p = 1 the model is equivalent to a
persuasion game (Milgrom, 1981, Grossman, 1981) in the sense that the unique
equilibrium outcome is full revelation. An implicit assumption in persuasion
games is that lying is always detected and it carries a punishment that is
harsh enough to dissuade any sender type from reporting falsely—loss of sales
revenue or of reputation, for example, or the threat of a fine or imprisonment
if misrepresentation is illegal.'? This is also true in my model in the case of
p = 1 since, due to the sender’s upward bias, all sender types prefer to report
truthfully rather than to face the action y = 0. In other words, whenever p = 1
there arises a punishment that is sufficient to deter lying.

Proposition 1 When p =1, all equilibria are FRE.

Proof Tt is clear that M(t) = ¢, Y(m,0) = m, and Y(m,—1) = 0 for all
m € [0,1] is an equilibrium strategy profile since any sender type ¢ (weakly)
prefers truth-telling and the associated receiver’s action y = t over being
caught lying and the associated receiver’s action y = 0.

To show that full revelation is the unique equilibrium outcome, assume
that there is an equilibrium in which more than one sender type sends the
same (false) message m. This implies we can find two such types ¢ty < t; such
that Y (T, —1) € (to,t1). But then type t; does better by revealing her type by

10 For example, consider a C-S equilibrium where two actions are induced on the equilib-
rium path: y; whenever the sender’s type is t < t* and y2 when ¢ > t*. For any m* # 0,
the messaging strategy M(t) = 0 if t < ¢t* and M(t) = m™* otherwise, together with the
action strategy Y (m*,0) = Y(m*, —1) = y2 and Y (m, —1) = Y(m,0) = y; for m # m™* is
an equilibrium for p < 1 and induces the same outcome.

11 In another equilibrium that arises in this model, the high types (all ¢ above some thresh-
old t*(p)) separate by sending truthful messages, while the low types t < ¢t*(p) pool together.
Incidentally, it can be shown that lim,_.1 t*(p) = 0, so this class of equilibria converges to
the unique equilibrium outcome at p = 1 as established by Proposition 1. The proof of this
claim is available upon request.

12 Following Milgrom (1981), persuasion-game models tend to allow the sender to be vague
and send messages that correspond to subsets of the type space. I study this extension in
4.1.
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sending the message m = t; and inducing the action y = t; (this action is the
only possible sequentially rational response to observing m = ¢; and v = 0),
which she prefers over Y (7, —1) due to her upward bias.

A corollary of the proposition is that there is an equilibrium discontinuity
at p = 1: the large equilibrium-outcome set for any p < 1 collapsing to a
singleton at p = 1 implies that the equilibrium-outcome correspondence is
not upper hemicontinuous at p = 1. The main reason is that, while perfect
Bayesian equilibrium imposes little discipline on the receiver’s off-equilibrium
actions when p < 1 allowing for the existence of a large range of equilibria,
it severely restricts those actions as soon as p = 1. Namely, when p = 1, the
solution concept necessitates Y (m,0) = m as only a sender of type ¢ = m
can send the message m accompanied by v = 0. This now provides sufficient
incentives for high types to deviate to their corresponding truthful message
causing unraveling from the top (as in Milgrom, 1981) that only FRE survive.

Note that Proposition 1 would still hold if we allowed for vague messages—
i.e. if we allowed the message space to be a subset of the power set 2001 guch
that it includes all singleton sets with the understanding that a sender of type
t is truthful when sending a message m C [0, 1] if and only if ¢ € m. I analyze
one such message space in Section 4.1.

Additionally, note that the truthful messaging strategy M (t) = t is not
the only possible sender’s strategy in a FRE for p = 1. Another possibility
is M(t) =t for all ¢ € (0,1] and M(0) = m* # 0 with the receiver having
the same action strategy as in the proof of the Proposition.'® The following
lemma shows that these are the only possible equilibrium messaging strategies
for p = 1. More importantly, it establishes that any FRE for p € (0,1) is
necessarily truthful. Indeed, assume that all types on some interval separate
in an equilibrium. If any one of them (other than the lowest type)—say type
t*—is sending a false message, then types “immediately below” t* have an
incentive to deviate and send M (t*) instead.

Lemma 1 In any equilibrium that is fully separating on some interval I for
some p € (0,1], all types {t € I : t > infI} are truthful (i.e. M(t) = t).
Furthermore, all types are truthful in all FRE for all p € (0,1).

Proof Say some interval (t;,t,) achieves full separation in equilibrium and
assume that some type t* € (¢;,t;) sends a message different from m = t* in
equilibrium. Then by full separation we must have

V(M(#*),~1) = t* and, if p < 1, Y(M(£*),0) = t*.

Then there exists some ¢ € (t,t*) with f;«f M(t*) (implying that t can per-
fectly mimic ¢*) such that ¢ + b > t* > t. Therefore type ¢t can profitably
deviate by sending M (t*) rather than M (Z).

13 The use of the message m* by both t = 0 and t = m* does not prevent full revelation.
Whenever m™* is received, the receiver can distinguish perfectly between the two possible
sender types based on the value of v.
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This result extends in a straightforward manner to intervals that are closed
on the right. So in a FRE for p € (0,1), all types in (0, 1] would be truthful,
which leaves only the message m = 0 for type t = 0.

I end with a result which allows me to characterize the degree of bias that
could allow the existence of a FRE.

Lemma 2 Whenever b > 1/4 and p < 1, there does not exist a FRE.

In fact, in what follows I show that b < 1/4 is not only necessary but a
sufficient condition for the existence of a FRE for some values of p < 1.

3.2 Existence of FRE in the Quadratic Case

In this section, I establish the main result by showing the existence of a FRE
in the leading quadratic-loss utility example of the C-S model, where I can
also provide exact bounds on the interval of values of p that can support
a FRE. For the following analysis, it is sufficient to have only the sender’s
utility be based on a quadratic-loss function (i.e. £(x) = x?), while any strictly
convex loss function is permitted for the receiver. The only requirements on
the distribution F' are full support and differentiability.

Proposition 2 In the case of the sender having quadratic-loss preferences, a
FRE for p € (0,1) exists if and only if b < 1/4 and

b2
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Remarkably and counterintuitively, since full revelation is the best outcome
from the point of view of the receiver, Proposition 2 implies that the maximum
ex-ante expected equilibrium utility of the receiver is non-monotone in p. To
see why this is the case, we can think of the receiver as a principal, designing
appropriate incentives so that it is an equilibrium action for any sender type
to report truthfully. The belief that the receiver forms when he detects lying
have to rationalize an action that discourages the sender from deviating from
the truth-telling strategies prescribed by the FRE. In other words, he has to
“hurt” the sender sufficiently when a lie is detected. With p given, the best the
receiver can do is to maximize the distance between the action Y (m,0) = m
and the “punishment” action Y (m,—1).

The punishment action also has to be sequentially rational for the receiver—
it has to be a best response to some belief that is consistent with receiving
the off-equilibrium message-signal combination (m,—1) so it has to be in the
interval [0,1]. So if the receiver catches a sender claiming to be a low type
in a lie, he assumes that she is the highest possible type (the worst belief if
her bliss point is in fact low); and vice versa: if the receiver catches a sender
claiming to be a high type in a lie, he assumes that she is the lowest possible
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type (the worst belief if her bliss point is in fact high). Clearly, whenever p is
small, this would not be sufficient to deter the sender type with bliss action
Y = m from deviating to m.

Because of sequential rationality, any punishment Y (m,—1) might be a
desirable action for some sender types and, whenever p is high, they would
want to deviate to the false message m hoping to trigger the punishment. So
if a “low” message m has a “high” penalty action Y (m,—1), it would be a
desirable lie for “high” types (e.g. the sender types around t = Y (m, —1) — b).
If the penalty action is “low”, however, that wouldn’t provide enough incen-
tives for “low” types (around ¢ = 0) to report truthfully. Thus, it is only for
intermediate values of p (including an open neighborhood of p = % if b < i)
that a receiver can “implement” off-equilibrium beliefs that deter the sender
from lying.

The assumption that the sender has type-dependent preferences is cru-
cial, as it allows the Receiver to “tailor” message-specific punishment actions
that support FRE. To see that, consider a simple case with type-independent
preferences, in which all Sender types prefer higher actions. The worst (se-
quentially rational) punishment for all types would be the action Y = 0 but
that action would not suffice to deter the low types from deviating.'*

Furthermore, due to the form of the receiver’s preferences (strictly con-
cave), he cannot provide extra deterrence by randomizing after catching the
sender in a lie. However, without the requirement of sequential rationality, if
the receiver can credibly commit to take a sufficiently high (or low) action in
the face of a lie, then a FRE would be sustainable for all p. Alternatively, if p
is too high to sustain a FRE but the receiver can commit to disregard and not
act upon his private signal sufficiently often, this would decrease the effective
value of p and thus make a FRE sustainable.

It is notable that there are FRE even when p is relatively small—smaller
than 1/2. The minimum value of p sufficient for the existence of a FRE is
smaller the smaller b is. The intuition behind this effect is that a smaller b is
equivalent to a larger type space and a larger type space provides more ex-
treme actions to serve as harsher penalties in case of lying and thus strength-
ens incentives for truth-telling. As the length of the type space diverges to
infinity (or, equivalently, as the magnitude of the bias b converges to zero),
the characteristic function of the set of values of p for which we have full
revelation converges pointwise to the characteristic function of (0,1]. To see
that, it is relatively easy to modify the proof of Proposition 2 to show that if
Y(m,—1) > b/+/p(1 — p) +m, no type would want to falsely send the message
m. As the length of the type space increases, these messages become available
for more and more values of p. At the limit, a type space that is unbounded
from above permits FRE for all p > 0 (cf. Kartik et al 2007).

Conversely, the higher b is, the smaller the interval of values of p for which
there exists a FRE is. In other words, the higher the mis-alignment in the

14 T am grateful to an anonymous referee for urging me to clarify the importance of this
point.
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preferences of the two parties is, the harder it is to sustain a FRE. At b= 1/4—
the largest value of b, for which there exists a FRE for an internal p—a FRE
exists if and only if p = 1/2. Obviously, when b = 0, a FRE exists for all values
of p: whenever the preferences of the sender and the receiver are fully aligned,
there always is an equilibrium in which the sender truthfully reports her type.

3.3 Existence of FRE in the General Case

In this section, I relax the assumption of quadratic-loss preferences and con-
sider the general case of an arbitrary convex loss function for the sender. I
show that the gist of Proposition 2 holds for all possible utility functions of
the sender of the form U®(y,t;b) = —£(t + b — y), as defined in Section 2.

Proposition 3 For the general form of the sender’s utility and for b < 1/4,
the set of values of p in (0,1), for which there exists a FRE, includes p =1/2
and is bounded away from 0 and 1. Additionally, if b < 1/4 the set of those
values has positive Lebesgue measure.

Remarkably, any degree of curvature in £ is sufficient to guarantee existence
of a FRE. The following example suggests that, in order to support a FRE,
having single-peaked preferences is more important than having preferences
that are everywhere risk averse. The example assumes that ¢ is piecewise
concave, rather than convex everywhere (so that the preferences of the sender
on either side of her bliss point are piecewise risk-loving), and demonstrates
that there still exists a FRE for an open neighborhood of values of p around
1/2.

Ezample 1 Fix b = 1/8, p = 1/2, and {(x) = 2%, Assume that the receiver
takes the following actions in equilibrium:

Y(m,—1)=1ifm < 1/2;
Y(m,—1)=0if m >1/2; and
Y (m,0) = m.

One can show that if no sender type prefers sending a message m = 1/2 over
truth-telling, then all sender types prefer truth-telling over any false message
(and so a FRE can be sustained). Since the preferences are piecewise con-
vex, one can show that the type who would most benefit from deviating to a
false m = 1/2 message is type t = 1/2 — b = 3/8. Her utility from sending
that message is 3U°(0,3/8) = —0.27, while the utility from being truthful is
U®(3/8,3/8) = —1/8%9 = —0.15. Thus, she prefers being truthful and these
off-equilibrium actions of the receiver support a FRE.

Proposition 3 does not directly generalize to the case of piecewise strictly
concave £. By modifying its proof using the idea from Example 1, however,
it is straightforward to show that for every piecewise strictly concave £ there
exists some b € (0,1/4) such that the conclusions of Proposition 3 hold for all
b <b.
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4 Extensions
4.1 Vague Messages

In the model above I restrict the meaning of all messages to be “I am exactly
type t.” It is natural to expect that there might be situations where the sender
might refuse to send any message (Farrell and Rabin, 1996), removing the re-
ceiver’s opportunity to observe an informative private signal. More generally,
the sender might want to send a vague message as in Milgrom (1981) claim-
ing to be within a set of types rather than a particular type. Both of these
possibilities can be accommodated by expanding the message space to include
all closed subintervals of [0, 1], including the entire type space [0, 1] and all
singletons. I denote this new and expanded message space by M". Formally:

MY ={[a,b]|a,b € [0,1],a < b},

with the convention that [a,a] = {a}.??

Modifying the receiver’s private signal regarding the sender’s truthfulness
is straightforward. With probability p, he observes the signal v = —1 if and
only if the sender is lying (in this case this means ¢ ¢ m C [0,1]). In all other
cases, he observes the signal v = 0.

In addition to the usual conditions on the off-equilibrium actions (namely,
Y (m,v) € [0,1]), sequential rationality also requires that the receiver cor-
rectly reasons about which sender types are possible given a particular (off-
equilibrium) message-signal combination. More precisely, the receiver’s belief
cannot place positive probability on any subset of m if she observes (m, —1).
Formally:

Y (m, —1) € [0,inf m] for all m € MY with 1 € m; and
Y (m,—1) € [supm, 1] for all m € MY with 0 € m.

These conditions are relaxed slightly to allow the receiver, after observing a
private signal indicating a lie, to take an action that is on the boundary of
the set that his private signal indicates as impossible. For example, if the
out-of-equilibrium message and signal are m = [0,1/2] and v = —1, the only
possible belief that the receiver can have after such an observation is some
distribution with support in the set (1/2,1]. Thus, his best response to that
belief must be in the set (1/2,1]. The conditions above allow the receiver to
take the action Y([0,1/2],—1) = 1/2 as well. This is a technical assumption
necessary to guarantee the existence of an equilibrium for p = 1 (Proposition
1) and plays no further role in the subsequent analysis.

Adding vague messages significantly increases the message space and, as
outlined above, sequential rationality naturally restricts the actions that a
receiver can take after observing these messages together with his v. It is then

15 The space of vague messages can also be taken to be a larger (even possibly improper)
subset of the power set of [0,1]. Expanding MV in this way should not affect Proposition
4, the main result of this section.
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conceivable that expanding the message space in this manner might decrease
the incentives of sender types to play according to the strategy prescribed in
some FRE. This intuition turns out to be incorrect: in fact, the values of p that
support a FRE expand when we allow for vagueness. First, I prove a version
of Lemma 1 in the case of a vague message space.

Lemma 3 If the sender can send vague messages (i.e. if the available message
space is MV rather than M), in any equilibrium that is fully separating on
some interval I for some p € (0,1], all types {t € I : t > inf I'} are truthful
and send a message m € MY with inf m = t.

Proof Say some type t* in a fully separating interval (¢;,¢,) does not send
a message m with infm = t*. I consider the two possible cases separately:
either the message M (t*) sent is false (t* ¢ M (t*)) or the message is true but
infm < t*.

If the message is false we must have

Y(M(t*),~1) = t* and, if p < 1, Y(M(t"),0) = t*.

There exists some t € (t;,t*) with ¢ ¢ M (t*)1¢ we have {+b > t* > . Therefore
type t can profitably deviate by sending M (¢*) rather than M (%).

If the message is true but inf m < ¢*, some type t € (inf M (t*),t*) satisfies
t+b > t* >t and therefore she can profitably deviate by sending the same

message as t*.

The lemma states that any sender type ¢ in any fully separating interval
sends a truthful message and, furthermore, t is the lowest possible sender type
who can send that message truthfully. This result is analogous to the messaging
strategy of the sender in a persuasion game. Note that the lemma does not
put any constraints on the message that type 0 sends in FRE. I proceed by
proving a version of Propositions 2 and 3 with vague messages.

Proposition 4 In the general case of conver loss utility (i.e. U (y,t;b) =
—U(t + b —y)) with MV as the message space, a FRE exists for some p if
either

(i) p>31, or
(ii) a FRE exists for the same p in the case without vague messages (Propo-
sition 3).
Furthermore, in the special case of the sender having quadratic-loss preferences
(i.e. US(y,t;b) = —(t + b —y)?), the disjunction of conditions (i) and (ii) is
not only sufficient but also necessary for the existence of FRE. In other words,
with quadratic utility a FRE exists if and only if b < 1/4 and

1 V1 —16b2
€la-—=2

16 Since MV is comprised of closed subintervals of [0,1] and t* ¢ M(t*), all types t
sufficiently close to t* also satisfy ¢ ¢ M (t*)
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It is remarkable that adding vague messages can improve communication
outcomes. To see why, consider the incentives of some sender type t to deviate
from her FRE-prescribed strategy and pretend to be type 6 by sending the
message M (0). Without vagueness, this would induce a lottery in the actions of
the receiver, where she would choose 6 with probability 1 —p and Y (M (6),—1)
with probability p. If § < t < t+ b < Y(M(6),—1), this might be preferable
to type t over her equilibrium payoff. With vague messages though, such a
deviation might be impossible if ¢ € M (). Then deviating to the message
M(0) would induce the action y = 6 with probability 1, which is worse for
type t than her equilibrium payoff. Thus, a given “punishment” action might
induce a deviation by a higher type without vagueness, but not under the
vague message space M.

The proof of Proposition 4 relies on the explicit construction of a fully
revealing messaging strategy that can be supported as part of a FRE for all
p > % The message that a type ¢t > 0 sends under this strategy is [t,1 — &¢]
for some ¢; > 0 with 1 — ; > max{¢,4b} and e; > 0 for ¢t < 2b. Making the
equilibrium messages vague decreases the set of sender types who would have a
profitable deviation to lying in the hope of triggering a “punishment” action.
For a simple illustration of that approach, consider the following example,
which constructs a FRE for the case of quadratic preferences and for values
of p higher than those given in Proposition 2 (albeit not all p > %)

Ezxample 2 Assume quadratic sender’s preferences. In the proof of Proposition
2, I show that the following off-equilibrium actions support full revelation for
the highest p that permits the existence of a FRE:

1 if t < 2b,
VM), -1) = {0 if t > 2b.

The reason that we cannot do better is that under a higher p, some type t*
would have a profitable deviation to a message M (t) for ¢ close to but smaller
than 2b. If t*(t) is the sender type that maximizes the utility from deviating
to the message M(t), setting M (t) = [t,t*(t) + €] for all ¢ close to 2b would
make such deviations impossible for values of p above the upper limit from
Proposition 2.

Without vagueness, Lemma 1 states that all messages are used in a FRE. It
might appear that the multitude of messages that are never sent in equilibrium
under MY might be troublesome as they offer more opportunities for devia-
tion for the sender (and, unlike the usual case, the receiver’s off-equilibrium
actions can be severely restricted whenever v = —1). This is, however, a red
herring. Continuing with the example, consider the following actions for all
off-equilibrium messages m € MY \ M(T):

Y (m,0) = 0;
Y(m,—1)=01if 0 ¢ m; and
Y(m,—1)=1if 0 € m.
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No sender type t strictly prefers the certain action y = 0 (induced by
deviating to an off-equilibrium truthful message or an off-equilibrium false
message with 0 ¢ m) to the corresponding equilibrium action Y (M (t),0) = t.
Similarly, no sender type ¢t would deviate to an off-equilibrium false message
with 0 € m, which induces the lottery over the action y = 0 with probability
1—p and the action y = 1 with probability p, since that lottery is weakly worse
than lotteries available to that type in the FRE without vagueness under the
off-equilibrium actions above. Consulting the proof of Proposition 2, it is not
hard to see that no agent would want to deviate to such an extreme lottery even
for values of p above the upper limit from Proposition 2, thus guaranteeing
the existence of a FRE with vagueness for those values.

4.2 Equilibrium Selection

Propositions 2, 3 and 4 provide sufficient (and necessary in the case of Propo-
sitions 2 and 4) conditions for FRE existence. Since, as noted above, the model
supports a variety of equilibria for every value of p < 1, the natural next step
is to ask whether it is reasonable to expect to see a FRE being played for the
relevant values of p.

In this section, I start by considering whether FRE is consistent with the
most well known cheap-talk equilibrium refinements. I show that all FRE sur-
vive the demanding strong announcement-proofness refinement of Matthews
et al (1991) (regardless of the value of p), as well as Farrell’s (1993) neologism-
proofness and Chen et al’s (2008) NITS (no incentives to separate) refine-
ments, both of which are weaker than strong announcement-proofness. These
refinements are based on the possibility of some sender types making a credible
announcement about their private information and the receiver’s best-response
action induced by that announcement being preferred by the deviating types to
the action they induce in equilibrium. An equilibrium fails the corresponding
refinement if such a credible announcement exists.

The three refinements differ in what constitutes a credible announcement,
how complex that announcement is allowed to be, and how large the set of
deviating types can be. To be more precise, I first need to adapt Matthews
et al’s (1991) terminology and notation to my setting. Call any pair (M’ X)
an announcement, where X is a non-empty subset of the type space 7T =
[0,1] and M’ is an alternative messaging strategy M’ : X — AM’ for some
(sufficiently rich) message space M’. The old and new message spaces are
disjoint: MNM’ = &. In other words, the messages in M’ can be thought of as
newly created statements (with meanings determined by the announcement).*”
Now let Y’ : M’ — [0, 1] be the receiver’s best response to the belief induced

17 Farrell (1993) discusses at length when it can be reasonable to assume that neologisms
can be created. His view is that this is particularly appropriate whenever the sender and the
receiver have a natural language in common, which is true in the setting considered here.
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by the announcement (M’, X) and Bayes’ rule.'® Formally, Y’ depends on
the exact announcement but, for notational simplicity and with little risk of
creating confusion, I suppress this in what follows.

An equilibrium (M,Y) is strongly announcement-proof if there does not
exist an announcement (M’, X) that satisfies the following three conditions:

C1. Every type in X prefers making the announcement over her equilibrium
message: U(Y'(m),t) > U%(Y (M (t)),t) for all t € X and for all m in the
support of M'(t), with the inequality strict for some ¢t € X and some m.

C2. Every type not in X prefers her equilibrium message over trying to imitate
types in X by making the announcement: U® (Y’ (m),t) < U3 (Y (M(t)),1)
for all t € 7\ X and for all m € M'(X).

C3. Announcement messages are optimal for the types sending them: U (Y’ (m), t) >
US(Y'(m'),t) for all t € X, for all m in the support of M'(t), and for all
m' e M'(X).

An equilibrium (M,Y) is neologism-proof if there does not exist an an-
nouncement (M’, X) in which M’ is a constant function and which satisfies
conditions C1-C3.19 An equilibrium (M,Y) satisfies NITS if there does not
exist an announcement (M’,{0}) satisfying C1. Equivalently, an equilibrium
(M,Y) satisfies NITS if US(Y (M (0)),0) > U%(0,0). It is clear that any equi-
librium that is strongly announcement-proof is also neologism-proof and sat-
isfies the NITS condition.

All three refinements are quite strict. No equilibrium in the standard C-
S model is strongly announcement-proof or even neologism-proof and only
the most informative equilibrium satisfies NITS (Chen et al, 2008). The same
applies here: while the standard C-S equilibrium outcomes are also equilib-
rium outcomes in this setting for all p < 1, none of them survive strong
announcement- or neologism-proofness and only the most informative among
them satisfies NITS. However, any FRE satisfies strong announcement-proofness
and, thus, neologism-proofness and NITS:20

Proposition 5 Any FRE is strongly announcement-proof.

While it is clear that a FRE is the best possible outcome for the receiver,
in this section I also provide sufficient conditions for a FRE outcome to also be
the (ex-ante) best possible equilibrium outcome for the sender among a suit-
ably restricted class of equilibria. It turns out that either a uniform prior over
T with any strictly convex loss function for the receiver, or a quadratic loss
function for the receiver and any differentiable full-support prior F' are suffi-
cient for the FRE outcome to Pareto dominate all other possible equilibrium

18 T assume unique best responses to simplify the exposition. The results in this section do
not depend on this assumption.

19 Strictly speaking, this is stronger than the definition as given by Farrell (1993): to
conform with it, the inequalities in C1 would have to be strict.

20 Matthews et al (1991) define two more weaker refinements related to strong
announcement-proofness. Naturally, all FRE in this model satisfy both weak announcement-
proofness and announcement-proofness.
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outcomes in that class. This result is analogous to Crawford and Sobel’s (1982)
Theorems 3 and 5—the most informative equilibrium in their model is also
the one that maximizes both sender’s and receiver’s expected utility. To elim-
inate measurability issues, I restrict attention to equilibria whose messaging
strategy satisfies the following condition.

Definition 1 A messaging strategy M satisfies message connectedness if M~ (m)
is a connected set for all m € M.

In other words, the set M ~*(m) for all m € M is either empty, a singleton,
or an interval. Thus, any message-connected messaging strategy partitions the
type space into a collection of connected sets such that all sender types in
any such set send the same message. This is sufficient for the existence of a
conditional probability distribution over 7 regardless of what message-signal
combination (m,v) the receiver observes.?! Let us now turn to the second
result of this section.

Proposition 6 If F' is uniform or if the receiver’s utility is based on a quadratic
loss function (i.e. £%(x) = x2), the FRE outcome is better than any other
message-connected equilibrium outcome from the sender’s ex-ante point of
view.

4.3 Exogenous Punishment

In this section, I briefly consider what happens if the receiver has access to
some exogenous punishment when catching the sender in a lie. This punish-
ment can be either contractual or a proxy for the effect of being caught lying
in a repeated-game setting. More precisely, let the receiver choose whether to
impose an additional punishment of ¢ in utility to the sender. Additionally, as-
sume that this punishment is costless to the receiver. More precisely, if caught
in a lie after sending message m and penalized, let the utility of a sender of
type t be
—L(t+b—-Y(m,—-1)) —

Allowing exogenous punishment expands the set of values of p that support
a FRE in two ways. While previously no high enough p < 1 supported a FRE,
with exogenous punishment this result is overturned.

Proposition 7 In the case of general convex loss utility, precise-message space
M, and exogenous punishment e, there exists a FRE for all p > %.
Additionally, it is not hard to verify that the proofs of Propositions 2 and
3 would remain largely unchanged. The main difference would be that a larger
€ enlarges the set of interior values of p, for which there exists a FRE. Two

corollaries that follow from this observation combined with Proposition 7 are

21 Message connectedness is a weaker form of message monotonicity, which is a common
assumption in similar models (e.g. see Kartik, 2009 and Chen, 2011).
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1) the non-monotonicity in p of the maximal expected equilibrium utility of
the receiver is preserved for all small enough &, while 2) the set of values of p
supporting a FRE converges to (0, 1] as ¢ — oc.

4.4 Variable Sender Bias

It is possible to relax the assumption of constant sender bias b. For this section
only, assume that the bias parameter varies by type. Namely, let b(t) denote
the bias of sender type ¢ so that sender utility is U®(y,t) = —£(t + b(t) —y). I
assume that the function b : 7 — (0, 00) is differentiable and ¢+ b(t) is strictly
increasing in t.

It is easy to verify that under these assumption, Proposition 1 and Lemma
1 hold as stated. My main result is also preserved under this more general
parameterization of the C-S preferences.

Proposition 8 Whenever b(t) < 1/4 for all t, the set of values of p in (0,1)
for which there exists a FRE in the case of general convex loss utility and
precise-message space M includes p = 1/2 and is bounded away from 0 and 1.

Note that, unlike what came above, the condition b(-) < 1/4 is only suf-
ficient and not necessary for FRE existence. For example, the bias of types
close to t = 1 can be made arbitrarily large without affecting the existence of
a FRE.

5 Discussion of the Assumptions

An ability to identify lying would greatly impact all informal interactions that
offer an opportunity to transmit valuable information. Due to the informal
nature of such interactions, there often are no formal penalties for lying.??
Even if formal penalties are allowed, their use could be infeasible if the receiver
is facing some institutional or market constraints when it comes to punishing
the sender.

I provided a motivating example in the introduction—the interaction be-
tween an eyewitness of a crime and the defense’s legal team. As another exam-
ple, we can think of the sender as a job applicant interviewing for a position
with a potential employer (the receiver), who has a variety of open positions
that differ in their difficulty and contractual terms, such as pay. The state
of the world indicates the relevant skills of the job applicant. The potential
employer interviews the applicant, who can choose to misrepresent her skill
level. With some probability, the employer can determine that the applicant
is lying by, say, identifying contradictions between details of the applicant’s
claimed duties at a previous company and facts known to the employer about
that company. He then chooses his action, which represents the position he

22 These settings stand in contrast to settings such as, for example, income reporting for
tax purposes where the detection of fraud carries the threat of a fine or a prison sentence.
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offers to the applicant, potentially including the possibility of not making an
offer. The employer’s preference is that the position offered matches the true
skill of the applicant—he wants to appoint low-skilled applicants to low-paid
undemanding positions and high-skilled applicants to lucrative positions of
responsibility. The job applicant prefers a more demanding (and better paid)
position than the one the company would prefer to assign to her.2?

Another example would be a firm that hires an auditor to evaluate the
claims of its employees regarding some unobservable aspect of their work—for
example, their productivity, share of effort in a joint project, hours worked
while telecommuting, or exact level of spending on a business trip. The firm
and its employees are likely to have at least partially aligned objectives but
the firm may face constraints of legal (e.g. incomplete labor contracts or inad-
missibility of the auditor’s findings in court) or labor-market (e.g. inability to
replace dismissed workers due to their unique skill sets or current labor-market
conditions) character that prevent it from using a contractual punishment
whenever it determines an employee is lying.

Another application is in the self-reporting of economic status for the pur-
poses of determining eligibility for social-assistance programs. Martinelli and
Parker (2009) study the Mexican program Oportunidades, which disbursed
cash transfers to families conditional on regular health-clinic visits and on
children’s consistent school attendance. For eligibility purposes, applicants ini-
tially reported their households’ possessions and characteristics, which were
subsequently verified with a formal household visit. Martinelli and Parker dis-
cover that, even though under-reporting of household goods was rampant,
lying about one’s eligibility never brought about a formal punishment (other
than being excluded from the program if ineligible).

As suggested above, a receiver’s ability to probabilistically detect lying also
seems like a natural way to unite the two extremes of cheap talk and persuasion
games. For example, Crawford and Sobel (1982) conclude with a suggestion
for extending their seminal results in a similar manner by “allowing S to be
uncertain about R’s ability to check the accuracy of what he is told.” In the
rest of this section, I discuss possible interpretations of the main assumptions.

One justification for the assumption of lie detection comes from Dziuda and
Salas (2018). They suggest that if the state of the world is relatively complex
(e.g. it concerns the details of an event) then the sender’s description of that
state might contain inconsistent details. The reason for such inconsistencies
might be that some people are bad liars, short on deliberation time when
inventing their stories, or uninformed about factors that might be used to
find inconsistencies in their story. The detection of inconsistencies is crucial
in settings such as police interrogation of crime suspects and eyewitnesses, as
well as courtroom testimony.

A possible objection to the model presented in this paper regards the in-
ability of the sender to intentionally and with certainty trigger lie detection.
Any message that does not match the sender’s type is assumed to induce a

23 This motivating example is borrowed from Farrell and Rabin (1996).
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p-(1 — p) lottery but it might be in the sender’s best interest to, if able, lie
and make sure she is caught lying. For example, this would be the case if the
“punishment” action in response to some message is a sender’s type’s bliss
action. Such an ability would change the results presented in this paper. As
noted in the introduction, however, even if her statement contains details that
contradict facts known by the sender, she cannot be certain that the receiver
has the same knowledge and, thus, an ability to find out the lie. 24

5.1 Psychological and Experimental Evidence

The assumption that the receiver can detect lying is relatively novel in the eco-
nomic literature. However, Sobel (2009) suggests that such models can help
explain phenomena such as senders’ excessive honesty in experimental settings.
Frank et al (1993) find that experimental subjects who had a face-to-face in-
teraction before playing a one-shot prisoner’s dilemma game were significantly
better than chance at predicting correctly the other player’s strategy. Brosig
(2002) conducts a similar experiment and finds analogous results. Ability to
detect lying might explain findings such as the observed excessive (relative
to the equilibrium prediction) truth-telling in face-to-face cheap-talk exper-
iments (Holm and Kawagoe, 2010), the excessive cooperation in prisoner’s
dilemma games with face-to-face communication (e.g. Frohlich and Oppen-
heimer, 1998), and improvements over the theoretical efficiency upper bounds
in bargaining double-auction experiments with face-to-face pre-play communi-
cation (Valley et al, 2002; see also Radner and Schotter, 1989) and in market-
for-lemons experiments with unstructured face-to-face bargaining (Valley et al,
1998), even relative to other forms of communication.

Sobel (2009) goes on to note that there is “evidence from other disciplines
that some agents are unwilling or unable to manipulate information for strate-
gic advantage and that people may be well equipped to detect these manipu-
lations in ways that are not captured in standard models.” For the evidence
Sobel cites, we can turn to the significant psychological literature suggesting
that people are able to read verbal and non-verbal cues during face-to-face
communication and use it to detect lying. Those cues stem from liars expe-
riencing emotions such as guilt, fear, or excitement, from the cognitive effort
that convincing lying requires, or from the liars’ attempts to control their
behavior to appear trustworthy. For more on these points, see Vrij (2008)’s
excellent and exhaustive survey of the theory and methods of lie detection.

24 Tt is also possible to expect that a message designed to be exposed as a lie (an “obvious
lie”) would manifest to the receiver as distinct from a false message intended to mislead. For
example, an obvious lie may contradict commonly known facts, while a deceptive message
would include at most subtle inconsistencies. As another example, the receiver might be
able to distinguish between genuine nervousness on the part of the sender (as she is lying
but does not want to get caught) and fake exaggerated nervousness intended to make the
receiver think that she is lying. In such a case, the receiver can respond to obvious lies
with the worst possible action (y = 0), deterring anyone but the lowest sender’s type from
deviating to an obvious lie and restoring the FRE-related results presented here.
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Ekman (2009) distinguishes between two different ways of detecting lying.
They are leakages—occurrences where the liar accidentally reveals part or all
of the truth that she is trying to conceal (e.g. slips of the tongue, unchecked
tirades)—and deception clues—occurrences where the liar’s behavior suggests
that she is lying but does not reveal the truth. Some deception clues noted by
Ekman include tone of voice, speech pauses and errors, displaying incongruent
emotions, gestures or facial expressions etc. In economic modeling, we can
view leakages as corresponding to receivers who have an access to a private
(e.g. Olszewski, 2004, Chen, 2009, Lai, 2014) or a public (e.g. Chen, 2012)
informative signal, while deception clues correspond to the model presented
here.

Vrij (2008, pp. 147-148) considers the evidence from 79 studies of lie detec-
tion by lay lie catchers (i.e. not police officers or customs agents, for example),
in which they were shown a short video of other experimental participants
making a statement. The receivers were not provided with any background
information about the statement or the sender. The accuracy was better than
chance: on average, the receiver correctly determined whether the sender was
lying or telling the truth?® in 54% of all cases. It is important to note that
this accuracy increases when the sender had more to gain by lying, suggesting
that the economic relevance of face-to-face interactions increases, rather than
diminishes, the importance of lie detection. When concentrating on groups
of verbal and non-verbal cues, trained psychology researchers can correctly
identify truth-tellers and liars in between 67% and 86% of cases (Vrij, 2008,
pp. 66, 108). Belot et al (2012), Belot and van de Ven (2016) and Chen and
Houser (2016) have shown that receivers can detect deception in economically
relevant situations.?6

6 Related Literature

My framework unifies the two extremes of the literature on costless strategic
communication—cheap talk (Crawford and Sobel, 1982) and persuasion games
(Milgrom, 1981, Grossman, 1981). In cheap-talk games the receiver has no way
of knowing if the sender is lying, while in persuasion games the receiver can
always detect lying and punish it accordingly and, as a result, the sender
never lies. Guided by this observation, probabilistic lie detection can be seen
as an intermediate case. Indeed, I show that the model is equivalent to a
cheap-talk game whenever p is zero and it incorporates a persuasion game
with C-S preferences as the other limiting case at p = 1, which has a unique

25 Tt is easy to check that all the main results of this paper are preserved if, in addition to
lie detection, we also endow the receiver with an exogenous ability to stochastically detect
truth telling.

26 Professional poker is a colorful example of the ability of people to detect lies in face-to-
face communication. The players go to great lengths to avoid “tells” in their eye movements
or facial expressions by cultivating a “poker face” or by relying on hats and shades to hide
their faces. Hayano (1980) provides an interesting description of strategic deception in poker.
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FRE.?" Thus, for interior values of p, we can view the game as occupying an
intermediate point between the two extreme settings.

The proposed model is closest to Dziuda and Salas (2018), who also assume
that the sender can detect lying with some probability.?® The authors similarly
assume precise-language communication augmented with the receiver’s ability
to detect inconsistent messages from the sender with probability p. The two
key classes of differences between the two models are the differences in the
modeling assumptions on the preferences and the communication technology,
and the different equilibrium-selection strategies. Dziuda and Salas study a
setting with non-aligned preferences—the sender’s utility is linear and strictly
increasing in the receiver’s action. They also assume that the sender can, if
she so chooses, send a false message that is guaranteed to be detected as
a lie. Furthermore, while I focus only on FRE, they study only equilibria
that satisfy two conditions. Translating them into the notation used here, the
first condition is that any off-equilibrium message-signal combination (m,0)
is “believed:” i.e. Y(m,0) = m. (Note that this is trivially true for the FRE
studied above.) The second condition is that all on- and off-equilibrium lies
that are detected induce the same action: the receiver does not condition his
action on the type that the sender was pretending to be. The two conditions
lead Dziuda and Salas to an essentially unique equilibrium which converges
to the unique babbling equilibrium of the associated cheap talk game as p
converges to zero and to the unique FRE of the associated persuasion game as
p converges to one. They find that increasing p always increases information
transmission in equilibrium. Furthermore, a FRE in their model exists only for
p = 1, even if the two equilibrium-refining conditions are not imposed. Dziuda
and Salas do not consider vague language.

Another similar model is Holm (2010). He characterizes the equilibria of
a simple game with lie detection, two sender types, two messages, and two
actions. The preferences of the two players are unaligned—the sender wants
to deceive the receiver about the true state of the world, while the receiver
wants to learn it. Another notable paper is Lai (2014), who is mainly concerned
with modeling a receiver with a private signal but, due to the form that private
signal takes, the receiver is sometimes certain that the sender is lying. Finally,
Hodler et al (2014) discover a non-monotonicity that has a similar flavor to
the one I describe in Section 3: in a communication game, the persuasiveness
of a sender is non-monotonic with respect to her lying costs. The two results
are logically independent, however.

The literature on games with “partially verifiable” signaling can also be
viewed as an intermediate point between the costless and perfectly convincing

27 Seidmann and Winter (1997) show that a wide class of persuasion games, including
those with C-S preferences, have a unique equilibrium that is a FRE. See Mathis (2008) for
a further generalization. See also Hagenbach et al (2014).

28 T commenced work on this idea before becoming aware of their work in progress.
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lying of cheap talk?® and the impossible lying in persuasion games. In models
with partial verifiability, a sender can possibly send only a subset of all possible
(false) messages. This limited ability to lie has been assumed in the analyses
of both pure communication games (e.g. Lipman and Seppi, 1995, Forges and
Koessler, 2005) and mechanism design problems (e.g. Green and Laffont, 1986,
Celik, 2006, Deneckere and Severinov, 2008, Glazer and Rubinstein, 2012,
Mylovanov and Zapechelnyuk, 2016).

6.1 Perturbed Cheap-Talk Games

Another strand of the cheap talk literature that is relevant to the proposed
model includes a number of perturbed cheap-talk games (i.e. modifications of
the canonical model which include it as a limiting case). They include lying
costs (Kartik et al, 2007, Kartik, 2009; see also Banks, 1990, Callander and
Wilkie, 2007), non-strategic players (i.e. naive receivers and/or honest senders
as in Ottaviani, 2000, Ottaviani and Squintani, 2006, Chen, 2011) and noisy
cheap talk (Blume et al, 2007).

Kartik (2009) is closest to the model here. In his model, the sender and
receiver have partially aligned preferences as in the C-S model and, addition-
ally, the sender suffers lying costs that are increasing in the distance between
her announcement and the true state of the world and are further scaled by
an exogenous parameter.3® Thus, similarly to the model studied here, Kartik’s
model encompasses both the cheap-talk and persuasion-game settings when-
ever the scaling parameter is zero and at the limit when tending to infinity,
respectively. Kartik’s main result is the existence of a partially separating equi-
librium: an equilibrium where low types separate but use inflated language (so
in equilibrium they all pay some lying costs but the receiver correctly infers
their true type), while the high types pool similarly to the equilibria of the
canonical model. This equilibrium is (essentially) unique under the monotonic
D1 refinement proposed by Bernheim and Severinov (2003). No FRE exists®!
and there is no evidence that the quality of information transmission is non-
monotone in the scaling parameter.

Blume et al (2007) build on an idea by Myerson (1991) to show that adding
a small probability of communication-jamming noise in a C-S-type game can
improve welfare. Similarly, Ivanov (2010) and Ambrus et al (2013) show that
biased strategic intermediators can also improve information transmission if
they use mized strategies.>> These results are reminiscent of my findings here

29 Tt is unusual to talk of lying in cheap-talk models, since messages acquire their meaning
in equilibrium but even if the elements of the message space had exogenous meaning, that
meaning would be replaced in equilibrium precisely because lying is easy.

30 Lying costs are sometimes motivated by the punishment or reputational damage a sender
might suffer if discovered to have been untruthful. From this point of view, the model of lie
detection I present here can be seen as endogenizing lying costs.

31 Kartik et al (2007) find that a FRE can exist with lying costs but only with an un-
bounded state space.

32 See also Goltsman et al (2009).
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since we can view the probabilistic lie detection as an addition of a source
of randomness to the standard C-S game, similar to error-inducing noise or
a mediator who uses a mixed messaging strategy. The main difference is that
this randomness plays no role on the equilibrium path in the receiver-optimal
equilibria that I concentrate on.

7 Conclusion

In this paper, I study a cheap-talk game with natural-language communication
(both vague and precise) and exogenous stochastic lie detection. The main re-
sult is that, if the preferences of the sender and the receiver are sufficiently
aligned, a fully revealing equilibrium exists for intermediate (even quite low)
probabilities of lie detection, as well as for guaranteed lie detection. With
precise language, we observe a non-monotonicity in the maximal ex-ante ex-
pected equilibrium utility of the receiver with respect to the probability of lie
detection. Surprisingly, allowing for vague messages improves communication
outcomes by making full-revelation equilibria supportable for all sufficiently
large lie-detection probabilities.

There is a number of potential extensions of the analysis in this paper. A
complete characterization of the equilibria of the model might not be tractable
due to the severe equilibrium multiplicity inherent in the set-up but an appro-
priate equilibrium refinement, such as strong announcement-proofness, might
restrict the equilibrium set sufficiently to permit such an analysis. An equilib-
rium analysis of the cases with intermediate (b € (1/4,1)) and high (b > 1)
degrees of sender bias would also be interesting: in particular, can adding lie
detection improve communication outcomes relative to the best equilibria of
Crawford and Sobel (1982)?

Another possibly fruitful avenue of further research is extending the anal-
ysis to a game where the lie-detection probability is imperfect or is endog-
enized. For example, if the lie-detection technology permits false positives,
no FRE would exist. However, the essence of the main result—the observed
non-monotonicity in p—might carry through to that setting. Another example
would be a game, in which the receiver makes an (observable or unobserved)
investment in a costly auditing technology, after which the two agents play
the sender-receiver game studied here.?3
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A Proofs

Proof (Lemma 2:) Assume there exists a FRE where the receiver’s actions off the equilib-
rium path are given by Y (-, —1). In each of the following cases for the possible values of b,
I show that a sender’s type has a profitable deviation to lying, which is a contradiction.

First, if b > 1, if type t = 0 deviates to the message m = 1, her expected utility would
be

pUS(Y (1, -1),0) + (1 = p)US(1,0) = —pt(b - Y(1,-1)) — (1 = p)¢(b — 1)
pl(b) — (1 —p)é(b—1)
pl(b) — (1 - p)E(b)

= —4(b) = U%(0,0),

VoIVl

which is the sender’s equilibrium utility. Note that the non-strict inequality above follows
from the fact that Y (1,—1) € [0, 1].
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Second, if b € [1/2,1), if type t = 0 deviates to the message m = b, her expected utility
would be

pUS (Y (b, —1),0) + (1 — p)U® (b,0) = —pl(b — Y (b, —1)) > —pl(b) > —L(b),

where the first inequality follows from the fact that |b — Y (b, —1)| < b because Y (b,—1) €
[0,1].

Third, if b € (1/4,1/2) and Y (1/2,—1) € [0,2b], if type t = 0 deviates to the message
m = 1/2, her expected utility would be

pUS (Y (1/2,-1),0) + (1 = p)U®(1/2,0) = —pl(Y (1/2,—1) = b) — (1 — p)£(1/2 — b)
—pl(b) — (1 — p)(b)
—£(b) = US(0,0).

\%

Finally, if b € (1/4,1/2) and Y (1/2,—1) € (2b,1], if type £ = Y (1/2, —1) — 2b deviates
to the message m = 1/2, her expected utility would be

pUS (Y (1/2,-1),%) + (1 — p)US (1/2,8) = —pl(b) — (1 — p)e(Y (1/2,—1) —b—1/2)
—pl(b) — (1 — p)(b)
—0(b) = US (4, 9),

Vv

where the inequality follows from the fact that |Y(1/2,—1) —b—1/2| < 1/4 < b.

Proof (Proposition 2:) By Lemma 1, in all FRE we have M(¢t) = t for all t € T and
Y (m,0) = m for all m € M. In equilibrium, a sender of type ’s utility is US(t,t) = —b2. If
she deviates to some false report m # ¢, it is

pUS (Y (m, —1),t) + (1 — p)U (m,t) = —p(t + b — Y (m, —1))? — (1 — p)(t + b — m)2.

Denote this value by E [U3(t)]. Notice that E [UZ ()] is strictly concave in ¢.

Fix p and a family of off-equilibrium actions {Y (m, —1)},,er forming a part of a FRE.
By Lemma 2, we have b < 1/4. Also, we can assume that for each message m there is a
unique type ¢(m) for whom the expected utility of falsely reporting m is larger than the
expected utility of any other type when falsely reporting m.3* In other words

{8(m)} = arg max = [vs.)].

It is easy to check that t(m) = max{pY (m, —1) 4+ (1 — p)m — b;0}. Then, whenever t(m) =
pY (m,—1) + (1 —p)m — b >0, E [U37 (t(m))] can be computed to satisfy

E [US (tm)] = —p(1 = p)(¥ (m, ~1) = m)? (1)
whenever p € (0,1).35 Notice that in this case, E [U5 (t(m))] is decreasing in the distance
|Y' (m, —1) — m|. Thus, in order to check that there are no incentives for deviation, it would
suffice to check incentive compatibility for the message m for which that distance is the

smallest. If pY (m,—1) + (1 — p)m — b < 0 (implying t(m) = 0), we have

E (U5 (tm)] < —p(1 = p)(Y (m, —1) = m)?.

34 Tt is possible that ¢(m) = m, in which case there is no such unique type. However, due
to the continuity of utility in the sender’s type, the following analysis, in which I study the
incentives of ¢(m) to deviate to the message m, carries through.

35 Tt is worth noting here that (1) does not hold whenever p = 1. This is the reason
that p = 1 does not emerge as a value supporting a FRE from the rest of the arguments
comprising the proof of Proposition 2.
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It is clear that since U°(t,t) does not depend on t, to verify that there are no incen-
tives for deviation from truthfulness/full revelation it suffices to check that it is incentive
compatible for t(m) to report truthfully rather than deviate to m for each m € M = [0, 1].
In other words, we need to show

supE [Ui(t(m))] < —b2

Consider the following off-equilibrium actions:

1 ifm<1/2,
Y(m’_l)*{o if m>1/2.

Clearly, these actions can be rationalized if the sender believes that she is certainly facing
type t =1 (or t = 0) after observing (m, —1) for m < 1/2 (or m > 1/2).
Note that under these beliefs we have

supEE (U5 (¢(m))] < sup —p(1 = p)(¥ (m, ~1) = m)? = ~p(1 ~ p) ;.

Thus, if —p(1 — p)i < —b2, this would guarantee that the proposed off-equilibrium actions
can support a FRE. In the case b < 1/4, the inequality is true if and only if

e{l VI=—1662 1 \/1—16b2]

2 2 72 2

(2)
Other values of p could support a FRE only if the inequality
s 1
supE [US (t(m))| < —p(1 - p)
m

holds strictly. This is possible only if E [Us (t(m))] < —p(1 — p)(Y(m, —1) — m)? holds
strictly for some open neighborhood of values around m = 1/2. In other words, we need
pY (m,—1) 4+ (1 — p)(m) — b < 0 and ¢t(m) = 0 for those values of m. Adding the inequality
necessary for equilibrium compliance, the following system of inequalities is derived

pY(m,—1)+ (1 —p)m —b < 0;

E [US(0)] = pUS(Y (m, 1),0) + (1 = p)US (m, 0) < b2, (3)

The first inequality implies Y (m, —1) < b because we are in the case b < 1/4 and the
inequalities need to be satisfied for all m in some neighborhood of 1/2. But the left-hand
side of the second inequality is increasing over these values of Y (m,—1) so, to maximize
compliance, we may assume Y (m, —1) = 0. It is then easy to check that the first inequality
is satisfied for m < ﬁ and the second—for m > 2b. Notice that it is possible for both of

these to be satisfied only if p > %

Since we already know that p € can support a FRE, I

\/1—16b2
2

A/1— 2 A/1— 2
that since p > % + %, it suffices to show that % — % < 2b. Re-arranging, we
can verify that this is equivalent to b < i. Therefore we have 2b < % < ﬁ. So for any
, ﬁ , the (off-equilibrium) action Y (m, —1) = 0 guarantees that no type
would want to deviate to that message.
Now consider compliance for messages m > %. ‘We want

{1 _Vi-ie? 1 \/1—16b2:|
2 2 2 2

assume p > % + for the rest of the proof. This implies % > % To see that, note

message m € [Qb

sup E [Ui(t(m))] < —b2.

m2y2,
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It is clear that ¢(m) = pY (m,—1)+ (1 —p)m —b > 0 for all m > ﬁ regardless of the value
of Y(m, —1). Then, by (1)

sup E[US(Hm)] = sup —p(1—p)(¥(m,~1) - m)?

_b _b
m217p ’"217;)

for all m > pr' This can be minimized by, for example, setting Y (m,—1) = 0 for all
m > 1% so that
P
S b ?
sup B U5 1m)] = —0-p) (1) -

m>_b_ 1-p
>

2
In order to have equilibrium compliance, we must have —p(1 — p) (%) < —b2. It is easy
to check that this is satisfied for all p € [1/2,1]. Thus, in the case we are considering (i.e.
\/1—16b2
for all such m.

Now consider the compliance for messages m < 2b. We want

), no sender type would deviate to a message m > ﬁ if Y(m,—1) =0

nsling [U;?L(t(m))] < b

Fix any m* € (b,2b). If t(m*) =0 > pY (m*, —1) + (1 — p)m™ — b, which is possible only if
Y (m*,—1) < b, then
E [US (tm™))] = pUS (¥ (m*, =1),0) + (1 = p)US (m*,0)
> pUS(0,0) + (1 = p)U¥(m*,0)
> —b%,

where the second inequality follows from our analysis of the system (3) and the fact that
m < 2b. So in order to ensure equilibrium compliance for all messages m < 2b, we must
have t(m) = pY (m,—1) + (1 — p)m — b (at least for all m € (b,2b))36. We noticed above
that in such cases E [U3 (t(m))] is decreasing in the distance |Y (m, —1) — m| so we can set
Y (m,—1) =1 for all m < 2b. Then, by (1), we have

sup E[US(t(m))] = —p(1 — p)(1 - 20)*.
m<2b

We must have —p(1 — p)(1 — 2b)? < —b?. Solving, we get

/ b2 / b2
_ 1_4(17217)2 '1+ 1_4(1725)2
2 ) 2 '

c 1
P 2

V/1-16b2
Since we are in the case p > % + 171617, it can be checked that for b < 1/4 we have

2
b2
1 Vi—ie2 1 L4z
. < -+
2 2 2 2

36 The system of inequalities (3) can be used to find appropriate off-equilibrium actions so
that ¢(m) = 0 for some m < b. This would not increase the set of p supporting a FRE since
for all small € > 0

sup B [US(Hm)] = —p(1-p)(1-20)* > —p(1-p)(1-b)* > sup E [US(t(m))].
me(2b—e,2b) me[0,b)

Intuitively, some sender type would want to deviate to a message close to m = 2b before
any sender type would want to deviate to any message m < b.
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1—-16b2 1
2 i

BRTECTIYS
(21 2b) , the following off-equilibrium actions guar-

So for all p € %—i—
antee FRE compliance:

1 ifm < 20,
Y(m,—1) = {0 if m > 2b.

We conclude that a full-revelation equilibrium can be supported if and only if

b2
1-4 (1—2b)2

2

1 V1-—16b2 1
PEl2T T2 at

Proof (Proposition 3:) Let p be given. Let Y (m,0) = m for all m € M and also

1 ifm<1/2,
Y(m’_l)_{o ifm > 1/2.

I will show that given the receiver’s actions above, whenever p is in some open neighborhood
of 1/2, it is optimal for the sender to choose M(t) =t for all ¢t € T. The pair of strategies
would form a FRE.

For some message m, consider the maximum possible utility that can be achieved by a
sender’s type (falsely) sending that message:

max [—pl(t +b — Y (m, —1)) — (1 = p)(t + b —m)].

The value of this optimization program is decreasing in [m — Y (m, —1)|. To see that, first
note that if ¢ is strictly convex, the objective function is strictly concave so the maximizer t*
is unique and t* + b is strictly between m and Y (m, —1). So a small decrease in the distance
between m and Y (m, —1) clearly increases the value of the objective function evaluated at
t*.

If ¢ is piecewise linear, the optimum is either a corner solution (i.e. t* + b equals either
m or Y (m,—1)) for p # 1/2 or any t* such that ¢t* + b is in the closed interval defined by
m and Y (m, —1) for p = 1/2. Either way, the value of the objective function is min{p,1 —
p}(—€(m — Y (m, —1))), which is decreasing in |m — Y (m, —1)|.

Denote the expected utility of type t sending a false message3” m by E [U;?L (t)] Note
that

sup E [U,i(t)] < max [—pl(t + b — Y (m, —1)) — (1 — p)e(t + b — m)]
te(0,1] teR

and therefore
sup sup E [Ui(t)] < sup max[—pl(t+b—Y(m,—1)) — (1 —p)l(t+b—m)]
me[0,1] te[0,1] me(0,1] tER
= max [-pl(t +b) — (L = p)l(t +b—1/2)],

where the equality follows from the fact that the program’s value is decreasing in |m —
Y (m,—1)|.
It is optimal for the sender to always report truthfully if

sup sup E[US ()] <€),
mel0,1] te[0,1]

37 In what follows, it would occasionally be useful to estimate E [U;Z(t)] for m = t. I
interpret E [Uts (t)} as the expected utility of type ¢t from the same lottery as the one faced
by a sender’s type falsely reporting to be type t. Note that by continuity, E [Uf (t)} would
be close to E [US,(t)] for m close to t.
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where —£(b) is the sender’s utility from reporting truthfully. So, in order to show what we
need for p = 1/2, it suffices to show the following inequality:

1
Teag{—g [6(t +b) + £(t+ b — 1/2)}} < —0(b).

Notice that for the type t* that maximizes the left-hand side’s objective function, we again
have that ¢t* 4 b is between 0 and 1/2. So using Jensen’s inequality, the following holds for
the left-hand side

%(—K(t*+b))+%(—€(1/2—t*—b)) <0 (%(t* +b)+ %(1/2 — - b)) = —0(1/4) < —L(b),

which is what we wanted to show. Additionally, notice that if this inequality is strict (i.e. if
b < 1/4) by continuity of the left-hand side in p, there would be an open set of values around
p = 1/2 that also satisfy the inequality, proving the positive measure of the parameters
supporting a FRE.

To complete the proof, we need to show that there does not exist a FRE for all p €

(0,e) U (1 —&,1) for some € > 0. Let m = b and consider the off-equilibrium actions
{Y(m,—1)}mem for some candidate FRE. If Y (m,—1) < b, it is easy to see that type
t = 0 prefers sending the message m over truth-telling regardless of the values of p. If

Y (m,—1) > b, we have

E [US (Y (m, 1) = b)| = =(1 = p)e(Y (m, 1) = m) > (1 = p)£(1 — ).

We have limy, 1 [—(1 — p)¢(1 — b)] = 0. It is then clear that there exists € > 0 such that for
all p > 1 — €, we have
—(1=p)e(1 —b) > —£(b)

and so the inequality E [US (Y (m,—1) — b)] > —£(b) holds for p > 1 — &. Therefore for all
p > 1—¢, there does not exist Y (m, —1) for which all sender types prefer truth-telling over
sending the false message m = b. Thus, no off-equilibrium can be part of a FRE and there
does not exist one.

For small values of p, we start by considering type ¢ = 0’s possible deviation to the
message m = b:

E [U,?(o)] = —pl(Y (b, —1) — b).

The rest of the proof proceeds analogously.

Proof (Proposition 4:) 1 first show that if a FRE exists for p with M, then it also exists for
the same p with MV. Let P* denote the set of values of p, for which there exists a FRE
{M,Y} in the case without vague messages. We need to show that for all p € P* there

exists a fully revealing equilibrium for MY . Fix such a p and consider the messaging profile
MYV (t) = {t} and the action function

YV ({t},0) =,
YV ({t},-1) = Y(t, -1),
Yv(m,O) 701fm6MV\M(7—)
1)=0if0¢me MY\ M(T),
=1if0eme MY\ M.

YV(m, —

YV(m, —

I claim that {MV7 YV} is a FRE. No sender type wants to deviate to a different equilib-
rium message since {M, Y} is also a FRE. No sender type t strictly prefers the certain action
y = 0 (induced by deviating to an off-equilibrium truthful message or an off-equilibrium false
message m # 0) to the corresponding equilibrium action y = ¢. So it remains to be shown
that no sender type t prefers the lottery formed by the actions y = 0 with probability
1—p and y = 1 with probability p (induced by deviating to an off-equilibrium false message
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m 3 0) to the equilibrium action y = t. Let t* € [0, 1] be a maximizer of the concave function
—pl(1 —t —b) — (1 — p)L(t+b), which is the utility that a type ¢t derives from inducing that
lottery.

Observe that since {M, Y} is a FRE, no type wants to deviate to the message {0} and
therefore the expected utility of any type t from inducing the lottery over the actions 0 with
probability 1 — p and YV ({0}, —1) = Y (0, —1) with probability p (denoted by E[U {0}( )

is no greater than —¢(b). So it suffices to show that
—pl(1 —t* —b) — (1 = p)e(t* +b) <E[U,; (1)]

for some t # 0. If Y(0, —1) = 1, we are done. Assume instead Y (0, —1) < 1. Note also that
Y (0,—1) > 2b because, otherwise, types close to t = 0 would have a profitable deviation to

m = {0}.38
If t* > 0, consider t** = max{0,t* — (1 — Y (0,—1))}. If t** > 0, we have

E[Uf; ()]

—pl(Y(0,—1) =™ —b) — (1 — p)e(t™ +b)
=—pl(1—t"—=b)— (L —p)(t*™ +)
> —pl(1— 1" =) = (1= P)U(t" +b),
which is what we wanted to show, and where the inequality follows from the fact that
T <t
If t** = 0, then t** > t* — (1 — Y(0,—1)) and so Y(0,—1) — t** —b < 1 — t* — b
Since Y (0,—1) —t** — b > 2b — b = b > 0 and, by optimality of t*, t* +b € (0,1), we have
LY (0,—1) —t** —b) < £(1 —t* —b). Thus, we have

E[U ), (%)) = —pl(Y (0, —1) — #** = b) — (1 = p){(t** +b)
> —pl(1l—t* —b) — (1 — p)l(t* + b).
Finally, assume t* = 0. Since b < 1/4 and Y (0, —1) € [2b,1) we have
—pl(1 —t* —b) — (1 = p)l(t* +b) < E[UF, (0)].
Since IE[U?O} (0)] is continuous in type, there is some type t** close to t = 0 which satisfies
—pl(1 — " —b) — (1 = p)L(t* +b) <E[UF,; (t*)].

Next, I show that a FRE exists for all p > % Assume b < 1/4. Consider the following
fully revealing strategy profile (Y, M):

M(0) = [0,1],

M(t) =[t,1 — e for all t € T \ {0},
Y(M(t),0) =tforallt €T,
Y(M(t),—1) =1—¢q if t < 20,
Y (M(t),—1) =0 if ¢t > 2b,

Y (m,0) =0 if m € M\ M(T),

Y(m, —1) = 0if 0 ¢ m € M\ M(T),
Y(m,—1) =supm if0 e me M\ M(T)

for some &; > 0 such that 1 — e; > max{t,4b} and e; > 0 whenever ¢t < 2b. I will show that
this strategy profile is an equilibrium for all p > %

No type has a profitable deviation to a true or false off-path message m ¢ M (T) with
0 ¢ m since that induces the action 0 for sure. Similarly, no type has a profitable deviation

38 T am discounting the possibility that Y (0,—1) = 0. If that is the case, by continuity we
would be able to consider ]E[U{E}( )] instead of ]E[Ufo}(t)].
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to a true m ¢ M(T) with 0 € m. A sender type ¢ deviating to a false message m ¢ M (T)
with 0 € m induces a lottery between actions 0 (with probability 1 — p) and supm (with
probability p). Note that ¢ ¢ [0, sup m] is possible only if ¢ > sup m. Thus, both 0 and supm
are worse for ¢ than the action she induces in equilibrium.39

No type has a profitable deviation to a true on-path message m € M(T) since that
would induce a lower action than truth-telling induces. What is left to verify is that no type
has a profitable deviation to a false on-path message m € M(T). No type t* > 1 — ¢; has
a profitable deviation to M (¢) since both induced actions are weakly worse than the one ¢*
induces in equilibrium.

We need to consider possible deviations only from types in t* € [0,¢). If ¢ < 2b:

E[U () ()] = —(1 = p)e(t* +b—1t) — pl(1 — &¢ — t* — b).
If ¢ is linear, for all p > % we have

E[U; ) (#9)] < E[UF (1) (B)]
—(1—pb—p(l—et—t—0)
—(1 = p)b— pb

,b’

IN

which is the equilibrium payoff and where the second inequality follows from 1 —e¢ > 4b
and t < 2b.
If £ is strictly convex, then

arg max IE[U]\S/I(t) O] +0b
teR

is in the interval (¢,1 — &¢), it is strictly increasing in p, and it is at the midpoint of the
interval [t,1 —¢&¢] when p = % Therefore, since the distance of the interval is at least 2b, for
all p > %, we have

arg max IE[U]‘E[“) (£)] 4+ b>t+b e argmax IE[UJ\S/'[(t) @] >t
ter ieR

Thus, for all t* < t we have

E[Uf/l(t>(t*)] < —(1—pt+b—t)—pl(l —er —t —b)

< —(1 —p)€(b) — pt(d)
7€(b)7

where the second inequality follows from 1 —e; > 4b and ¢ < 2b. Thus, for p > % no type
t* < t has a profitable deviation to the message M (t) whenever ¢t < 2b.
Now let’s consider the case t > 2b. As above, for t* < t we have

E[UR () ()] = =(1 = p)e(t* + b —t) — pl(t* +b).
If £ is linear, for all p > % we have

E[U3 ) (t)] < E[UF ) (0)]

=—(1—-p)(t—b)—pb
< —b,

39 Note that this conclusion wouldn’t be changed if we required that Y (m,—1) > supm
holds in equilibrium whenever 0 € m. By continuity, depending on p, we can make Y (m, —1)
close enough to sup m to prevent types right above sup m from having a profitable deviation.



34 Ivan Balbuzanov

where the second inequality follows from the fact that ¢ > 2b.
If £ is strictly convex instead, arg max; IE[UM(t) (£)] 4+ b is in the set (0,t), it is decreasing

in p, and, for p = 5, it is at the midpoint of [0, ¢]. Set t** = max {O, arg max; E[Uf/[(t>(f)]}.

Thus, for p > % we have
t—(@"+b)>b

since t > 2b. For all t* < t we have

E[U (1) (t)] S B[US 1) ()] = —(1 = p)e(t — (7% + b)) — pl(t™* +b)
< —(1 = p)e(b) — pl(b)

—0(b).

Thus, no type t* < ¢ has a profitable deviation to the message M (¢) whenever ¢ > 2b. This
completes the first part of the proof.

To establish the statement pertaining to the case of quadratic utility, note that the
sufficiency follows from Proposition 2 and the first half of this proof To demonstrate neces-

sity, it suffices to show that there does not exist a FRE for any p < 5 v1 ;66 Toward
contradiction, fix a p satisfying the inequality and let (Y, M) be a FRE for that value of
p. I will show that regardless of the values of M(1/2) and Y (M(1/2),—1) in this strategy
profile, the sender type t*, defined by

t* = pY (M(1/2), 1) + (1 — p)(1/2) — b,

satisfies t* ¢ M(1/2) and would have an incentive to deviate to the message M (1/2).

As we are in a case where p < 1/2 and b < 1/4, the inequality t* > 0 holds, regardless of
the value of Y (M (1/2), —1). Note also that a sufficient condition for the inequality t* < 1/2
to hold for all Y/ (M (1/2),—1) € [0, 1] is p < 2b. This is satisfied because %— 7v17216bZ < 2bas
observed in the proof of Proposition 2. Thus, t* € [0,1/2). By Lemma 3, inf M (1/2) = 1/2
and so t* ¢ M(1/2). Furthermore, we have

E (U5 1/2)#)] = = pY (M(1/2), 1) + (1= p)(1/2) = Y (M(1/2), ~1))?
— (1= )Y (M(1/2), ~1) + (1 - p)(1/2) — 1/2)°
= —p(1 - p)(Y(M(1/2),-1) - 1/2)°
>~ p(1 - p)(1/4)

> — b2,

where the first inequality follows from the fact that Y (M (1/2),—1) € [0, 1] and the second
follows from how we established (2). Thus, ¢t* has a profitable deviation to M(1/2), which
is the contradiction we need to complete the proof.

Proof (Proposition 5:) Let (M,Y) be a FRE. The equilibrium payoff for all ¢ is —£(b).
Consider any announcement (M’, X). I will show that (M’, X) cannot satisfy condition C1.

If m € M’ is a message sent as a part of the announcement, let M’~1(m) denote all
types in X that can send m. If M'~1(m) is a singleton for all m, then if M'~(m) = {t}
it follows that Y/(m) =t and so U5 (Y’ (m),t) = —£(b) for all m and t € X. Therefore, the
inequality in C1 cannot hold strictly.

If M'~1(m) is not a singleton for some m and Y”’(m) is the corresponding best-response
action by the receiver, it has to be the case that there are types to,t1 € M’~1(m) such that
to < Y’(m) < t1. But then

US(Y'(m), t1) < US(Y (M(t1)),t1) = U (t1,t1)

and so the inequality in C1 does not hold for all ¢t € X.
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Proof (Proposition 6:) Consider some message-connected equilibrium with pooling. Namely
let all types between ¢ and ¢ (with £ > t) pool on some message m. Notice that since F
is atomless, the probability distributions induced by Bayes’ rule conditional on (m,0) and
on (m,—1) differ only on a set of Lebesgue measure zero*? and they, in turn, differ on a
zero-measure set from the probability density function over the set of types pooling on m

(1)

O F@ - Fo

So we can treat g(-) as the pdf of the distributions that are induced by the observation of
either (m,0) or (m,—1). I will show that, under either of the proposition’s premises, the
receiver’s equilibrium action Y (m,v) is just Eg[t].

First, if the receiver’s loss function is quadratic, the receiver chooses y to maximize

Eg[-(y —t)?] = —/ttg(t)(y —t)?dt

—Eg[t?] + 2yEg[t] — y°.

This function is strictly concave in y so we can maximize it using the first-order condition.
It is 2E4[t] = 2y. Thus, y™?* = E4[t].

Second, let’s consider the case of F' being uniform. Note then that, in this case, g is
(essentially) uniform. In other words, we can assume g(¢) = 1/(t — t). In this case, the
receiver chooses y to maximize

T
- [ e~ tha.
t
Since £F is strictly convex, it is not hard to see that the unique maximizer here is

t41

max:E t —
Yy g[] 2

Now consider the expected value of the expected distance between the sender’s bliss
action and the equilibrium action conditional on m—i.e. Eg[|t + b — E4[t]|]. Letting t* :=
max{t, E4[t] — b}, we have

/ g(tyar = B[
t
t* T
@b—b—f—/ﬁ g(t)tdt—i—/t* g(O)tdt — Eg[t] = 0
t t*
& [ s =Byl = [ (et ety (m
Analogously
Ey[f] = /t g(t)tdt + /t ooy
t* t
<t /t g(t)dtJr/t* g(t)tdt

= /z g(t)tdt > Egt] — t* /t* g(t)dt. (1)

40 Tn fact, they differ only on a set that is either empty or a singleton, depending on
whether m is truthful for some of the types pooling on m.
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Thus

T
Eqlle+b—Byldll = | g(0)lt+b— Byfelat

t* t
:/ 9t (Ey[f] —t—b)dt+/ 9Ot + b — Egt])dt
t t*

s

- /t 9Ot +b— Eg[t])dt — b
t

—2 /?g(t)tdt +2(b—E,lt) /?g(t)dt —b, (I1T)

*

where the third equality follows from (I). If t* = ¢, (III) reduces to

Egllt + b — Eq[4l] :2/; g(t)tdt+2(b—Eg[t])/ttg(t)dt—b

=2E4[t] +2(b—Eg4[t]) — b
=b.

If t* = Eg[t] — b > t, we must have Eg4[t] —b >t > 0 and hence E4[t] > b. Then (III)
becomes

Byllt +b — Eqft]|] =2 /tt g(t)tdt +2(b — B, [t) /tt g(t)dt — b

>2 (Eg[t] g /tt g(t)dt> +2(b - Eg[t])/tf g(t)dt —b

=2Eg[t] — 2(Eg[t] - b)(1 = P) +2(b — Eg[t]) P — b
=2E4[t] +2(b —E4[t]) — b
=b,

where the inequality follows from (II) and I have denoted P := |, tt* g(t)dt. Either way, we
have Ey[|t +b—Eg4[t]|] > b. In other words, the expected distance between the sender’s bliss
action and the receiver’s equilibrium action conditional on m is no less than b. Thus, the
expected utility of the sender conditional on sending the message m in the equilibrium is

E[—€(t +b—Eg[t]]) Im] < —€(Eg[lt + b — Eg[t][]) < —£(b),

where I use the fact that ¢ is convex and increasing in its argument’s absolute value.

Notice that if a type t separates by being the only to send a certain message m in
equilibrium, we must have Y (m,0) = Y (m,—1) = t, and hence that type’s equilibrium
utility is U5 (y,t) = —£(b). By the Law of Iterated Expectations

E[US (y, )] = E [E[US|m]] < —¢(b),

because E[U|m] < —£(b) for all equilibrium messages m. The sender’s utility in all FRE is
—{(b) and this completes the proof.

Proof (Proposition 7:) Assume p > %, and consider the following fully revealing strat-
egy profile:

m ifv=0,

M(¢) =t and Y (m,v) = {0 £ 1
ifv=—1.
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It is clear Y is a best response to M. To establish that this is an equilibrium, we only need
to verify that the sender does not have profitable deviation. As Y (m,—1) = 0 regardless
of m, a sender of type t maximizes her expected utility from a deviation by sending the
message m = t + b. The expected utility then is:

£(b)

—p(L(t +b) +¢) < —p(£(b) +¢) < i)+

(4(b) + ) = —£(b),

which is the utility from truth-telling.
Finally, note that the receiver need not choose Y (0,—1) = 0 in FRE: it is easy to show
that as long as £(b — Y (0, —1)) + & > £(b), no agent would deviate to the message m = 0.

Proof (Proposition 8:) Abusing notation, extend the domain of the function b(-) by setting
b(t) = b(0) for t < 0 and b(t) = b(1) for ¢ > 1. With this modification in place, showing that
there exists a FRE for values of p around 1/2 is identical to the first part of the proof of
Proposition 3.

Now I show that there does not exist a FRE for all p € (0,¢) U (1 —¢,1) for some ¢ > 0.
Let m = b(0) and consider the off-equilibrium actions {Y (m, —1)},;,eam for some candidate
FRE. If Y (m, —1) < b(0), it is easy to see that type ¢ = 0 prefers sending the message m over
truth-telling. If Y (m, —1) > b(0), by continuity of ¢ + b(t), which maps onto [b(0),1 + b(1)]
for ¢ € [0, 1], we can find some ¢* such that t* + b(¢*) = Y (m, —1). Then

E[U5#)] = =1 = ety (m,—1) = m).
Since Y'(m, —1) is bounded, we have limy,_,1 [—(1 — p)¢(Y (m, —1) — m)] = 0. Since b(-) is a
positive continuous function on the compact domain 7, it is bounded away from zero. It is
clear then that for all sufficiently high p, the inequality
E [U5(t)] > = min e(b(¢))
holds. Therefore, for sufficiently high p type t* prefers lying over truth-telling. Either way,

the off-equilibrium actions cannot be part of a FRE. Therefore, there does not exist one.
For small p, note that

B [Uf5) (0)] = =pL(b(0) — Y (b(0), -1)).

The proof then proceeds analogously.



