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Integration in Finite Terms: Dilogarithmic Integrals

Yashpreet Kaur and Varadharaj R. Srinivasan

Abstract

We extend the theorem of Liouville on integration in finite terms to include dilogarith-
mic integrals. The results provide a necessary and sufficient condition for an element of
the base field to have an antiderivative in a field extension generated by transcendental
elementary functions and dilogarithmic integrals. We also study algebraic independence
of certain dilogarithmic integrals.

1 Introduction

In this paper, a field always means a field of characteristic zero and differential fields are
equipped with a single derivation map denoted by ′. If F is a differential field then the kernel
CF of the derivation map is a subfield of F , called the field of constants of F . Let θ, η ∈ F with
η 6= 0 and θ′ = η′/η. Then θ is called a logarithm of η and η is called an exponential of θ. Note that
for any c ∈ CF , we have (θ + c)′ = η′/η and for any nonzero c ∈ CF , we have θ′ = (cη)′/(cη).
For convenience and clarity, if an element θ is a logarithm (respectively, an exponential) of η
then we shall use the symbol log(η) (respectively, eη) to denote θ. A differential field extension
E = F (θ1, . . . , θn) is called an elementary extension of F if either θi is a logarithm of an element
of Fi−1 := F (θ1, . . . , θi−1) or θi is an exponential of an element of Fi−1 or θi is algebraic over
Fi−1, where F0 := F. An element f ∈ F is said to admit an elementary integral if there is an
elementary extension E of F with CE = CF such that u′ = f for some u ∈ E; in which case, u
is called an elementary integral of f.

In [7], Rosenlicht provided a purely algebraic necessary and sufficient criterion for a function
to admit an elementary integral. This criterion, often referred in the literature as Liouville’s
Theorem on integration in finite terms, states that if f ∈ F has an elementary integral then
there are constants c1, . . . , cn ∈ CF and elements w, r1, . . . , rn ∈ F such that

f =
n
∑

i=1

ci
r′i
ri

+ w′. (1.1)

Thus, if u is an elementary integral of f then there is an element w ∈ F such that u − w is
a CF−linear combination of logarithms of elements of F. Ever since the publication of Liou-
ville’s Theorem, several mathematicians extended the theorem to include special functions
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such as logarithmic integrals, dilogarithmic integrals, Fresnel integrals and error functions. A
detailed account of the history of this problem can be found in [1], [6] and [9]. In this paper we
consider the problem of extending Liouville’s Theorem by allowing dilogarithmic integrals in
addition to transcendental elementary functions.

Let g ∈ F \{0, 1}. An element ℓ2(g) ∈ F is called a dilogarithm (See [1], p.912) of g or a dilogarith-
mic integral of g if there is an element θ ∈ F such that θ′ = −(1−g)′/(1−g) and ℓ′2(g) = (g′/g)θ.
A differential field extension E = F (θ1, . . . , θn) of F is a dilogarithmic-elementary extension of F
if θi is algebraic over Fi−1 or θi is exponential of an element of Fi−1 or θi is a logarithm of an
element of Fi−1 or there is an element g ∈ Fi−1 \ {0, 1} such that θi is a dilogarithm of g. If
none of the θi are algebraic over Fi−1 then we say E is a transcendental dilogarithmic-elementary
extension of F. The following theorem, which deals with the problem of integration in finite
terms with dilogarithmic integrals, is the main result of this paper and its proof is contained
in Theorem 2.4.

Theorem 1.1. Let E = F (θ1, . . . , θn) be a transcendental dilogarithmic-elementary extension of F ,
CE = CF and u ∈ E. Then u′ ∈ F if and only if there is a finite indexing set I and elements ri, w ∈ F
and gi ∈ F \ {0, 1} such that

u′ =
∑

i∈I

ri
g′i
gi

+ w′, (1.2)

r′i = ci
(1− gi)

′

1− gi
+
∑

j∈I

cij
g′j
gj
,

where ci and cij are constants such that cij = cji.

The problem of integration in finite terms with dilogarithmic integrals was first considered
by Baddoura (See [1], p.933), where he proved the following theorem: If E is a transcendental
dilogarithmic-elementary extension of F, CE = CF , CF is an algebraically closed field, F is a
liouvillian extension of CF and u ∈ E is an element such that f := u′ ∈ F then

u =
∑

i∈I

ciD(gi) +
∑

j∈J

sj log(vj) + w, (1.3)

where gi, sj , vj, w are elements in F , ci ∈ CF and D(gi) = ℓ2(gi) + (1/2) log(gi) log(1 − gi).
In [4], p.228 , Theorem 6.1, we devised new techniques that allowed us to generalize1 and
provide a simpler proof of this theorem of Baddoura. In a recent article (See [3]), Hebisch has
generalized and reproved results of Baddoura on dilogarithmic integrals using completely
different techniques that involve certain tensor product constructions. The generalization is
that he also allows algebraic elements in the field of definition and thus the hypothesis that θi
must be transcendental over Fi−1 in Baddoura’s theorem shall be dropped. Note that Equation
1.3 only provides an expression for u in terms of dilogarithms and logarithms of elements of F.
Our result, in the spirit of Liouville’s Theorem, provides a necessary and sufficient condition

1We no longer require that CF is an algebraically closed field or that F is a liouvillian extension of CF .
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(See Equations 1.2) for the element u′ ∈ F to admit an antiderivative in a transcendental
dilogarithmic-elementary extension.

In Section 4, we provide a new dilogarithmic identity (See Proposition 4.2 iii) and show that

for distinct elements α1, . . . , αt ∈ F and t ≥ 3, the set {ℓ2

(

θ−αj

θ−αk

)

; k > j} is algebraically inde-

pendent over the logarithmic extension E = F (θ)({log(αj − αk), log(θ − αj); j, k = 1, . . . , t}).
The necessary differential algebra preliminaries required to read this article can be found in
Section 2 of [4].

2 Integration in DEL extensions

An extension E is called a DEL−extension ([4], pp. 210-211) of F if E = F (θ1, . . . , θn), F0 := F
and Fi = Fi−1(θi) with CE = CF , where θi is algebraic over Fi−1 or θi is an exponential of
an element of Fi−1 or θi is a logarithm of an element of Fi−1 or θi is a dilogarithmic integral
of an element of Fi−1 or θi is an error function of an element of Fi−1 (that is θ′i = u′v, where
v′ = (−u2)′v for some u, v ∈ Fi−1) or θi is a logarithmic integral of an element of Fi−1 (that is,
θ′i = u′/v, where v′ = u′/u for some u, v ∈ Fi−1).

The main result of this section is Theorem 2.4, where we shall classify all elements of the field
F that admits an antiderivative in a transcendental DEL−extension of F . As a corollary, we
shall obtain a proof of Theorem 1.1. We first recall from [4] the following definitions and a
theorem.

An element v ∈ F is said to admit a DEL−expression over F if there are finite indexing sets
I, J,K and elements ri ∈ F, gi ∈ F \ {0, 1} for all i ∈ I , elements uj, log(uj) ∈ F and constants
aj for all j ∈ J , elements vk, e

−v2
k ∈ F and constants bk for all k ∈ K, and an element w ∈ F

such that

v =
∑

i∈I

ri
g′i
gi

+
∑

j∈J

aj
u′
j

log(uj)
+
∑

k∈K

bkv
′
ke

−v2
k + w′, (2.1)

where for each i ∈ I , there is an integer ni such that r′i =
∑ni

l=1 cilh
′
il/hil for some constants cil

and elements hil ∈ F . A DEL−expression is called a special DEL−expression if for each i ∈ I ,
r′i = ci(1− gi)

′/(1− gi) for some constant ci and a D−expression if it is special and for each j, k,
aj = bk = 0.

A differential field extension E of F is called a logarithmic extension of F if CE = CF and there
are elements h1, . . . , hm ∈ F such that E = F (log h1, . . . , log hm).

Theorem 2.1. ([4], p.227) Let E = F (θ1, . . . , θn) be a transcendental DEL−extension of F. Sup-
pose that there is an element u ∈ E with u′ ∈ F then u′ admits a special DEL−expression over
some logarithmic extension of F and a DEL−expression over F . Furthermore, if E is a transcen-
dental dilogarithmic-elementary extension of F then u′ admits a D−expression over some logarithmic
extension of F .
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Observe that Theorem 2.1 provides a necessary condition for an element to admit an an-
tiderivative in a transcendental DEL−extension. In the next two Propositions, we modify
Theorem 2.1 so as to obtain a criteria that is both necessary as well as sufficient. One of the
important ingredients in the next proposition is a version of the Kolchin-Ostrowski Theorem,
whose statement we shall reproduce here for the benefit of the reader.

Kolchin-Ostrowski’s Theorem. ([5], p.1155 or [8], Appendix.) Let E = F (θ1, θ2, . . . , θn) be a
differential field extension of F with θ′i ∈ F for each i and CE = CF . If y ∈ E and y′ ∈ F then
y =

∑n

i=1 ciθi + η, for constants c1, · · · , cn and η ∈ F .

Theorem 2.2. Let F be a differential field and v ∈ F . If v admits a special DEL−expression over a
logarithmic extension E of F then v admits a DEL−expression over F of the following form.

v =
∑

i∈I

ri
g′i
gi

+
∑

j∈J

aj
u′
j

log uj

+
∑

k∈K

bkv
′
ke

−v2
k + w′, (2.2)

r′i = ci
(1− gi)

′

1− gi
+
∑

l∈I

cil
g′l
gl
, (2.3)

where ci and cil are constants such that cil = cli.

Proof. Assume that v admits special DEL−expression over some logarithmic extension of F
and proceed as in the proof of Lemma 4.3 of [4], with F in place of F (θ), to obtain the following
special DEL−expression for v.

v =
∑

i∈I

ri
g′i
gi

+
∑

j∈J

aj
u′
j

log uj

+
∑

k∈K

bkv
′
ke

−v2
k + w′, (2.4)

where each gi, uj, log uj, vk, e
−v2

k belongs to F, each ri and w belong to some logarithmic exten-
sion E of F and for some constant ci,

r′i = ci
(1− gi)

′

1− gi
. (2.5)

Let S := v −
∑

j∈J aj
u′

j

log uj
+
∑

k∈K bkv
′
ke

−v2
k ∈ F and observe that

S =
∑

i∈I

ri
g′i
gi

+ w′. (2.6)

For convenience, let I = {1, 2, . . . , t} and assume that {log(1 − g1), . . . , log(1 − gn)} forms a
transcendence base for the differential field F ({ri|i ∈ I}). Then it is well-known that F ({ri|i ∈
I}) = F (log(1 − g1), . . . , log(1 − gn)). Since r′i = ci(1 − gi)

′/(1 − gi), by the Kolchin-Ostrowski
Theorem, we have

ri = ci log(1− gi) + ei for i = 1, . . . , n

and ri =
n
∑

l=1

cil log(1− gl) + si for i = n + 1, . . . , t, (2.7)
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where ei, cil are constants and si ∈ F.

Find h1, . . . , hm in F so that {log h1, . . . , log hm} forms a transcendence base for E over
F (log(1− g1), . . . , log(1− gn)). Then E = F (log(1− g1), . . . , log(1− gn), log h1, . . . , log hm). Now
w ∈ E and w′ is a linear polynomial in log(1− gi), therefore, using Proposition 2.2(c) of [4], we
shall write

w =
n
∑

l,p=1

alp log(1− gl) log(1− gp) +
n
∑

l=1

yl log(1− gl) + w̃, (2.8)

where each alp is a constant and elements yl, w̃ belongs to F (log h1, . . . , log hm). Substituting
Equations 2.7 and 2.8 in Equation 2.6 and equating the coefficients of log(1−gl) to 0, we obtain

cl
g′l
gl

+

t
∑

i=n+1

cil
g′i
gi

+

n
∑

p=1

(apl + alp)
(1− gp)

′

(1− gp)
+ y′l = 0 ∈ F. (2.9)

In particular, we have y′l ∈ F. Since yl ∈ F (log h1, . . . , log hm), from the Kolchin-Ostrowski
Theorem, yl =

∑m

q=1 elq log hq + zl for constants elq and elements zl ∈ F. Rewriting Equation
2.6, we get

S =

n
∑

i=1

ei
g′i
gi

+

t
∑

i=n+1

si
g′i
gi

+

n
∑

l=1

yl
(1− gl)

′

1− gl
+ w̃′. (2.10)

Substituting for yl, we obtain

S =
n
∑

i=1

ei
g′i
gi

+
t
∑

i=n+1

si
g′i
gi

+
n
∑

l=1

( m
∑

q=1

elq log hq + zl

)

(1− gl)
′

1− gl
+ w̃′. (2.11)

Thus w̃′ is a linear polynomial in log hq, for each q, over F. Using Proposition 2.2(c) of [4], for
constants djp and wq, w0 ∈ F , we write

w̃ =

m
∑

j,q=1

djq log hj log hq +

m
∑

q=1

wq log hq + w0.

Substitute w̃ in Equation 2.11 and compare the coefficients of log hq to obtain

n
∑

l=1

elq
(1− gl)

′

1− gl
+

m
∑

j=1

(djq + dqj)
h′
j

hj

+ w′
q = 0.

That is,
∑n

l=1 elq log(1 − gl) +
∑m

k=1(djq + dqj) log hq + wq is a constant in F. Since log(1 −
g1), . . . , log(1− gn), log h1, . . . , log hm forms a transcendence base for E over F, the coefficients
elq, djq + dqj must be 0. Therefore, yl = zl ∈ F, wq ∈ CF and w̃ =

∑m

q=1wq log hq + w0.
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Now Equation 2.11 becomes

S =
n
∑

i=1

ei
g′i
gi

+
t
∑

i=n+1

si
g′i
gi

+
n
∑

l=1

yl
(1− gl)

′

1− gl
+

m
∑

q=1

wq

h′
q

hq

+ w′
0. (2.12)

From Equations 2.5 and 2.7, for i = n + 1, . . . , t,

s′i = ci
(1− gi)

′

1− gi
−

n
∑

l=1

cil
(1− gl)

′

1− gl

and from Equation 2.9, for l = 1, . . . , n,

y′l = −cl
g′l
gl

−
t
∑

i=n+1

cil
g′i
gi

−
n
∑

p=1

(alp + apl)
(1− gp)

′

1− gp
.

Thus, for some constants ãi and b̃l,

si = ci log(1− gi)−

n
∑

l=1

cil log(1− gl) + ãi for i = n+ 1, . . . , t and

yl = −cl log gl −

t
∑

i=n+1

cil log gi −

n
∑

p=1

(alp + apl) log(1− gp) + b̃l for l = 1, . . . , n.

Now Equation 2.12 becomes

S =

n
∑

i=1

ei
g′i
gi

+

t
∑

i=n+1

(

ci log(1− gi)−

n
∑

l=1

cil log(1− gl) + ãi

)g′i
gi

+

n
∑

l=1

(

− cl log gl −

t
∑

i=n+1

cil log gi −

n
∑

p=1

(alp + apl) log(1− gp) + b̃l

)(1− gl)
′

1− gl
+

m
∑

q=1

wq

h′
q

hq

+ w′
0.

(2.13)

Note that the coefficient of (g′i/gi) log(1−gl) is same as that of ((1−gl)
′/(1−gl)) log gi. Therefore,

assuming

λi :=



















yi, if 1 ≤ i ≤ n

si, if n + 1 ≤ i ≤ t

ei−t, if t+ 1 ≤ i ≤ t + n

wi−t−n if t+ n+ 1 ≤ i ≤ t+m+ n

µi :=



















1− gi, if 1 ≤ i ≤ n

gi, if n+ 1 ≤ i ≤ t

gi−t, if t+ 1 ≤ i ≤ t+ n

hi−t−n if t + n+ 1 ≤ i ≤ t+m+ n
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and L = {1, 2, . . . , t+ n+m}, we rewrite Equation 2.12 as

S =
∑

i∈L

λi

µ′
i

µi

+ w′
0

i.e., v =
∑

i∈L

λi

µ′
i

µi

+
∑

j∈J

aj
u′
j

log uj

+
∑

k∈K

bkv
′
ke

−v2
k + w′

0

and λ′
i = c̃i

(1− µi)
′

1− µi

+
∑

l∈L

c̃il
µ′
l

µl

, (2.14)

for suitably chosen constants c̃i and c̃il with c̃il = c̃li.

Proposition 2.3. Let F be a differential field and v ∈ F . Suppose v admits a DEL−expression over
F of the form

v =
∑

i∈I

ri
g′i
gi

+
∑

j∈J

aj
u′
j

log(uj)
+
∑

k∈K

bkv
′
ke

−v2
k + w′, (2.15)

r′i = ci
(1− gi)

′

1− gi
+
∑

l∈I

cil
g′l
gl
, (2.16)

where ci and cil are constants with cil = cli. Then there exists a DEL−extension E of F containing an
antiderivative of v.

Proof. We claim that E = F ({log(1 − gi), log gi, ℓ2(gi), li(uj), erf(vk)}) contains an antideriva-
tive of v. Since ri = ci log(1 − gi) +

∑

l∈L cil log gl + ei for constants ei and cli = cil, it follows
that

v =
∑

i∈I

ci log(1− gi)
g′i
gi

+
1

2

∑

i,l∈I

cil (log gi log gl)
′ +
∑

i∈I

ei
g′i
gi

+
∑

j∈J

aj
u′
j

log uj

+
∑

k∈K

bkv
′
ke

−v2
k + w′.

Observe that the element

u := −
∑

i∈I

ciℓ2(gi) +
1

2

∑

i,l∈I

cil log gi log gl +
∑

i∈I

ei log gi +
∑

j∈J

aj li(uj) +
∑

k∈K

bk erf(vk) + w

is an antiderivative of v and that u ∈ E.

Theorem 2.4. Let E = F (θ1, . . . , θn) be a transcendental DEL−extension of F. Then there is an
element u ∈ E with u′ ∈ F if and only if u′ admits a DEL−expression over F of the form

u′ =
∑

i∈I

ri
g′i
gi

+
∑

j∈J

aj
u′
j

log uj

+
∑

k∈K

bkv
′
ke

−v2
k + w′,

r′i = ci
(1− gi)

′

1− gi
+
∑

l∈I

cil
g′l
gl
,

where aj , bk, ci, and cil are constants such that cil = cli.
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Proof. From Theorem 2.1, we know u′ satisfies a special DEL−expression over a logarithmic
extension of F. Now apply Propositions 2.2 and 2.3 to complete the proof.

Proof of Theorem 1.1. Apply Theorem 2.1, Theorem 2.2 and Proposition 2.3 with J and K
being empty sets.

3 Applications

Example 3.1. Consider the differential field F = C(z, log(1 + z), log(z(1− z)(1− z − z2))) and
the element

v = −
(1 − z − z2)′

1− z − z2
log(1 + z) +

z′

z
log(z(1 − z)(1 − z − z2)) + v′0 ∈ F. (3.1)

Through a lengthy calculation, it was proved in [4], pp.231-232 that v admits an antiderivative
in a transcendental dilogarithmic-elementary extension of F . However, if we let g1 := 1− z −
z2, g2 := z, r1 = − log(1 + z) and r2 = log((z(1− z)(1 − z − z2))) then we see that

r′1 = −

(

z′

z
+

(1 + z)′

1 + z

)

+
z′

z
= −

(1− g1)
′

1− g1
+

g′2
g2

and

r′2 =
(1− z)′

1− z
+

(1− z − z2)′

1− z − z2
+

z′

z
=

(1− g2)
′

1− g2
+

g′1
g1

+
g′2
g2
, (3.2)

which is in accordance with the Theorem 1.1. Thus it has become immediate that v admits an
antiderivative in some transcendental dilogarithmic- elementary extension E of F.

Example 3.2. Let F = C(x, ex) be the ordinary differential field with derivation ′ := d/dx and
consider the differential field E = C(x, ex, log(1 − ex), ℓ2(e

x)). We shall now find all elements
of F having an antiderivative in E.

Let u ∈ E and that u′ ∈ F. Then by the Kolchin -Ostrowski Theorem, for some w ∈
C(x, ex, log(1− ex)) and constant c, we have u = cℓ2(e

x) + w. That is,

u′ = −c
(ex)′

ex
log(1− ex) + w′ = −c log(1− ex) + w′, (3.3)

which is a D−expression over C(x, ex, log(1−ex)). Then using Proposition 2.2 (c) of [4], we can
write w = c1 log

2(1 − ex) + w1 log(1 − ex) + w0, for some constant c1 and elements w1, w0 ∈ F.
Substituting w′ in Equation 3.3 and comparing the coefficients of log(1− ex), we obtain

w′
1 = c− 2c1

(1− ex)′

1− ex
.

That is, (w1 − cx)′ = 2c1(1 − ex)′/(1 − ex) One can show that there is no element z ∈ F such
that z′ = (1− ex)′/(1− ex) and therefore c1 = 0. Hence from Equation 3.3, we obtain that

u′ = w1
(1− ex)′

1− ex
+ w′

0, where w′
1 = c = c

(ex)′

ex
.
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Conversely, it is easy to see that if

v : = r
(1− ex)′

1− ex
+ w′ ∈ F

= −r′ log(1− ex) + (w + r log(1− ex))′

where r, w ∈ C(x, ex) and r′ = c for some c ∈ C then
∫

v = cℓ2(e
x) + w + r log(1 − ex) + d ∈ E

for some constant d ∈ C.

Theorem 3.3. If H ∈ C(Y ) is a non-constant rational function such that H(log(x)) has no antideriva-
tives in C(x, log(x)) then it has no antiderivatives in any transcendental dilogarithmic-elementary
extension of C(x, log(x)).

Proof. Suppose on the contrary that H(log(x)) has an antiderivative in a transcendental
dilogarithmic-elementary extension of C(x)(log(x)). Then from Theorem 1.1, we have

H(log x) =
∑

i∈I

ri
g′i
gi

+ w′, (3.4)

r′i = ci
(1− gi)

′

1− gi
+
∑

j∈I

cij
g′j
gj
, (3.5)

where ri, gi, w ∈ C(x, log(x)) and ci and cij are constants such that cij = cji. Observe that
(x log(x) − x)′ = log(x) and define R0 = x and for n ≥ 1, Rn := x logn(x) − nRn−1. Then
it can be easily verified that R′

n = (x logn(x) − Rn−1)
′ = logn(x) for n ≥ 1. Therefore for

any polynomial P ∈ C[Y ], there is an element q ∈ C(x)[log(x)] with q′ = P (log(x)). Thus,
if necessary, we shall suitably replace w and assume that the partial fraction expansion of
H(log(x)) over C is of the form

H(log(x)) =

l
∑

p=1

mp
∑

q=1

fpq
(log(x)− αp)q

. (3.6)

where fpq, αp ∈ C.

Let

w =

s
∑

p=1

np
∑

q=1

wpq

(log(x)− βp)q
+ P (log(x)), (3.7)

where P is a polynomial over C(x), be the partial fraction expansion of w over C(x). Note that

P (log(x))′ is again a polynomial in log(x) over C(x). Assume for the moment that we have

proved
∑

i∈I ri
g′i
gi

is a polynomial in log(x) over C(x). Since

(

wpq

(log(x)− βp)q

)′

=
w′

pq

(log(x)− βp)q
−

qwpq((1/x)− β ′
p)

(log(x)− βp)q+1
,

9



it then follows from Equation 3.4 that

P (log(x))′ = −
∑

i∈I

ri
g′i
gi

and that

H(log x) = (w − P (log(x)))′.

Now P (log(x)) ∈ C(x)[log x] and P (log(x))′ ∈ C(x)[log x]. By Proposition 2.1 (a) of [4], there is
an element Q(log(x)) ∈ C(x)[log x] such that Q(log(x))′ = P (log(x))′. Thus,

H(log x) = (w −Q(log(x)))′

which is a contraction and this completes the proof of the theorem.

Now we shall in fact prove that
∑

i∈I ri
g′i
gi

= η log(x) + ζ for some η, ζ ∈ C(x). Let gi =

ηi
∏n

p=1(log(x) − βp)
aip and 1 − gi = ξi

∏n

p=1(log(x) − βp)
bip , where ηi, ξi ∈ C(x), βp ∈ C(x)

and aip, bip are integers. Then

g′i
gi

=
η′i
ηi

+
n
∑

p=1

aip
(log(x)− βp)

′

log(x)− βp

and
(1− gi)

′

1− gi
=

ξ′i
ξi

+
n
∑

p=1

bip
(log(x)− βp)

′

log(x)− βp

(3.8)

and thus Equation 3.5 becomes

r′i = ci
ξ′i
ξi

+
∑

j∈I

cij
η′j
ηj

+

n
∑

p=1

(

cibip +
∑

j∈I

cijaip

)

(log(x)− βp)
′

log(x)− βp

. (3.9)

Let z ∈ C(x)(log(x)) have a pole of order m ≥ 1 at β ∈ C(x). Using the partial fraction
expansion of z, we find a unique element z̃ ∈ C(x)(log(x)) such that z̃ has no pole at β and
that

z =
fm

(log(x)− β)m
+ · · ·+

f0
log(x)− β

+ z̃, where fm 6= 0. (3.10)

Since z̃ has no pole at β, its derivative z̃′ cannot have a pole at β either. Since there is no
element in C(x) whose derivative is 1/x, we have β ′ 6= 1/x and it follows that

z′ =
mfm(log(x)− β)′

(log(x)− β)m+1
+ terms involving lower powers of

1

log(x)− β
+ z̃′ (3.11)

has a pole at β of order m+ 1 ≥ 2. Thus, for any z ∈ C(x)(log(x)), z′ has no simple poles.

Taking z = ri, we obtain from Equation 3.9 that both ri and r′i cannot have poles. Thus for
each i ∈ I , cibip +

∑

j∈I cijaip = 0 and

r′i = ci
ξ′i
ξi

+
∑

j∈I

cij
η′j
ηj

∈ C(x). (3.12)

10



Note that ri ∈ C(x)(log x) and r′i ∈ C(x). Therefore, by Kolchin-Ostrowski Theorem, ri =
ei log(x) + di for some constants di and ei. Thus

∑

i∈I

ri
g′i
gi

=
∑

i∈I

(ei log(x) + di)

(

η′i
ηi

+
n
∑

p=1

aip
(log(x)− βp)

′

log(x)− βp

)

=
∑

i∈I

(ei log(x) + di)
η′i
ηi

+
∑

i∈I

n
∑

p=1

(eiβp + di) aip
(log(x)− βp)

′

log(x)− βp

+
∑

i∈I

n
∑

p=1

eiaip(log(x)− βp)
′.

= η log(x) + ζ +
∑

i∈I

n
∑

p=1

(eiβp + di) aip
(log(x)− βp)

′

log(x)− βp

, (3.13)

where η =
∑

i∈I ei
η′i
ηi

∈ C(x) and ζ =
∑

i∈I di
η′i
ηi
+
∑

i∈I

∑n

p=1 eiaip
(

1
x
− β ′

p

)

∈ C(x). We claim

that for each p,
∑

i∈I(eiβp + di)aip = 0 and this would prove that
∑

i∈I ri
g′i
gi

is a polynomial of
degree at most one, as desired.

Suppose that β ∈ C(x) be a pole of w of order m ≥ 1. Then as noted earlier, w′ has a pole at β

of order m+1 ≥ 2. From Equation 3.13, we observe that
∑

i∈I ri
g′i
gi

can have only simple poles.

Now since H(log(x) =
∑

i∈I ri
g′i
gi
+w′ and that the poles of H(log(x)) ∈ C(log(x)) are constants,

we obtain that β is must also be a constant. That is β ∈ C. Now the poles of H(log(x)) and w′

are constants and therefore the poles of
∑

i∈I ri
g′i
gi
= H(log(x))− w′ are constants as well.

If βp ∈ C is a pole of
∑

i∈I ri
g′i
gi

then

c := Resβp
(H(log(x))) = Resβp

(
∑

i∈I

ri
g′i
gi
) +Resβp

(w′) =
∑

i∈I

aip(eiβp + di)(log(x)− βp)
′ + w′

p1,

where c ∈ C and wp1 ∈ C(x) is the residue of w at βp. Since βp has to be a simple pole of
∑

i∈I ri
g′i
gi
, we have d :=

∑

i∈I aip(eiβp + di) to be a nonzero constant. Thus we obtain

c−
d

x
= w′

p1 for wp1 ∈ C(x),

which contradicts the fact that 1/x has no antiderivative in C(x). Therefore
∑

i∈I ri
g′i
gi

has no

poles, that is,
∑

i∈I(eiβp + di)aip = 0 for each p.

Remark 3.4. It can be shown (either through a hand computation or applying Risch al-
gorithm) that C(x)(log(x)) does not contain any antiderivative of 1/ log(x). Thus, taking
H(Y ) = 1/Y , we shall apply Theorem 3.3 and prove that the logarithmic integral

∫

1/ log(x)dx
does not belong to any transcendental dilogarithmic-elementary extension of C(x, log(x)).

4 Logarithmic and Dilogarithmic Identities

The goal of this section is to establish certain logarithmic and dilogarithmic identities. Let
F $ F (θ) be differential fields, where θ is transcendental over F , f ∈ F (θ) be a non-zero
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element and F be an algebraic closure of F . Choose monic coprime polynomials P,Q ∈ F [θ]
and elements η, ξ ∈ F so that

f = η
P

Q
and 1− f =

Q− ηP

Q
.

Let R be a monic polynomial such that ξR = Q− ηP and observe that R is coprime to both P
and Q. Let α1, α2, . . . , αt ∈ F be distinct elements such that

P =
m
∏

j=1

(θ − αj)
aj ,

1

Q
=

n
∏

j=m+1

(θ − αj)
aj and R =

t
∏

j=n+1

(θ − αj)
bj ,

where a1, · · · , am are positive integers, am+1, · · · , an are negative integers and bn+1, · · · , bt are
positive integers. Then

f = η
t
∏

i=1

(θ − αj)
aj and 1− f = ξ

t
∏

j=1

(θ − αj)
bj ,

where an+1 = · · · = at = 0, b1 = · · · = bm = 0 and bj = aj for j = m + 1, . . . , n. Let E be any
differential field extension of F , with CE = CF , containing ℓ2(η), log η, log ξ and log(αi − αj)
for all i 6= j.

Proposition 4.1. For any v1, . . . , vt ∈ E, the following identities hold:

(i)
∑t

j,k=1
k 6=j

(akbj − ajbk)
α′

j−α′

k

αj−αk
vk =

∑t

k=1

(

bk
η′

η
− ak

ξ′

ξ

)

vk.

(ii)
∑t

j,k=1
k 6=j

(akbj − ajbk) log(αj − αk)vk =
∑t

k=1 (bk log η − ak log ξ + ck) vk, where each ck is a

constant.

Proof. Consider the expression

T =

t
∑

j,k=1
k 6=j

(akbj − ajbk)
α′
j − α′

k

αj − αk

vk.

Since b1 = · · · = bm = 0, an+1 = · · · = at = 0 and aj = bj for j = m + 1, . . . , n, we observe that
T = T1 + T2 + T3, where

T1 =

m
∑

k=1

ak

(

t
∑

j=m+1

bj
α′
j − α′

k

αj − αk

)

vk

T2 = −

t
∑

k=n+1

bk

(

n
∑

j=1

aj
α′
j − α′

k

αj − αk

)

vk

T3 =

n
∑

k=m+1

(

ak

t
∑

j=m+1

bj
α′
j − α′

k

αj − αk

− bk

n
∑

j=1

aj
α′
j − α′

k

αj − αk

)

vk.
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Since ηP + ξR = Q, if P (αk) = 0 for some k = 1, . . . , m then ξR(αk) = Q(αk) and therefore
R(αk)

′

R(αk)
−

Q(αk)
′

Q(αk)
= −

ξ′

ξ
. Note that

R(αk)
′

R(αk)
=

t
∑

j=n+1

bj
α′
k − α′

j

αk − αj

and
Q(αk)

′

Q(αk)
= −

n
∑

j=m+1

bj
α′
k − α′

j

αk − αj

.

Thus,

t
∑

j=m+1

bj
α′
j − α′

k

αj − αk

=
R(αk)

′

R(αk)
−

Q(αk)
′

Q(αk)
= −

ξ′

ξ
. (4.1)

This implies

T1 = −
m
∑

k=1

ak
ξ′

ξ
vk. (4.2)

Similarly one shows for k = n+ 1, . . . , t that

n
∑

j=1

aj
α′
j − α′

k

αj − αk

=
P (αk)

′

P (αk)
−

Q(αk)
′

Q(αk)
= −

η′

η
(4.3)

and

T2 =

t
∑

k=n+1

bk
η′

η
vk. (4.4)

Since for k = m+ 1, . . . , n we have ak = bk, it follows that

ak

n
∑

j=m+1

bj
α′
j − α′

k

αj − αk

− bk

n
∑

j=m+1

aj
α′
j − α′

k

αj − αk

= 0.

Since Q(αk) = 0 for k = m+ 1, . . . , n we have ηP (αk) = −ξR(αk). Thus

t
∑

j=m+1

bj
α′
j − α′

k

αj − αk

−
n
∑

j=1

aj
α′
j − α′

k

αj − αk

=
t
∑

j=n+1

bj
α′
j − α′

k

αj − αk

−
m
∑

j=1

aj
α′
j − α′

k

αj − αk

= −
P (αk)

′

P (αk)
+

R(αk)
′

R(αk)

=
η′

η
−

ξ′

ξ
. (4.5)

This implies

T3 =
n
∑

k=m+1

(

bk
η′

η
− ak

ξ′

ξ

)

vk. (4.6)
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Add Equations 4.2, 4.4 and 4.6 to obtain the identity (i). Take the antiderivative of Equations
4.1, 4.3 and 4.5, multiply by vk and then sum over all j and k with j 6= k to obtain identity
(ii).

Proposition 4.2. If deg(P ) ≤ deg(Q) then

(i) S1 :=
∑t

k=1(akℓ2(η) + ak log η log ξ −
1
2
bk log

2 η) is a constant in F.

(ii) S2 :=
∑t

k=1(ak log ξ − bk log η) is a constant in F.

(iii) For some constants2 c, dk and e,

ℓ2(f(θ)) = ℓ2(η)−

t
∑

j,k=1
k 6=j

ajbkℓ2

(

θ − αj

θ − αk

)

−
1

2

t
∑

j,k=1

ajbk log
2(θ − αk)

−

t
∑

k=1

bk log(θ − αk) log η − e log η +

t
∑

k=1

dk log(θ − αk) + c.

(iv) For any j, k, there are constants cjk and djk such that

ℓ2

(

θ − αj

θ − αk

)

=− ℓ2

(

θ − αk

θ − αj

)

+ log(θ − αj) log(θ − αk)

−
1

2

(

log2(θ − αj) + log2(θ − αk)
)

+ djk log

(

θ − αj

θ − αk

)

+ cjk.

Proof. Note that if deg(P ) < deg(Q) then
∑t

k=1 bk = 0 and log ξ is a constant. Also ℓ2(η) =
− log ξ log η + c for a constant c. Therefore, S1 =

∑t

k=1 akc and S2 =
∑t

k=1 ak log ξ are both
constants. On the other hand, if deg(P ) = deg(Q) then

∑t

k=1 ak = 0 and either
∑t

k=1 bk = 0 or
η = 1. Thus either S1 = S2 = 0 or S1 = −(1/2)

∑t

k=1 bk log
2 η and S2 = −

∑t

k=1 bk log η are both
constants. This proves (i) and (ii).

Since

ℓ′2(f(θ)) = −
f(θ)′

f(θ)
log(1− f(θ)),

we shall replace f(θ) and 1− f(θ) with their partial fraction expansions, then log(1 − f(θ)) =
log ξ +

∑t

k=1 bk log(θ − αk) + e for some constant e, and rearrange the terms to obtain

ℓ′2(f(θ)) =−
η′

η
log ξ −

t
∑

k=1

(ak log ξ − bk log η)
θ′ − α′

k

θ − αk

−

t
∑

j,k=1

ajbk
θ′ − α′

j

θ − αj

log(θ − αk)

−

( t
∑

k=1

bk log(θ − αk) log η

)′

− e

(

η′

η
+

t
∑

k=1

ak
θ′ − α′

k

θ − αk

)

. (4.7)

2In [1], p.923, Baddoura established a similar identity for dilogarithmic integrals in terms of their Bloch-
Wigner-Spence function and our proof of identity (iii) uses similar techniques.
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From the definition of dilogarithmic integral, observe

t
∑

j,k=1
k 6=j

ajbkℓ
′
2

(

θ − αj

θ − αk

)

= −
∑

j,k=1
k 6=j

ajbk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log
(αj − αk

θ − αk

)

= −
∑

j,k=1
k 6=j

(akbj − ajbk) log(αj − αk)
θ′ − α′

k

θ − αk

−
∑

j,k=1
k 6=j

akbjcjk
θ′ − α′

k

θ − αk

+
∑

j,k=1
k 6=j

ajbk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

(log(θ − αk) + cjkk), (4.8)

where constants cjk = log(αk−αj)−log(αj−αk) and cjkk = log(
αj−αk

θ−αk
)−log(αj−αk)+log(θ−αk).

Using Proposition 4.1 (ii), Equation 4.8 can be written as

t
∑

j,k=1
k 6=j

ajbkℓ
′
2

(

θ − αj

θ − αk

)

= −
t
∑

k=1

(bk log η − ak log ξ + ck)
θ′ − α′

k

θ − αk

−
∑

j,k=1
k 6=j

akbjcjk
θ′ − α′

k

θ − αk

+
∑

j,k=1
k 6=j

ajbk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

(log(θ − αk) + cjkk),

where ck are constants. For constant ek := −ck +
∑t

j=1,j 6=k(−akbjcjk − ajbkcjkk + akbjckjj), we
have

t
∑

j,k=1
k 6=j

ajbkℓ
′
2

(

θ − αj

θ − αk

)

=
t
∑

k=1

(ak log ξ − bk log η)
θ′ − α′

k

θ − αk

+
∑

j,k=1
k 6=j

ajbk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log(θ − αk)

+
t
∑

k=1

ek
θ′ − α′

k

θ − αk

.

Using the above equation, we shall rewrite Equation 4.7 as

ℓ′2(f(θ)) =−
η′

η
log ξ −

t
∑

j,k=1
k 6=j

ajbkℓ
′
2

(

θ − αj

θ − αk

)

−

t
∑

j,k=1

ajbk
θ − α′

k

θ − αk

log(θ − αk)

−

(

t
∑

k=1

bk log(θ − αk) log η

)′

− e
η′

η
+

t
∑

k=1

dk
θ′ − α′

k

θ − αk

, (4.9)

where dk = ek−eak. Observe that if deg(P ) < deg(Q) then log ξ is a constant and (η′/η) log ξ =

(log ξ log η)′, if deg(P ) = deg(Q) and η = 1 then η′

η
log ξ = 0 and finally, if η 6= 1 then ξ = 1− η

and η′

η
log ξ = −ℓ′2(η). Thus in any event, by taking the antiderivative, Equation 4.9 yields the

identity (iii).
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Note that

ℓ′2

(

θ − αj

θ − αk

)

= −

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log

(

αj − αk

θ − αk

)

= −

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

(log(αj − αk)− log(θ − αk) + δk)

and

ℓ′2

(

θ − αk

θ − αj

)

= −

(

θ′ − α′
k

θ − αk

−
θ′ − α′

j

θ − αj

)

log

(

αk − αj

θ − αj

)

= −

(

θ′ − α′
k

θ − αk

−
θ′ − α′

j

θ − αj

)

(log(αj − αk)− log(θ − αj) + δj),

where δj and δk are constants. Adding the above two equation gives

ℓ′2

(

θ − αj

θ − αk

)

+ ℓ′2

(

θ − αk

θ − αj

)

=(log(θ − αj) log(θ − αk))
′ −

θ′ − α′
j

θ − αj

log(θ − αj)

−
θ′ − α′

k

θ − αk

log(θ − αk) + djk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

,

where djk = δj − δk. Rearrange the above terms and take the antiderivative to prove the
identity (iv).

4.1 Algebraic independence of certain dilogarithmic integrals.

From the identity (iv), it is clear that ℓ2(
θ−αj

θ−αk
) and ℓ2(

θ−αk

θ−αj
) are algebraically dependent over

any differential field containing log(θ − αj) and log(θ − αk). However, in the next lemma, we

shall show that the set {ℓ2

(

θ−αj

θ−αk

)

; k > j, αj 6= αk for j 6= k} is algebraically independent

over logarithmic extensions of F (θ).

Lemma 4.3. Let F (θ) ⊃ F be differential fields, θ be transcendental over F , CF (θ) = CF and as-
sume that either θ′ ∈ F or θ′/θ ∈ F. Let α1, . . . , αt, t ≥ 3 be distinct elements in F. Then the set

{ℓ2

(

θ−αj

θ−αk

)

; k > j} is algebraically independent over the logarithmic extension E = F (θ)({log(αj −

αk), log(θ − αj); j, k = 1, . . . , t}).

Proof. Suppose the set {ℓ2

(

θ−αj

θ−αk

)

; k > j} is algebraically dependent over E. Since for each

k > j, the derivative ℓ′2

(

θ−αj

θ−αk

)

∈ E, we shall apply Kolchin-Ostrowski Theorem and obtain

ℓ2

(

θ − α1

θ − α2

)

=
t
∑

j,k=1
k>j,k 6=2

cjkℓ2

(

θ − αj

θ − αk

)

+ v,
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where each cjk is a constant and v ∈ E. Taking the derivatives, we obtain

−

(

θ′ − α′
1

θ − α1
−

θ′ − α′
2

θ − α2

)

log

(

α1 − α2

θ − α2

)

= −

t
∑

j,k=1
k>j,k 6=2

cjk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log

(

αj − αk

θ − αk

)

+ v′.

(4.10)

Let F ∗ be a subfield of E such that θ is transcendental over F ∗ and F ∗(θ) = F (θ)({log(αj−αk)}.
Since θ′ or θ′/θ ∈ F, the elements log(θ − α1), . . . , log(θ − αn) are algebraically independent
over F ∗(θ), except when θ′/θ ∈ F and α1 = 0. Since log(θ−α2) is transcendental over the field
F2 := F ∗(θ)({log(θ − αj); j 6= 2}), v must be a polynomial in log(θ − α2) of degree at most 2
and thus we shall write v = c1 log

2(θ−α2) + v1 log(θ−α2) + v0, where c1 ∈ CF and v1, v0 ∈ F2.
Compare the coefficients of log(θ − α2) in the above equation and obtain

θ′ − α′
1

θ − α1
−

θ′ − α′
2

θ − α2
= 2c1

θ′ − α′
2

θ − α2
+ v′1.

It is obvious that c1 = −1/2 and for a constant c, v1 = log(θ − α1) + c. Thus the Equation 4.10
becomes

−

(

θ′ − α′
1

θ − α1

−
θ′ − α′

2

θ − α2

)

log (α1 − α2) =

−

t
∑

j,k=1
k>j,k 6=2

cjk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log

(

αj − αk

θ − αk

)

+
θ′ − α′

2

θ − α2
(log(θ − α1) + c) + v′0. (4.11)

Since log(θ − α1) is transcendental over F1 = F ∗(θ)({log(θ − αj); j 6= 1, 2}), except when
θ′/θ ∈ F and α1 = 0, we observe that if α1 6= 0 then v0 must be a polynomial in log(θ − α1) of
degree at most 2. Thus we shall write v0 = c2 log

2(θ−α1)+w1 log(θ−α1)+w0, for c2 ∈ CF and
w1, w0 ∈ F1. Comparing the coefficients of log(θ − α1) in the above equation, we shall obtain

θ′ − α′
2

θ − α2

+ 2c2
θ′ − α′

1

θ − α1

+ w′
1 = 0.

But, irrespective of whether θ′ or θ′/θ ∈ F , w1 has no poles. Thus we have arrived at a
contradiction. Hence, we shall assume α1 = 0.

Let θ′/θ = x′, where x ∈ F and α1 = 0. Then the Equation 4.11 becomes

(

θ′ − α′
2

θ − α2
− x′

)

log (−α2) = −

t
∑

j,k=1
k>j,k 6=2

cjk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log

(

αj − αk

θ − αk

)

+
θ′ − α′

2

θ − α2
(x+ c) + v′0.

(4.12)

Proceeding as earlier, since log(θ − α3) is transcendental over the differential field F3 :=
F ∗(θ)({log(θ − αj); j 6= 1, 2, 3}), we conclude that v0 is a polynomial in log(θ − α3) of the
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form v0 = c3 log
2(θ − α3) + s1 log(θ − α3) + s0, for c3 ∈ CF and s1, s0 ∈ F3. Substituting v0 and

comparing the coefficients of log(θ − α3) in Equation 4.12, we obtain

c13

(

x′ −
θ′ − α′

3

θ − α3

)

+ c23

(

θ′ − α′
2

θ − α2

−
θ′ − α′

3

θ − α3

)

+ 2c3
θ′ − α′

3

θ − α3

+ s′1 = 0. (4.13)

Comparing the poles, we get c13 = 2c3, c23 = 0 and s1 = −c13x + d, where d ∈ CF . Thus, the
Equation 4.12 reduces to

(

θ′ − α′
2

θ − α2
− x′

)

log (−α2) =−

t
∑

j,k=1
k>j,k 6=2,3

cjk

(

θ′ − α′
j

θ − αj

−
θ′ − α′

k

θ − αk

)

log

(

αj − αk

θ − αk

)

+
θ′ − α′

2

θ − α2
(x+ c)

+ c13

(

x′ −
θ′ − α′

3

θ − α3

)

log(−α3) + (c13x+ d)
θ′ − α′

3

θ − α3
+ s0. (4.14)

Repeating this procedure and comparing the coefficients of log(θ − αk) for k > 3, we obtain
cjk = 0 for all 2 < j < k ≤ t and

(

θ′ − α′
2

θ − α2
− x′

)

log (−α2) =−

t
∑

k>2

c1k

(

x′ −
θ′ − α′

k

θ − αk

)

log(−αk) +
θ′ − α′

2

θ − α2
(x+ c)

+

t
∑

k>2

(c1kx+ dk)
θ′ − α′

k

θ − αk

+ t0, (4.15)

where dk ∈ CF and element t0 ∈ F. Now since (θ′ − α′
2)/(θ − α2) = x′ + (x′α2 − α′

2)/(θ − α2),
we shall compare the poles of θ − α2 in Equation 4.15 and obtain that log(−α2) = x + c.
That is, (α2)

′/(α2) = x′ = (θ′)/(θ) and (θ/α2)
′ = 0. This contradicts our assumption that

CF (θ) = CF .
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