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SIMPLIFICATION OF λ-RING EXPRESSIONS IN THE GROTHENDIECK

RING OF CHOW MOTIVES

DAVID ALFAYA

Abstract. The Grothendieck ring of Chow motives admits two natural opposite λ-ring structures,
one of which is a special structure allowing the definition of Adams operations on the ring. In this
work I present algorithms which allow an effective simplification of expressions that involve both
λ-ring structures, as well as Adams operations. In particular, these algorithms allow the symbolic
simplification of algebraic expressions in the sub-λ-ring of motives generated by a finite set of curves
into polynomial expressions in a small set of motivic generators. As a consequence, the explicit
computation of motives of some moduli spaces is performed, allowing the computational verification
of some conjectural formulas for these spaces.
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1. Introduction

A λ-ring is an abelian unital ring endowed with a set of maps λn for each natural number which
satisfy the identities

λ0(x) = 1, λ1(x) = x, λn(x+ y) =

n
∑

i=0

λi(x)λn−i(x)

These rings, first introduced by Grothendieck, generalize simultaneously several common structures
in mathematics. For example, binomial coefficients

(x
n

)

give a λ-ring structure on Z and symmetric
powers and exterior powers of bundles induce different λ-ring structures on the K-theory of a
manifold.

In algebraic geometry, λ-ring structures play an important role in invariant computations and,
more precisely, in computations of motives of algebraic varieties. In addition to its relation with
K-theory, symmetric powers of varieties induce a natural λ-ring structure on both Grothendieck’s
ring of varieties K0(VarK) and several spaces of motives, such as the ring of Chow motives CMK
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2 D. ALFAYA

and its Grothendieck ring K0(CMK) [Hei07]. In particular, it is common for the motive of a variety
to be described as an algebraic expression in the corresponding λ-ring.

In particular, this type of λ-expressions appear naturally in the computation of motivic classes of
different types of moduli spaces. For example, the virtual classes in K0(CMK) of moduli spaces of
vector bundles of rank n = 2, 3 over a curve X with fixed degree and fixed determinant are obtained
as algebraic functions of the classes of symmetric powers of the curve C and the Lefschetz motive L
[GPHS14, Sán14, Lee18, GL20]. This also holds for moduli spaces of Higgs bundles [GPHS14] and,
conjecturally, for the virtual class of moduli stacks of vector bundles of any rank in the completion
of the Grothendieck ring of varieties [BD07].

Nevertheless, manipulating, simplifying and comparing these type of expressions can be difficult.
Expanding λ operations on an arbitrary λ-expression in a general λ-ring is not always entirely possi-
ble, as expressions like λn(xy) or λi(λj(x)) might not be simplifiable unless the λ-structure satisfies
additional axioms (e.g., providing a special λ-ring structure). Moreover, expressions involved in
motive computations sometimes involve more than one λ-structure (typically, a λ-structure, its
opposite structure and its associated Adams operations). Even when possible, expanding these
operations directly from the axioms can be computationally demanding.

In this paper, an algorithm for simplifying arbitrary algebraic expressions involving a λ-ring, its
opposite λ-structure and its associated Adams operations is obtained under the condition that the
opposite λ-ring is special. More precisely, the algorithm transforms any such expression into an
integral polynomial in λ-powers of elementary generators of the original expression (see Algorithm
1 and Theorems 3.7 and 3.8).

Theorem 1.1. Let Lλ−rings = (+,−, ·, 0, 1) ∪ {λn, σn, ψn}n∈N be the language of rings with two
λ-structures λ and σ and Adams operations ψ, and let T be the theory of λ-rings (R,λ) whose
opposite λ-structure, σ is special. Then for each expression ϕ(x1, . . . , xn) in the language Lλ−rings,

there exists a unique integral polynomial P λϕ ∈ Z[x1,1, . . . , x1,d1 , . . . , xn,1, . . . , xn,dn ] such that

T |= ∀x1, . . . , xn ϕ(x1, . . . , xn) = P λϕ (λ
1(x1), . . . , λ

d1(x1), . . . , λ
1(xn), . . . , λ

dn(xn))

Moreover, for torsion free rings, Algorithm 1 finds the polynomial P λϕ from every expression ϕ.

In particular, this is the situation happening in the Grothendieck ring of Chow motives, where the
λ-ring is induced by symmetric powers of varieties. This λ-ring is not special itself, so, in principle,
simplification of arbitrary expressions would be challenging, but in [Hei07] it is proven that its
opposite λ-structure is indeed special, so the proposed algorithm can be applied. In particular,
incorporating the properties of motives of curves, we obtain a way to reduce any motivic expression
generated by a finite set of curves into an integral polynomial in a finite set of motivic generators
(See Theorem 4.1 and Algorithm 2)

Theorem 1.2. Let X1, . . . ,Xn be smooth projective curves over a field K of characteristic 0. Then
any expression Pϕ in the sub-(λ, σ, ψ)-ring of the completion of the Grothendieck ring of Chow

motives K̂0(CMK) spanned by the motives of the curves and the Lefschetz motive L = [A1] is
simplified by Algorithm 2 into an integral polynomial Pϕ such that

ϕ(L, [X1], . . . , [Xn]) = Pϕ(L, a1,1, . . . , a1,g1 , . . . , an,gn)

where ai,k = λk([h1(Xi)]).

As an application of this theorem, we will verify computationally a conjectural formula stated by
Mozgovoy [Moz12] for the moduli space of twisted Higgs bundles on a curve in low rank, genus and
degree of the twisting line bundle. To check the result, we will compare it with the recent motivic
formula for such moduli spaces obtained in [AO21]. In principle, both formulas are very different
and involve nontrivial expressions in the λ-ring of motives. Moreover, in the case of Mozgovoy’s
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conjecture, the expression involves the application of Adams operations for the opposite structure
of the symmetric λ-ring structure on several λ-ring expressions. Using the proposed algorithm,
both formulas are converted into integral polynomials on the same set of generators, which depend
solely on the curve. The resulting polynomials are verified to coincide, thus proving the conjectural
formula for the motive.

The structure of the paper is the following. We start recalling the definitions of λ-structure,
opposite λ-structure and Adams operations, as well as the algebraic relations between them (Sec-
tion 2). Section 3 includes the main simplification theorems for Lλ−rings-terms and the proposed
simplification algorithm for abstract λ-rings (R,λ) whose opposite λ-structure is special. These
results are then particularized in Section 4 for the λ-structure on the Grothendieck ring of Chow
motives induced by taking symmetric powers of varieties. As an application, in Section 5 we will
apply the proposed algorithm to prove computationally that Mozgovoy’s conjectural formula for
the motive of the moduli space of L-twisted Higgs bundles holds in low genus, rank and degree.
Finally, as an annex, some of the obtained explicit simplified polynomial formulas for the motives
of such moduli spaces of twisted Higgs bundles are included.
Acknowledgments. This research was funded by MICINN grant PID2019-108936GB-C21. I
would like to thank André Oliveira for useful discussions.

2. λ-rings and Adams operations

We will start by a brief reminder about λ-ring structures (c.f. [Knu73], [Gri19]). Let R be an
abelian unital ring.

Definition 2.1. A λ-ring structure on R is set of maps (not necesarily homomorphisms) λi : R −→
R indexed by natural numbers i ∈ N which satisfy the following properties.

(1) For all x ∈ R, λ0(x) = 1 and λ1(x) = x.
(2) For all x, y ∈ R and all n ∈ N

λn(x+ y) =

n
∑

i=0

λi(x)λn−i(y)

Alternatively, we can codify the information of the λi maps into a generating series

λt(x) =
∑

i≥0

λi(x)ti

In this context, condition (1) ensures that for each x ∈ R, λ(x) ∈ 1 + tR[[t]] and it is therefore
an invertible series and condition (2) is equivalent to stating that for each x, y ∈ R the following
equality holds in 1 + tR[[t]]

λt(x+ y) = λt(x)λt(y)

i.e. that the map λt : (R,+) −→ (1 + tR[[t]], ·) is a group homomorphism. From these properties
one can deduce that for each λ-ring structure λ on R, there exists an “opposite” λ-ring structure
σ given by the following relation

(2.1) σt(x) =
∑

i≥0

σi(x)ti =





∑

i≥0

λi(x)(−t)i





−1

= (λ−t(x))
−1

In particular, as 1 = λt(0) = λt(x)λt(−x), we have

σt(−x) = λ−t(x)

so

(2.2) σn(−x) = (−1)nλn(x)
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Definition 2.2. A λ-ring is special if, moreover, for all x, y ∈ R and all n,m ∈ N

λn(xy) = Pn
(

λ1(x), . . . , λn(x), λ1(y), . . . , λn(y)
)

λn(λm(x)) = Pn,m
(

λ1(x), . . . , λnm(x)
)

where Pn ∈ Z(X1, . . . ,Xn, Y1, . . . , Yn) and Pn,m ∈ Z(X1, . . . ,Xnm) are certain universal polynomials
called Grothendieck polynomials, defined as follows. If

sn,m(X1, . . . ,Xm) =
∑

1≤j1<...<jn≤m

n
∏

k=1

Xjk

is the elementary symmetric polynomial of degree n the m variables X1, . . . ,Xm, then

Pn,m (s1,nm({Xi}), . . . , snm,nm({Xi})) = coeff tn
∏

1≤j1<...<jm≤nm

(

1 + t

m
∏

k=1

Xjk

)

Pn (s1,n({Xi}), . . . , sn,n({Xi}), s1,n({Yi}), . . . , sn,n({Yi})) = coeff tn
n
∏

i,j=1

(1 + tXiYj)

If λ is special, then a certain set of well-behaved endomorphisms of the λ-ring (R,λ) called
Adams operations can be constructed as follows.

Definition 2.3. Let λ be a λ-ring structure on the ring R. Let Nn ∈ Z[s1, . . . , sn] be the n-th
Hirzebruch-Newton polynomial, defined as follows. It is the unique polynomial such that for each
m ∈ N

m
∑

i=1

Xn
i = Nn(s1,m({Xi}), . . . , sn,m({Xi})) ∈ Z[X1, . . . ,Xm]

Then for each n ∈ N, define the n-th Adams operation of the λ-ring (R,λ) as

ψn(x) = Nn(λ
1(x), . . . , λn(x))

Proposition 2.4 (c.f. [Gri19, Theorem 9.2]). If λ is special, then

(1) For every j ∈ N, ψj : (R;λ) → (R,λ) is a λ-ring homomorphism.
(2) For every x ∈ R, ψ1(x) = x.
(3) For every i, j ∈ N, ψi ◦ ψj = ψij.

From this point on, let (R,λ) be a λ-ring, and assume that the opposite λ-ring structure, which
will be called σ, is special. Let ψn be the Adams operations associated with such special λ-
structure σ. Let us recall some algebraic relations between these three families of maps, λn, σn

and ψn. Although most of these relations are well known in the literature (c.f. [Knu73], [Gri19]), a
proof of each of them is included as, in addition to demonstrating the corresponding results, they
present some effective recursive methods for the computation of the maps which will be used in the
main simplification algorithm.

First of all, solving the triangular system of equations defined by Equation (2.1) and taking into
account that the opposite structure of σ is λ yields the following.

Proposition 2.5. For each n > 0 there exists a degree n polynomial P opn (x1, . . . , xn) ∈ Z[x1, . . . , xn]
such that for all x ∈ R

σn(x) = P opn (λ1(x), . . . , λn(x))

λn(x) = P opn (σ1(x), . . . , σn(x))
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and the polynomials P opn satisfy the following recursive relation.

P op0 = 1

P opn =

n−1
∑

i=0

P opi xn−i(−1)n−i+1 ∀n > 1

Proof. As the opposite λ-structure of σ is λ, it is only necessary to prove that there exists a set of
polynomials satisfyig the given recursive relation and such that for each x ∈ R

σn(x) = P opn (λ1(x), . . . , λn(x))

We will prove this by induction on n. For n = 0, the axioms imply that σ0(x) = 1 = λ0(x) for each
x ∈ R, so P op0 = 1 as stated. Let n > 0 and suppose that the polynomials P opi exist for each i < n
and stisfy the requiered properties. For every x ∈ R we have

1 =





∑

i≥0

σi(x)ti









∑

j≥0

λj(x)(−t)j



 =
∑

n≥0

n
∑

i=0

(

σi(x)λn−i(x)(−1)n−i
)

tk

Thus, for every n > 0

σn(x) +

n−1
∑

i=0

σi(x)λn−i(x)(−1)n−i = 0

And, therefore

σn(x) =

n−1
∑

i=0

σi(x)λn−i(x)(−1)n−i+1

Now we can apply induction and write σi(x) = P opi (λ1(x), . . . , λi(x)), so

σn(x) =
n−1
∑

i=0

P opi (λ1(x), . . . , λi(x))λn−i(x)(−1)n−i+1

As this holds for each x ∈ R, taking

P opn =

n−1
∑

i=0

P opi xn−i(−1)n−i+1

we have σn(x) = P opn (λ1(x), . . . , λn(x)). Finally, the fact that the degree of P opn is n is trivially
proven inductively, as from the recursive equation we have

deg(P opn ) ≤ max
1≤i<n

{deg(P opi )}+ 1

Suppose that deg(P opi ) = i for all i < n. Then

deg(P opn ) ≤ max
1≤i<n

{deg(P opi )}+ 1 = n− 1 + 1 = n

and, moreover,

deg(P opi xn−i) = i+ 1 < n

for all i < n− 1, so

deg(P opn ) = deg(P opn−1xn) = n

�
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By construction, recall that the Hirzebruch-Newton polynomials Nn provide an algebraic depen-
dency of the Adamas operations in terms of the special λ-structure σ.

(2.3) ψn(x) = Nn(σ
1(x), . . . , σn(x))

The following presentation of Newton’s identities

(2.4) ψn(x) = (−1)n−1nσn(x)−
n−1
∑

i=1

(−1)n−iσn−i(x)ψi(x) ∀x ∈ R

provides a fast recursive method for computing such degree n Newton polynomials

N1 = x1(2.5)

Nn = (−1)n−1nxn −

n−1
∑

i=1

(−1)n−ixn−iNi(2.6)

If R is a divisible torsion free ring, then it is well known that the process can be reverted and
that the special λ-structure can be expressed as an algebraic combination of Adams operations

Proposition 2.6. Let (R,σ) be a special λ-ring such that R is torsion free. Then for every n > 0,
there is a degree n polynomial Ln(x1, . . . , xn) ∈ Q[x1, . . . , xn] such that for each x ∈ R

σn(x) = Ln(ψ1(x), . . . , ψn(x))

satisfying the following recursive relation.

L1 = x1

Ln =
1

n

(

(−1)n−1xn +

n−1
∑

i=1

(−1)i−1Ln−ixi

)

∀n > 1

In this expression, we write “Y= 1
nX” to denote that there exists an element in R which multiplied

by n yields X (which is unique by torsion freeness of R) and that Y is such element.

Proof. Rearanging Newton’s identity (2.4) we have that for each x ∈ R

σn(x) =
1

n

(

(−1)n−1ψn(x) +
n−1
∑

i=1

(−1)i−1σn−i(x)ψi(x)

)

Moreover, σ1(x) = x = ψ1(x), so L1 = x1 and, inductively, it is clear that if σ
k(x) = Lk(ψ1(x), . . . , ψk(x))

for all x ∈ R and all k < n, then if we define Ln by the given recursion, the following holds for each
x ∈ R.

σn(x) =
1

n

(

(−1)n−1ψn(x) +

n−1
∑

i=1

(−1)i−1σn−i(x)ψi(x)

)

=
1

n

(

(−1)n−1ψn(x) +

n−1
∑

i=1

(−1)i−1Ln−i(ψ1(x), . . . , ψn−i(x))ψi(x)

)

= Ln(ψ1(x), . . . , ψn(x))

Finally, the degree n assertion becomes straightforward from the recurrence relation. It is clear
by induction that the degree is at most n. If we focus on the monomials of the form xk1 in the
polynomials, it is straightforward to prove inductively that for each n ≥ 1, coeffxn1 (Ln) 6= 0. We
know that L1 = x1 and computing the coefficient of xn1 in Ln in the recursion equation and taking
into account that deg(Lk) < n for each k < n yields

coeff
xn1

Ln =
1

n
(−1)n−1 coeff

xn−1
1

Ln−1 6= 0 ∀n > 1
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�

Combining the polynomials Ln and Nn with the opposite polynomials P opk for k ≤ n, we can
obtain similar relations between the Adams operations ψ and the non-special λ-structure on the
ring, λ.

Corollary 2.7. Let (R,λ) be a torsion free λ-ring such that the opposite λ-structure σ is special.
Then for every n > 0, there is a degree n polynomial Lopn (x1, . . . , xn) ∈ Q[x1, . . . , xn] such that for
each x ∈ R

λn(x) = Lopn (ψ1(x), . . . , ψn(x))

Proof. The existence of the polynomial is clear, as we know that for each x ∈ R

λn(x) = P opn (σ1(x), . . . , σn(x)) = P opn (L1(ψ1(x)), . . . , Ln(ψ1(x), . . . , ψn(x)))

so

Lopi (x1, . . . , xi) = P opn (L1(x1), . . . , Ln(x1, . . . , xn)) ∈ Q[x1, . . . , xn]

We can then use the recursive definition of P opn to verfy inductively that the degree of the resulting
polynomial is exactly n. For n = 1 it is trivial, as Lop1 = x1. Assume that deg(Lopi ) = i for all
i < n. Applying the recursive equation for P opn from Proposition 2.5 yields

Lopn = P opn (L1, . . . , Ln) =
n−1
∑

i=0

P opi (L1, . . . , Li)Ln−i(−1)n−i+1 =
n−1
∑

i=0

Lopi Ln−i(−1)n−i+1

�

Corollary 2.8. Let (R,λ) be a λ-ring such that the opposite structure σ is special. Then for every
n > 0, there is a degree n polynomial Nop

n (x1, . . . ,n ) ∈ Z[x1, . . . , xn] such that for each x ∈ R

ψn(x) = Nop
n (λ1(x), . . . , λn(x))

Proof. The proof is completely analogous that the one for Corollary 2.7, taking

Nop
n = Nn(P

op
1 , . . . , P opn )

�

3. Abstract simplification algorithm

Let us consider the following languages:

• Let Lrings = {+,−, ·, 0, 1} be the language of (unital) rings.
• Let Lλ−rings = Lrings ∪ {λn, σn, ψn}n∈N denote the language of rings with two opposite
λ-structures λ and σ and Adams operations ψ.

• Let Ldiv
rings = Lrings ∪ {·/n}n∈N be the language of divisible rings.

• Let Ldiv
λ−rings = Lλ−rings ∪ {·/n}n∈N be the language of divisible rings with a (λ, σ, ψ)-

structure.

Moreover, let T be the Lλ−rings-theory of Lλ−rings-structures (R,+,−, ·, 0, 1, λ, σ, ψ) which satisfy
that

• (R,+,−, 0, 1) is an abelian unital ring.
• λ and σ are oposite λ-ring structures on R
• σ is a special λ-ring structure.
• ψ are the Adams operations of σ

Finally, let Ttf ⊃ T be the theory of Lλ−rings-structures satisfying T such that (R,+) is torsion
free.
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Definition 3.1. Let ϕ(x1, . . . , xn) be an Lλ−rings-term in n variables. We define recursively
the maximum λ-depth of the term ϕ(x1, . . . , xn) in the variables (x1, . . . , xn), which we write as
depth(ϕ) = (d1, . . . , dn), as follows.

(1)

depth(0) = depth(1) = (0, . . . , 0)

(2)

depth(xi) = (0, . . . ,
i
1, . . . , 0)

(3) If ϕ(x1, . . . , xn) and ξ(x1, . . . , xn) are Lλ−rings-terms with respective maximum λ-depths

depth(ϕ) = (d1, . . . , dn), depth(ξ) = (d′1, . . . , d
′
n)

then

depth(−ϕ) = depth(ϕ)

depth(ϕ+ ξ) = depth(ϕ · ξ) = (max{d1, d
′
1}, . . . ,max{dn, d

′
n})

(4) If ϕ(x1, . . . , xn) is a Lλ−rings-term with depth(ϕ) = (d1, . . . , dn), then for each k > 0

depth(λk(ϕ(x1, . . . , xn))) = depth(σk(ϕ(x1, . . . , xn))) = depth(ψk(ϕ(x1, . . . , xn))) = (kd1, . . . , kdn)

Analogously, define the maximum λ-depth of an Ldiv
λ−rings-term by the relation

depth(ϕ/n) = depth(ϕ) ∀n ∈ N

The following notations will become useful in the next lemmas. We say that (d′1, . . . , d
′
n) ≤ (d1, . . . , dn)

if d′i ≤ di for all i = 1, . . . , n and we say that (d′1, . . . , d
′
n) < (d1, . . . , dn) if (d

′
1, . . . , d

′
n) ≤ (d1, . . . , dn)

and (d′1, . . . , d
′
n) 6= (d1, . . . , dn). Finally, given a tuple of positive integers d = (d1, . . . , dn), we will

write k[xd] to denote the ring

k[xd] := k[x1,1, . . . , x1,d1 , x2,1, . . . , x2,d2 , . . . , xn,dn ]

and we will write

λd(x) := λd(x1, . . . , xn) := (λ1(x1), . . . , λ
d1(x1), λ

1(x2), . . . , λ
d2(x2), . . . , λ

dn(xn))

The idea is that the maximum λ-depth of an expression identifyies the maximum λk that has
to be computer of each variable (x1, . . . , xn) in order to compute the expression. Here are some
examples of depths of terms in Lλ−rings

Example 3.2. For all polynomials P (x1, . . . , xn) in Lrings involving all variables x1, . . . , xn

depth(P (x1, . . . , xn)) = (1, . . . , 1)

Example 3.3. For all k > 0

depth(λk(x)) = depth(σk(x)) = depth(ψk(x)) = k ∀k

Example 3.4.

depth(λ3(y + σ2(xy) + ψ3(y))λ
2(x)) = (6, 9)

Remark 3.5. If d′ ≤ d, then we have a canonical injection

k[xd′ ] →֒ k[xd]

First of all, observe that the algebraic relations from the previous section allow us to rewrite any
expression in a λ-ring (R,λ) whose opposite λ-structure σ is special exclusively in terms of either
λ or σ, without changing the maximum λ-depth of such expression. More explicitly, the following
Lemma holds.
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Lemma 3.6. Let ϕ(x1, . . . , xn) be a Lλ−rings-term. Then there exists a Lrings ∪ {σn}-term ϕσ and
a Lrings ∪ {λn}-term ϕλ with the same maximum λ-depth as ϕ such that

T |= ∀x1, . . . , xn ϕ(x1, . . . , xn) = ϕσ(x1, . . . , xn)

T |= ∀x1, . . . , xn ϕ(x1, . . . , xn) = ϕλ(x1, . . . , xn)

Proof. Let us prove it inductively in λ-terms. If ϕ is a constant or a variable, then ϕσ = ϕλ = ϕ
stisfies the result. If ϕ = ϕ′ + ϕ′′, then

ϕσ = ϕ′
σ + ϕ′′

σ

satisfies the statement, as in both cases

depth(ϕσ) = max(depth(ϕ′
σ),depth(ϕ

′′
σ)) = max(depth(ϕ′),depth(ϕ′′)) = depth(ϕ)

Similarly, if ϕ = ϕ′ · ϕ′′, then, analogously, ϕσ = ϕ′
σ · ϕ′

σ . If ϕ = −ϕ′, then ϕσ = −ϕσ holds. If
ϕ = σk(ϕ′) for some k, then ϕσ = σk(ϕ′

σ) clearly satisfies the result, as

depth(ϕσ) = k depth(ϕ′
σ) = k depth(ϕ′) = depth(ϕ)

If ϕ = λk(ϕ′) for some k, then take

ϕσ = P opN (σ1(ϕ′
σ), . . . , σ

k(ϕ′
σ))

Taking into account the induction hypotyesis on ϕ′, by Proposition 2.5, T |= ∀x1, . . . , xn ϕσ(x1, . . . , xn) =
ϕ(x1, . . . , xn) and we have

depth(ϕσ) = max(depth(σ1(ϕ′
σ), . . . ,depth(σ

k(ϕ′
σ)))) = max(depth(ϕ′), . . . , k depth(ϕ′)) = k depth(ϕ′) = depth(ϕ)

Analogously, if ϕ = ψk(ϕ
′) for some k, then take

ϕσ = Nk(σ
1(ϕ′

σ), . . . , σ
k(ϕ′

σ))

The previous computation of the depth of ϕσ also works in this case and, by construction of ψk
(Definition 2.3), T |= ∀x1, . . . , xn ϕσ(x1, . . . , xn) = ϕ(x1, . . . , xn). The result for ϕλ is completely
analogous, setting Nop

k from Corollary 2.8 instead of Nk from Definition 2.3. �

Theorem 3.7. Let ϕ(x1, . . . , xn) be a Lλ−rings-term with λ-depth depth(ϕ) = (d1, . . . , dn). Then
there exist unique polynomials

P λϕ (x1,1, . . . , x1,d1 , x2,1, . . . , xn,dn) ∈ Z[x1,1, . . . , xn,dn ] = Z[xdepth(ϕ)]

P σϕ (x1,1, . . . , x1,d1 , x2,1, . . . , xn,dn) ∈ Z[x1,1, . . . , xn,dn ] = Z[xdepth(ϕ)]

such that

T |= ∀x1, . . . , xn ϕ(x1, . . . , xn) = P λϕ (λ
1(x1), . . . , λ

d1(x1), λ
1(x2), . . . , λ

dn(xn))

T |= ∀x1, . . . , xn ϕ(x1, . . . , xn) = P σϕ (σ
1(x1), . . . , σ

d1(x1), σ
1(x2), . . . , σ

dn(xn))

Proof. We will address first existence the polynomials. The existence of P λϕ clearly follows from
the existence of P σϕ , as Proposition 2.5 implies that

T |= ∀x1, . . . , xn P
σ
ϕ (σ

1(x1), . . . , σ
d1(x1), σ

1(x2), . . . , σ
dn(xn)) = P σϕ (P

op
1 (λ1(x1)), . . . , P

op
d1
(λ1(x1), . . . , λ

n(x1)), . . . , P
op
dn
(λ1(xn), . . . , λ

dn(xn))

so we can take

P λϕ (x1,1, . . . , xn,dn) = P σϕ (P
op
1 (x1), . . . , P

op
d1
(x1,1, . . . , x1,d1), . . . , P

op
dn
(xn,1 . . . , xn,dn))

Let us focus on the existence of P σϕ . By the previous lemma we can assume without loss of

generality that λk and ψk do not appear in ϕ. Let us start by proving that if ϕ has the form
ϕ = σk(ϕ′) where k ≥ 0 and ϕ′ is a Lrings-term, then ϕ satisfies the Theorem. Let us prove it
inductively on terms of ϕ′.
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If ϕ′ = 0 or ϕ′ = 1, then P = 0 or P = 1 satisfy the Theorem respectively. If ϕ′ = xj for some
j, then

depth(σk(ϕ′)) = (0, . . . ,
j

k, . . . , 0)

and P σ
σk(xj)

= xj,k, considered as a polynomial in Z[x1,1, . . . , xj,1, . . . , xj,k, . . . , xn,1] clearly satisfies

the result for each k.
If ϕ′ = ϕ′

1 + ϕ′
2, then

T |= ∀x1, . . . , xn σ
k(ϕ′

1 + ϕ′
2) =

k
∑

j=0

σj(ϕ′
1)σ

k−j(ϕ′
2)

By induction hypothesis, then for each j and l = 1, 2

T |= ∀x1, . . . , xn σ
j(ϕ′

l(x1, . . . , xn)) = P σσj (ϕ′

l
)(σ

j depth(ϕ′

l
)(x))

where P σ
σj(ϕ′

l
)
∈ Z[xk depth(ϕ′

l
)]. Thus

T |= ∀x1, . . . , xn σ
k(ϕ′

1(x1, . . . , xn)+ϕ
′
2(x1, . . . , xn)) =

k
∑

j=0

P σσj(ϕ′
1)
(σj depth(ϕ

′
1)(x))P σσk−j (ϕ′

2)
(σ(k−j) depth(ϕ

′
2)(x))

and a straightforward computation shows that last polynomial lives in

Z[xk depth(ϕ′
1+ϕ

′
2)
] = Z[xdepth(ϕ)]

In an analogous way, if ϕ′ = ϕ′
1 · ϕ

′
2, then

T |= ∀x1, . . . , xn σ
k(ϕ′

1(x1, . . . , xn) · ϕ
′
2(x1, . . . , xn))

= Pk(σ
1(ϕ′

1(x1, . . . , xn)), . . . , σ
k(ϕ′

1(x1, . . . , xn)), σ
1(ϕ′

2(x1, . . . , xn)), . . . , σ
k(ϕ′

2(x1, . . . , xn)))

= Pk(P
σ
σ1(ϕ′

1)
(σdepth(ϕ

′
1)(x)), . . . , P σσk(ϕ′

1)
(σk depth(ϕ

′
1)(x)), P σσ1(ϕ′

2)
(σdepth(ϕ

′
2)(x)), . . . , P σσk(ϕ′

2)
(σk depth(ϕ

′
2)(x)))

composing the last polynomials Pk(P
σ
σ1(ϕ′

1)
, . . . , P σ

σk(ϕ′
2)
) we obtain the desired polynomial, which

clearly lives in Z[xmax{k depth(ϕ′
1),k depth(ϕ

′
2)}

] = Z[xdepth(ϕ)]. Finally, if ϕ = σk(−ϕ′), then we can

use the identity (2.2) and Proposition 2.5 to obtain that

T |= ∀x1, . . . , xn σ
k(−ϕ′(x1, . . . , xn)) = (−1)kλk(ϕ′(x1, . . . , xn))

= (−1)kP opk (σ1(ϕ′(x1, . . . , xn)), . . . , σ
k(ϕ′(x1, . . . , xn)))

And we can then repeat the previous argument on σj(ϕ′) for each j = 1, . . . , n, obtaining a poly-
nomial

P opk (P σσ1(ϕ′)(λ
depth(ϕ′)(x)), . . . , P σσk(ϕ′)(λ

depth(ϕ′)(x))) ∈ Z[xk depth(ϕ′)] = Z[xdepth(σk(−ϕ′))]

Now, we are ready to prove the main theorem inductively on terms of Lλ−rings-expressions. We
have already seen that the result holds if ϕ is a constant or a variable. Suppose that the result
holds for two expressions ϕ1 and ϕ2. Then clearly

P σϕ1+ϕ2
= P σϕ1

+ P σϕ2
∈ Z[xmax{depth(ϕ1),depth(ϕ2)}] = Z[xdepth(ϕ1+ϕ2)]

P σϕ1·ϕ2
= P σϕ1

· P σϕ2
∈ Z[xmax{depth(ϕ1),depth(ϕ2)}] = Z[xdepth(ϕ1·ϕ2)]

P σ−ϕ = −P σϕ ∈ Z[xdepth(ϕ)] = Z[xdepth(−ϕ)]

and, for each k, we have

T |= ∀x1, . . . , xn σ
k(ϕ1(x1, . . . , xn)) = σk(P σϕ1

(σdepth(ϕ1)(x)))
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so, applying the previous argument, we know that there exists P σ
σk(Pϕ1 (xdepth(ϕ1)

))
such that

T |= ∀x1, . . . , xn σ
k(P σϕ1

(σdepth(ϕ1)(x))) = P σσk(Pϕ1 (xdepth(ϕ1)
))(σ

1(σ1(x1)), . . . , σ
k(σ1(x1)), . . . , σ

k(σdn(xn)))

where (d1, . . . , dn) = depth(ϕ1). Then, we can simply use the fact that σ is special to get that for
each a, b, c

σa(σb(xc)) = Pa,b(σ
1(xc), . . . , σ

ab(xc))

To obtain that

P σσk(ϕ1)
= P σσk(Pϕ1 (xdepth(ϕ1)

))(P1,1, P2,1, . . . , Pk,1, P1,2, . . . , Pk,2, . . . , Pk,dk) ∈ Z[xk depth(ϕ1)]

Finally, let us prove uniqueness of the polynomials. Suppose that given ϕ(x1, . . . , xn) of depth
(d1, . . . , dn) there exist P σϕ and Qσϕ with the given properties. In particular, if we apply the result
to the free special λ-ring in variables x1, . . . , xn we have that

P σϕ (σ
1(x1), . . . , σ

dn(xn))−Qσϕ(σ
1(x1), . . . , σ

dn(xn)) = 0

but in the free special λ-ring generated by such variables, the elements σj(xi) are all algebraically
independent, so P σϕ −Qσϕ = 0. The proof for uniqueness of P λϕ is completely analogous. �

Then, we propose the following algorithm for computing the polynomial P λϕ

Algorithm 1 Simplification algorithm for Lλ−rings-expressions

1: procedure λ-simp(ϕ,x1,. . . ,xn)
2: Compute (d1, . . . , dn) = depth(ϕ)
3: for each xi do
4: for each k ≤ di do
5: Compute recursively Ψi,k = P λψk(xi)

= Nop
k (xi,1, . . . , xi,k)

6: end for

7: for each a, b, ab ≤ di do
8: Compute µa,b(xi) = P λ

ψa(λb(xi))
= Lopb (Ψi,a+1,Ψi,a+2, . . . ,Ψi,a+b)

9: end for

10: end for

11: Scan ϕ and substitute

ψk(ω) → ApplyPsi(ω, k, {µa,b(xi)})

λk(ω) →

{

Lopk (ApplyPsi(ω, 1, {µa,b(xi)}), . . . , ApplyPsi(ω, k, {µa,b(xi)})) if ω 6= x1, . . . , xn
xi,k if ω = xi

σk(ω) → Lk(ApplyPsi(ω, 1, {µa,b(xi)}), . . . , ApplyPsi(ω, k, {µa,b(xi)})

to get ϕ̂. ⊲ Polynomials Lk, L
op
k , Nop

k are pre-computed using recurrences from Propositions
2.5, 2.6 and formulas from Corollaries 2.7 and 2.8.

12: Execute ϕ̂ and expand the resulting rational polynomial

13: end procedure

14: function ApplyPsi(ϕ,k,{µa,b(xi)})
15: for each xi do
16: for each j do

17: Substitute xi,j by µk,j(xi) in ϕ
18: end for

19: end for

20: end function
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Theorem 3.8. For each Lλ−rings-expression ϕ in a torsion free λ-ring R, Algorithm 1 computes

the polynomial P λϕ from Theorem 3.7.

Proof. First of all, observe that, due to Corollary 2.7

Ttf |= ∀xψa(λ
b(x)) = ψa(L

op
b (ψ1(x), . . . , ψ

b(x))) = Lopb (ψa(ψ1(x)), . . . , ψa(ψb(x))) = Lopb (ψa+1(x), . . . , ψa+b(x))

Therefore, it is clear that µa,b(xi) contain P
λ
ψa(λb(xi))

, as asserted.

Given any Lλ−rings-expression ϕ with depth(ϕ) = (d1, . . . , dn), by Theorem 3.7 we have that for
each integer k

T |= ∀x1, . . . , xn ψk(ϕ(x1, . . . , xn)) = ψk(P
λ
ϕ (λ

1(x1), . . . , λ
dn(xn)))

On the other hand, as ψk are homomorphisms, we have

T |= ∀x1, . . . , xn ψk(P
λ
ϕ (λ

1(x1), . . . , λ
dn(xn))) = P λϕ (ψk(λ

1(x1)), . . . , ψk(λ
dn(xn)))

Thus, applying ψk to any Lλ−rings-expression ϕ is equivalent to substituting λj(xi) (a.k.a., variable

xi,j by the polynomial µn,j(xi) in the associated polynomial P λϕ .
On the other hand, Proposition 2.6 and Corollary 2.7, we obtain that

Ttf |= ∀x1, . . . , xn λ
k(ϕ(x1, . . . , xn)) = Lopn (ψ1(ϕ(x1, . . . , xn)), . . . , ψk(ϕ(x1, . . . , xn)))

Ttf |= ∀x1, . . . , xn σ
k(ϕ(x1, . . . , xn)) = Ln(ψ1(ϕ(x1, . . . , xn)), . . . , ψk(ϕ(x1, . . . , xn)))

Thus, if ω = P λϕ (λ
depth(ϕ)(x)) for some ϕ then applying the function ApplyPsi(ω,k,{µa,b(xi)})

yields an integer polynomial Qψk(ω) ∈ Z[xk depth(ω)] = Z[xk depth(ϕ)] such that

T |= ∀x1, . . . , xnQψk(ω)(λ
k depth(ϕ)(x)) = ψk(Pϕ(λ

depth(ϕ)(x))) = ψk(ϕ(x1, . . . , xn)) = P λψk(ϕ)(λ
k depth(ϕ)(x))

By uniqueness of the polynomial P λ
ψk(ϕ)

of Theorem 3.7, we obtain that Qψk(ω) = P λψk(ϕ)
.

Similarly, under the same assumptions on ω, if now ω′ is either ψk(ω), λ
k(ω) or σk(ω), then

applying the substitutions and executing ApplyPsi in the main loop of the algorithm to such ω
yields a rational polynomial Qω′ on variables xi,j such that

Ttf |= ∀x1, . . . , xnQω′(λk depth(ϕ)(x)) = ω′(x1, . . . , xn) = P λω′(λk depth(ϕ)(x))

Multiplying by a big enough natural number N , we would get that NQω′ is an integral polynomial
such that

Ttf |= ∀x1, . . . , xnNQω′(λk depth(ϕ)(x)) = NP λω′(λk depth(ϕ)(x)) = Nω′(x1, . . . , xn) = P λNω′(λk depth(ϕ)(x))

By uniqueness of P λNω′ of Theorem 3.7, we obtain that NQω′ = P λNω′ = NP λω′ . Assuming that the

rings are torsion free, this implies that Qω′ = P λω′ .
On the other hand, by construction, each expression of the form λj(xi) is transformed at the main

loop into a variable xi,j which is exactly P λ
λj (xi)

. As the substitutions of the main loop are executed

from the inner-most parts of the formula ϕ, the previous argument then shows that after each set
of substitutions is made, the resulting formula is an integral polynomial which coincides with the
simplified polynomial predicted by Theorem 3.7 for the corresponding expression. Therefore, when
the algorithm ends, the result is P λϕ . �
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4. Simplification of expressions in the Grothendieck ring of Chow motives

Let K be a field of characteristic 0 and let K0(CMK) denote the Grothendieck ring of motives
over k with rational coefficients. By [Hei07], K0(CMK) admits two natural opposite λ-structures,
induced by the symmetric product of varieties. Given a Chow Motive M , take

λn([M ]) = [Symn(M)]

More precisely, define the symmetric product Symn(M) as the image of 1
n!

∑

α∈Sn
α : X⊗n → X⊗n.

Similarly, take

σn([M ]) = [Altn(M)]

where Altn is the alternating product, defined as the image of 1
n!

∑

α∈Sn
(−1)sgαα : X⊗n → X⊗n.

Heinloth [Hei07] proves that λn and σn are λ-structures K0(CMK), but only σn is a special λ-
structure.

Let L = [A1] ∈ K0(CMK) be the Lefschetz object. In addition to K0(CMK), we will also consider
its localization K0(CMK)[L

−1] and its dimensional completion

K̂0(CMK) =







∑

r≥0

[Yr]L
−r

∣

∣

∣

∣

∣

∣

[Yr] ∈ K0(CMK) with dimYr − r −→ −∞







.

as, for some applications, we will need elements of the form Ln or Ln − 1 to be invertible. Both λ-
structures then extend to the localization and its completion, as L is 1-dimensional for the opposite
structure σ (and, as such, ψn(L) = Ln for all n).

Given a motive M , the formal sum
∑

n≥0

[SymnM ]tn = λt([M ])

is usually called the motivic zeta function of M and it is classically denoted by ZM (t). The
motives and zeta functions of some varieties then admit some interesting decompositions and closed
expressions when expressed in terms of the λ-ring structure λn = Symn. For instance, if X is a
projective curve of genus g ≥ 2, then by [Kap00] its motive splits as [X] = 1 + [h1(X)] + L and,
moreover, the zeta function of [h1(X)] ia a polynomial of degree 2g, usually called PX(t). Then

ZX(t) = λt([X]) = λt(1+[h1(X)]+L) = λt(1)λt([h
1(X)])λt(L) =

1

1− t
PX(t)

1

1− Lt
=

PX(t)

(1− t)(1− Lt)

The motive [h1(X)] and its zeta function/polynomial appear in many additional computations of
motives of geometrical structures associated to the curveX. For instance the motive of the Jacobian
of X is

[Jac(X)] =

2g
∑

i=0

λi([h1(X)]) = PX(1)

On the other hand, the elements λi([h1(X)]) have certain relations among them, which can be
deduced from the following functional equation due to Kapranov [Kap00] (see also [Hei07]).

ZX

(

1

Lt

)

= L1−gt2−2gZX(t)

In particular, the following properties hold

(1) For all i > 2g, λi([h1(X)]) = 0.
(2) For all g < i ≤ 2g,

λi([h1(X)]) = Li−gλ2g−i([h1(X)])
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Let us write

ai(X) = λi([h1(X)]) i = 1, . . . , g

if X is clear from the context, we will omit it and simply write ai = ai(X).Then

PX(t) = 1 + a1(X)t+ a2(X)t2 + . . .+ ag(X)tg + Lag−1t
g+1 + . . .+ Lg−1a1t

2g−1 + Lgt2g

It is therefore straightforward to see that any algebraic expression in the λ-terms λk([X]) can be
expanded as a polynomial in a1, a2 = λ2(a1), . . . , ag = λg(a1) and L. There is, nevertheless, a key
difference in working with expressions involving λ-operations on [X] and on a1(X). The dimension

of [X] in (K̂0(CMK), λ) is infinite, whereas the dimension of a1(X) is finite (2g). Thus, expressions
involving arbitrary large numbers of λ operations on X are always equivalent to polynomials in the
same fixed number of variables a1, . . . , ag and L. Using Theorem 3.7, we can extend this intuitive

argument to further arbitrary expressions spanned by curves in K̂0(CMK).

Theorem 4.1. Let X1, . . . ,Xn be smooth projective algebraic curves over a field K of characteristic
0 of respective genra g1, . . . , gn. Let ϕ(L, [X1], . . . , [Xn]) be any Lλ−rings-term in the sub-(λ, σ, ψ)-

ring of K̂0(CMK) spanned by the curves and the Lefschetz object. Then there exists an integral
polynomial Pϕ ∈ Z[L, a1,1, . . . , a1,g1 , . . . , an,gn ] such that

ϕ(L, [X1], . . . , [Xn]) = Pϕ(L, a1(X1), . . . , ag1(X1), . . . , agn(Xn))

Proof. Expressing [Xi] = 1+a1(X)+L, we can rewrite ϕ as some expression ϕ′ in a1(X1), . . . , a1(Xn)

ϕ(L, [X1], . . . , [Xn]) = ϕ(L, 1 + a1(X1) + L, . . . , 1 + a1(Xn) + L) = ϕ′(L, a1(X1), . . . , a1(Xn))

Let (d0, d1, . . . , dn) = depth(ϕ′). Then Theorem 3.7 implies that there exists a polynomial

P λϕ′ ∈ Z[x(d0,...,dn)]

such that

(4.1) ϕ′(L, a1(X1), . . . , a1(Xn)) = P λϕ′(λ1(L), . . . , λd0(L), λ1(a1(X)), . . . , λdn(a1(Xn)))

Nevertheless, we know the following relations.

• λk(L) = Lk ∀k
• λk(a1(xi)) = ak ∀1 ≤ k ≤ gi
• λk(a1(Xi)) = Lk−ga2g−k(Xi) ∀gi < k ≤ 2gi
• λk(a1(Xi)) = 0 ∀k > 2gi

Thus, all the generators in the right hand side of the equality (4.1) are always algebraically generated
by L and ak(Xi) for 1 ≤ k ≤ gi. Substituting the corresponding algebraic relations at the right
hand side of (4.1), we obtain the desired polynomial Pϕ. �

Finally, with some little adaptations, Algorithm 1 can be used to compute the polynomial Pϕ
from the previous Theorem.
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Algorithm 2 Simplification algorithm for motivic expressions

1: procedure motive-simp(ϕ,X1,. . . ,Xn)
2: Rewrite ϕ(L, [X1], . . . , [Xn]) = ϕ′(L, a1(X1), . . . , a1(Xn))
3: Compute (d0, d1, . . . , dn) = depth(ϕ′)
4: for each curve Xi do

5: for each k ≤ di do
6: Compute recursively Ψi,k = P λψk(a1(Xi))

= Nop
k (ai,1, . . . , ai,gi , Lai,gi−1, . . . , L

gi−1ai,1, L
gi , 0, . . . , 0)

7: µα,1(Xi) = Ψi,α

8: end for

9: for each α, β, αβ ≤ di, 2 ≤ β ≤ gi do
10: Compute µα,β(Xi) = P λψα(aβ(Xi)))

= Lopβ (Ψi,α+1,Ψi,α+2, . . . ,Ψi,α+β)

11: end for

12: end for

13: Scan ϕ′ and substitute

ψk(ω) → ApplyPsi(ω, k, {µα,β(Xi)})

λk(ω) →























Lopk (ApplyPsi(ω, 1, {µα,β(Xi)}), . . . , ApplyPsi(ω, k, {µα,β(Xi)})) if ω 6= a1(X1), . . . , a1(Xn)
ai,k if ω = a1(Xi), k ≤ g
Lk−giai,2gi−k if ω = a1(Xi), gi < k < 2gi
Lgi if ω = a1(Xi), k = 2gi
0 if ω = a1(Xi), k > 2gi

σk(ω) → Lk(ApplyPsi(ω, 1, {µα,β(Xi)}), . . . , ApplyPsi(ω, k, {µα,β(Xi)})

to get ϕ̂. ⊲ Polynomials Lk, L
op
k , Nop

k are pre-computed using recurrences from Propositions
2.5, 2.6 and formulas from Corollaries 2.7 and 2.8.

14: Execute ϕ̂ and expand the resulting rational polynomial

15: end procedure

16: function ApplyPsi(ϕ,k,{µα,β(xi)})

17: Substitute L by Lk in ϕ
18: for each curve Xi do

19: for j = 1, . . . , gi do
20: Substitute ai,j by µk,j(Xi) in ϕ
21: end for

22: end for

23: end function

Theorem 4.2. For each Lλ−rings-term ϕ(L, [X1], . . . , [Xn]) spanned by motves of curves X1, . . . ,Xn

and the Lefschetz object L, Algorithm 2 computes the polynomial Pϕ from Theorem 4.1.

Proof. It follows directly from Theorem 3.8, using ai,1 = a1(Xi) as generators xi of ϕ
′, once we take

into account that variables ai,k with k > gi are not algebraically free anymore, but rather given in
terms of ai,1, . . . , ai,gi and L as







Lk−giai,2gi−k if gi < k < 2gi
Lgi if k = 2gi
0 if k > 2gi

�
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5. Computational verification of a conjectural formula for the motives of
moduli spaces of twisted Higgs bundles and Lie algebroid connections

Let X be a smooth complex projective curve of genus g ≥ 2. Let L be line bundle on X of degree
dL = deg(L) and suppose that dL = 2g − 2 + p with p > 0. An L-twisted Higgs bundle on X is a
vector bundle E together with an homomorphism

ϕ : E −→ E ⊗ L

called Higgs field. An L-twisted Higgs bundle (E,ϕ) is called semistable if for all subbundles F ⊆ E
such that ϕ(F ) ⊆ F ⊗ L we have

deg(F )

rk(F )
≤

deg(E)

rk(E)

Let ML(r, d) denote the moduli space of semistable L-twisted Higgs bundles of rank r and degree
d on X (c.f. [AO21]).

As an application of the previous methodology, we will compute explicit simplified formulas for
the motives of some moduli spaces of rank 2 and rank 3 L-twisted Higgs bundles on X as integer
polynomials in the motives a1, . . . , ag and the Lefschetz motive L, where

ai = λi(h1(X))

and we will use this to verify computationally that some conjectural formulas from Mozgovoy
[Moz12] about the motive of the moduli space of L-twisted Higgs bundles hold, at least for low
rank, genus and degree.

More explicitly, we will apply the proposed algorithm to the following formulas from [AO21,
Corollary 7.7] obtained through the Bialynicki-Birula decomposition of the variety.

Theorem 5.1 ( [AO21, Corollary 7.7]). (1) For r = 1

[ML(X, 1, d)] = [Jac(X)×H0(X,L∨)] = LdL+1−gPX(1)

(2) For r = 2, if (2, d) = 1,

[ML(X, 2, d)] =
L4dL+4−4g

(

PX(1)PX (L)− LgPX(1)
2
)

(L− 1)(L2 − 1)

+ L3dL+2−2gPX(1)

⌊
1+dL

2
⌋

∑

d1=1

λ1−2d1+dL([X]).
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(3) For r = 3, if (3, d) = 1,

[ML(X, 3, d)] =
L9dL+9−9gPX(1)

(L− 1)(L2 − 1)2(L3 − 1)

(

L3g−1(1 + L+ L2)PX(1)
2

− L2g−1(1 + L)2PX(1)PX (L) + PX(L)PX(L
2)
)

+
L7dL+5−5gPX(1)

2

L− 1

⌊ 1
3
+

dL
2
⌋

∑

d1=1

(

Ld1+gλ−2d1+dL([X] + L2)− λ−2d1+dL([X]L + 1)

)

+
L7dL+5−5gPX(1)

2

L− 1

⌊ 2
3
+

dL
2
⌋

∑

d1=1

(

Ld1+g−1λ−2d1+dL+1([X] + L2)− λ−2d1+dL+1([X]L + 1)

)

+ L6dL+3−3gPX(1)

dL
∑

d1=1

⌊(1+dL−a)/2⌋
∑

d2=max{−dL+d1,1−d1}

λ−d1+d2+dL([X])λ1−d1−2d2+dL([X])

and the following conjectural formula from [Moz12, Corollary 3] (in the rewritten form presented
in [AO21, Conjecture 7.12]) obtained as a solution for the motivic ADHM recursion formula.

Conjecture 5.2. [Moz12, Conjecture 3], [MO19, Theorem 1.1 and Theorem 4.6], [AO21, Conjec-
ture 7.12] For each integer n ≥ 1, let

Hn(t) =
∑

λ∈Pn

∏

s∈d(λ)

(−ta(s)−l(s)La(s))pt(1−g)(2l(s)+1)ZX(t
h(s)La(s)).

Define Hr(t) for r ≥ 1 as follows

∑

r≥1

Hr(t)T
r = (1− t)(1− Lt) PLog

(

∑

n≥0

Hn(t)T
n

)

= (1− t)(1− Lt)
∑

j≥1

µ(j)

j
ψj

[

log

(

1 +
∑

n≥1

Hn(t)T
n

)]

= (1− t)(1− Lt)
∑

j≥1

∑

k≥1

(−1)k+1µ(j)

jk

(

∑

n≥1

ψj [Hn(t)]T
jn

)k

.

Where Pn denotes the set of partitions of n, considered as decreasing sequences of integers λ =

(λ1 ≥ λ2 ≥ · · · ≥ λk > 0) with
∑k

i=1 λi = n, and for each λ ∈ Pn,

d(λ) = {(i, j) ∈ Z2|1 ≤ i, 1 ≤ j ≤ λi},

a(i, j) = λi − j, l(i, j) = λ′j − i = max{l|λl ≥ j} − i, h(i, j) = a(i, j) + l(i, j) + 1,

and the operator PLog in the formula is the Plethystic logarithm for the Adams operations associated
to the opposite structure σ, defined as

PLog(A) =
∑

j≥1

µ(j)

j
ψk[log(A)].

Then Hr(t) is a polynomial in t and

[MΛL
(r, d)] = (−1)prLr

2(g−1)+p r(r+1)
2 Hr(1).
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Algorithm 2 has been applied to the previous formulas from Theorem 5.1 and Conjecture 5.2 to
obtain the following simplified motivic polynomials

PBB
g,r,p, P

ADHM
g,r,p ∈ Z[L, a1, . . . , ag]

representing the respective formulas for each genus g ≥ 2, rank r ≥ 2 and p > 0 in the sense of
Theorem 3.7. As these polynomials are integral polynomials in a small set of variables, they could
be compared computationally in a direct way, and the following was verified.

Theorem 5.3. Let X be a smooth complex projective curve of genus g. Then

PBB
g,r,p = PADHM

g,r,p

if the following conditions hold

• 2 ≤ g ≤ 11,
• 1 ≤ r ≤ 3,
• d is coprime with r and
• 1 ≤ p ≤ 20 (a.k.a. 2g − 1 ≤ −dL ≤ 2g + 18).

In particular, as [AO21, Corollary 7.7] together with Theorems 3.7 and 3.8 prove that

[ML(r, d)] = PBB
g,r,p(L, h

1(X), . . . , λg(h1(X)))

then this shows that Mozgovoy’s Conjecture 5.2 holds if such conditions are satisfied.

Remark 5.4. As a consequence of [AO21, Theorem 6.7], the resulting polynomials PBB
g,r,p = PADHM

g,r,p

also compute the motives for the corresponding moduli spaces of Lie algebroid connections in rank
2 and 3.

6. Annex: Motives of the Moduli space of twisted Higgs bundles in low genus

This annex contains some examples of simplified polynomial formulas for the motives of the
moduli space of L-twisted Higgs bundles of rank at most 3, with deg(L) = 2g − 2 + p and p > 0
in low genus. These formulas have been obtained applying the proposed Algorithm 2 to Mozovoy’s
Conjectural formula 5.2. The polynomials Pg,r,p = PADHM

g,r,p = PBB
g,r,p depend on an = λn([h1(X)]) and

the Lefschetz motive L. The resulting polynomial has then been factorized to improved readability.
Please notice that the equations from Theorem 5.1 imply straightforwardly that the motives of the
moduli spaces are multiples of

PX(1) = [Jac(X)] =

2g
∑

n=0

λn(h1(X)) = 1 + a1 + a2 + . . .+ ag + Lag−1 + . . . + Lg−1a1 + Lg

This can be observed in all the computed cases.
As these formulas have been computed from Conjecture 5.2, they were, in general, just con-

jectural, but, as stated in Theorem 5.3, they have been computationally verified for 1 ≤ p ≤ 20
showing that they agree with the equations from Theorem 5.1.

P2,1,p = Lp+1
(

L2 + a1 L+ a1 + a2 + 1
)

P3,1,p = Lp+2
(

L3 + a1 L
2 + a2 L+ a1 + a2 + a3 + 1

)

P4,1,p = Lp+3
(

L4 + a1 L
3 + a2 L

2 + a3 L+ a1 + a2 + a3 + a4 + 1
)

P2,2,1 = L7
(

L2 + a1 L+ a1 + a2 + 1
) (

2L+ a1 + a2 + La1 + L2 a1 + 2L2 + L3 + L4 + 2
)

P2,2,2 = L10
(

L2 + a1 L+ a1 + a2 + 1
) (

2L+ 2 a1 + a2 + 2La1 +La2 +L2 a1 + L3 a1 + 2L2 + 2L3

+ L4 + L5 + 2
)
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P2,2,3 = L13
(

L2 + a1 L+ a1 + a2 + 1
) (

2L+ 2 a1 + 2 a2 + 3La1 + La2 + 2L2 a1 + L2 a2 + L3 a1

+ L4 a1 + 3L2 + 2L3 + 2L4 + L5 + L6 + 3
)

P2,2,4 = L16
(

L2 + a1 L+ a1 + a2 + 1
) (

3L+ 3 a1 + 2 a2 + 4La1 + 2La2 + 3L2 a1 +L2 a2 +2L3 a1

+ L3 a2 + L4 a1 + L5 a1 + 3L2 + 3L3 + 2L4 + 2L5 + L6 + L7 + 3
)

P2,3,1 = L15
(

L2 + a1 L+ a1 + a2 + 1
) (

L11 + L10 + L9 a1 + 3L9 + 2L8 a1 + 4L8 + 4L7 a1 + L7 a2

+ 7L7 + L6 a1
2 + 8L6 a1 + L6 a2 + 9L6 + L5 a1

2 + 12L5 a1 + 4L5 a2 + 14L5 + 3L4 a1
2

+ L4 a1 a2 + 18L4 a1 + 5L4 a2 + 15L4 + 5L3 a1
2 + 2L3 a1 a2 + 22L3 a1 + 9L3 a2 + 18L3

+ 6L2 a1
2 + 4L2 a1 a2 + 24L2 a1 + 10L2 a2 + 15L2 + 6La1

2 + 5La1 a2 + 18La1 + La2
2

+ 10La2 + 12L+ 3 a1
2 + 4 a1 a2 + 9 a1 + a2

2 + 6 a2 + 6
)

P2,3,2 = L21
(

L2+a1 L+a1+a2+1
) (

L14+L13+L12 a1+3L12+2L11 a1+4L11+4L10 a1+L
10 a2

+ 7L10 + L9 a1
2 + 8L9 a1 + L9 a2 + 9L9 + L8 a1

2 + 12L8 a1 + 4L8 a2 + 15L8 + 3L7 a1
2

+ L7 a1 a2 + 19L7 a1 + 5L7 a2 + 18L7 + 5L6 a1
2 + 2L6 a1 a2 + 28L6 a1 + 10L6 a2 + 25L6

+ 8L5 a1
2 + 4L5 a1 a2 + 38L5 a1 + 13L5 a2 + 28L5 + 13L4 a1

2 + 7L4 a1 a2 + 44L4 a1
+ L4 a2

2 + 19L4 a2 + 32L4 + 16L3 a1
2 + 12L3 a1 a2 + 50L3 a1 + L3 a2

2 + 21L3 a2 + 29L3

+ 17L2 a1
2 + 15L2 a1 a2 + 44L2 a1 + 3L2 a2

2 + 23L2 a2 + 27L2 + 15La1
2 + 16La1 a2

+ 32La1 + 4La2
2 + 17La2 + 16L+ 6 a1

2 + 9 a1 a2 + 16 a1 + 3 a2
2 + 12 a2 + 10

)

P2,3,3 = L27
(

L2+a1 L+a1+a2+1
) (

L17+L16+L15 a1+3L15+2L14 a1+4L14+4L13 a1+L
13 a2

+7L13+L12 a1
2+8L12 a1+L

12 a2+9L12+L11 a1
2+12L11 a1+4L11 a2+15L11+3L10 a1

2

+L10 a1 a2+19L10 a1+5L10 a2+18L10+5L9 a1
2+2L9 a1 a2+28L9 a1+10L9 a2+27L9

+ 8L8 a1
2 + 4L8 a1 a2 + 40L8 a1 + 13L8 a2 + 33L8 + 13L7 a1

2 + 7L7 a1 a2 + 54L7 a1
+ L7 a2

2 + 21L7 a2 + 43L7 + 19L6 a1
2 + 12L6 a1 a2 + 71L6 a1 + L6 a2

2 + 26L6 a2 + 48L6

+ 27L5 a1
2 + 18L5 a1 a2 + 82L5 a1 + 3L5 a2

2 + 36L5 a2 + 55L5 + 34L4 a1
2 + 27L4 a1 a2

+ 92L4 a1 + 4L4 a2
2 + 40L4 a2 + 53L4 + 38L3 a1

2 + 34L3 a1 a2 + 91L3 a1 + 7L3 a2
2

+45L3 a2+51L3+38L2 a1
2+38L2 a1 a2+78L2 a1+9L2 a2

2+41L2 a2+41L2+28La1
2

+33La1 a2+55La1+9La2
2+31La2+25L+10 a1

2+16 a1 a2+25 a1+6 a2
2+20 a2+15

)

P2,3,4 = L33
(

L2+a1 L+a1+a2+1
) (

L20+L19+L18 a1+3L18+2L17 a1+4L17+4L16 a1+L
16 a2

+ 7L16 + L15 a1
2 + 8L15 a1 + L15 a2 + 9L15 + L14 a1

2 + 12L14 a1 + 4L14 a2 + 15L14

+ 3L13 a1
2 + L13 a1 a2 + 19L13 a1 + 5L13 a2 + 18L13 + 5L12 a1

2 + 2L12 a1 a2 + 28L12 a1
+ 10L12 a2 + 27L12 + 8L11 a1

2 + 4L11 a1 a2 + 40L11 a1 + 13L11 a2 + 33L11 + 13L10 a1
2

+ 7L10 a1 a2 + 54L10 a1 + L10 a2
2 + 21L10 a2 + 46L10 + 19L9 a1

2 + 12L9 a1 a2 + 74L9 a1
+ L9 a2

2 + 26L9 a2 + 55L9 + 27L8 a1
2 + 18L8 a1 a2 + 96L8 a1 + 3L8 a2

2 + 39L8 a2
+ 70L8 + 38L7 a1

2 + 27L7 a1 a2 + 120L7 a1 + 4L7 a2
2 + 47L7 a2 + 78L7 + 51L6 a1

2

+ 38L6 a1 a2 + 140L6 a1 + 7L6 a2
2 + 62L6 a2 + 88L6 + 62L5 a1

2 + 52L5 a1 a2 + 158L5 a1
+ 9L5 a2

2 + 70L5 a2 + 89L5 + 71L4 a1
2 + 64L4 a1 a2 + 162L4 a1 + 14L4 a2

2 + 79L4 a2
+ 90L4 + 75L3 a1

2 + 73L3 a1 a2 + 156L3 a1 + 17L3 a2
2 + 78L3 a2 + 78L3 + 67L2 a1

2

+ 71L2 a1 a2 + 128L2 a1 + 18L2 a2
2 + 71L2 a2 + 64L2 + 45La1

2 + 56La1 a2 + 84La1
+ 16La2

2 + 49La2 + 36L+ 15 a1
2 + 25 a1 a2 + 36 a1 + 10 a2

2 + 30 a2 + 21
)

P3,2,1 =L11
(

L3+a1 L
2+a2 L+a1+a2+a3+1

) (

3L+2 a1+2 a2+a3+2La1+2La2+La3+2L2 a1

+ L2 a2 + 2L3 a1 + L3 a2 + L4 a1 + L5 a1 + 3L2 + 3L3 + 2L4 + 2L5 + L6 + L7 + 3
)
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P3,2,2 = L14
(

L3 + a1 L
2 + a2 L+ a1 + a2 + a3 + 1

) (

3L+ 3 a1 + 2 a2 + 2 a3 + 2La1 + 3La2 +La3

+ 3L2 a1 + 2L2 a2 + 2L3 a1 +L2 a3 +L3 a2 + 2L4 a1 +L4 a2 +L5 a1 +L6 a1 + 3L2 + 3L3

+ 3L4 + 2L5 + 2L6 + L7 + L8 + 3
)

P3,2,3 = L17
(

L3 + a1 L
2 + a2 L+ a1 + a2 + a3 +1

) (

3L+3 a1 +3 a2 +2 a3 +3La1 +4La2 +2La3

+ 3L2 a1 + 3L2 a2 + 3L3 a1 + L2 a3 + 2L3 a2 + 2L4 a1 + L3 a3 + L4 a2 + 2L5 a1 + L5 a2

+ L6 a1 + L7 a1 + 3L2 + 4L3 + 3L4 + 3L5 + 2L6 + 2L7 + L8 + L9 + 4
)

P3,2,4 = L20
(

L3 + a1 L
2 + a2 L+ a1 + a2 + a3 + 1

) (

4L+ 4 a1 + 3 a2 + 3 a3 + 3La1 + 5La2

+ 2La3 + 5L2 a1 + 4L2 a2 + 3L3 a1 + 2L2 a3 + 3L3 a2 + 3L4 a1 + L3 a3 + 2L4 a2

+ 2L5 a1 + L4 a3 + L5 a2 + 2L6 a1 + L6 a2 + L7 a1 + L8 a1 + 3L2 + 4L3 + 4L4 + 3L5

+ 3L6 + 2L7 + 2L8 + L9 + L10 + 4
)

P3,3,1 = L24
(

L3 + a1 L
2 + a2 L+ a1 + a2 + a3 + 1

) (

L19 + L18 + L17 a1 + 3L17 + 2L16 a1 + 4L16

+ 4L15 a1 + L15 a2 + 7L15 + L14 a1
2 + 7L14 a1 + L14 a2 + 9L14 + L13 a1

2 + 11L13 a1

+ 4L13 a2 + L13 a3 + 14L13 + 3L12 a1
2 + L12 a1 a2 + 16L12 a1 + 6L12 a2 + L12 a3 + 17L12

+ 4L11 a1
2 + 2L11 a1 a2 + 24L11 a1 + 11L11 a2 + 3L11 a3 + 24L11 + 7L10 a1

2 + 4L10 a1 a2

+ L10 a1 a3 + 32L10 a1 + 16L10 a2 + 5L10 a3 + 30L10 + 9L9 a1
2 + 8L9 a1 a2 + L9 a1 a3

+ 44L9 a1 + L9 a2
2 + 25L9 a2 + 8L9 a3 + 38L9 + 15L8 a1

2 + 12L8 a1 a2 + 4L8 a1 a3

+ 56L8 a1 + L8 a2
2 + 34L8 a2 + 12L8 a3 + 45L8 + 18L7 a1

2 + 19L7 a1 a2 + 5L7 a1 a3

+ 70L7 a1 + 3L7 a2
2 + L7 a2 a3 + 47L7 a2 + 18L7 a3 + 53L7 + 25L6 a1

2 + 28L6 a1 a2

+ 10L6 a1 a3 + 80L6 a1 + 5L6 a2
2 + 2L6 a2 a3 + 59L6 a2 + 23L6 a3 + 57L6 + 28L5 a1

2

+ 38L5 a1 a2 + 13L5 a1 a3 + 90L5 a1 + 8L5 a2
2 + 4L5 a2 a3 + 69L5 a2 + 30L5 a3 + 60L5

+ 32L4 a1
2 + 44L4 a1 a2 + 19L4 a1 a3 + 89L4 a1 + 13L4 a2

2 + 7L4 a2 a3 + 76L4 a2

+ L4 a3
2 + 35L4 a3 + 58L4 + 29L3 a1

2 + 50L3 a1 a2 + 21L3 a1 a3 + 85L3 a1 + 16L3 a2
2

+ 12L3 a2 a3 + 76L3 a2 + L3 a3
2 + 36L3 a3 + 51L3 + 27L2 a1

2 + 44L2 a1 a2 + 23L2 a1 a3

+ 67L2 a1 + 17L2 a2
2 + 15L2 a2 a3 + 64L2 a2 + 3L2 a3

2 + 33L2 a3 + 39L2 + 16La1
2

+ 32La1 a2 + 17La1 a3 + 45La1 + 15La2
2 + 16La2 a3 + 47La2 + 4La3

2 + 28La3

+ 30L+ 10 a1
2 + 16 a1 a2 + 12 a1 a3 + 25 a1 + 6 a2

2 + 9 a2 a3 + 20 a2 + 3 a3
2 + 15 a3 + 15

)
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P3,3,2 = L30
(

L3 + a1 L
2 + a2 L+ a1 + a2 + a3 + 1

) (

L22 + L21 + L20 a1 + 3L20 + 2L19 a1 + 4L19

+ 4L18 a1 + L18 a2 + 7L18 + L17 a1
2 + 7L17 a1 + L17 a2 + 9L17 + L16 a1

2 + 11L16 a1
+ 4L16 a2 + L16 a3 + 14L16 + 3L15 a1

2 + L15 a1 a2 + 16L15 a1 + 6L15 a2 + L15 a3 + 17L15

+ 4L14 a1
2 + 2L14 a1 a2 + 24L14 a1 + 11L14 a2 + 3L14 a3 + 24L14 + 7L13 a1

2 + 4L13 a1 a2
+ L13 a1 a3 + 32L13 a1 + 16L13 a2 + 5L13 a3 + 30L13 + 9L12 a1

2 + 8L12 a1 a2 + L12 a1 a3
+44L12 a1 +L12 a2

2 +25L12 a2 +8L12 a3 +39L12 +15L11 a1
2 +12L11 a1 a2 +4L11 a1 a3

+ 57L11 a1 + L11 a2
2 + 34L11 a2 + 12L11 a3 + 48L11 + 18L10 a1

2 + 19L10 a1 a2
+ 5L10 a1 a3 + 75L10 a1 + 3L10 a2

2 +L10 a2 a3 + 48L10 a2 + 18L10 a3 + 59L10 + 27L9 a1
2

+ 28L9 a1 a2 + 10L9 a1 a3 + 92L9 a1 + 5L9 a2
2 + 2L9 a2 a3 + 63L9 a2 + 24L9 a3 + 68L9

+ 33L8 a1
2 + 40L8 a1 a2 + 13L8 a1 a3 + 112L8 a1 + 8L8 a2

2 + 4L8 a2 a3 + 81L8 a2
+33L8 a3+78L8 +43L7 a1

2 +54L7 a1 a2 +21L7 a1 a3 +126L7 a1 +13L7 a2
2 +7L7 a2 a3

+ 99L7 a2 + L7 a3
2 + 41L7 a3 + 85L7 + 48L6 a1

2 + 71L6 a1 a2 + 26L6 a1 a3 + 140L6 a1
+ 19L6 a2

2 + 12L6 a2 a3 + 113L6 a2 + L6 a3
2 + 50L6 a3 + 88L6 + 55L5 a1

2 + 82L5 a1 a2
+ 36L5 a1 a3 + 142L5 a1 + 27L5 a2

2 + 18L5 a2 a3 + 124L5 a2 + 3L5 a3
2 + 57L5 a3 + 87L5

+ 53L4 a1
2 + 92L4 a1 a2 + 40L4 a1 a3 + 139L4 a1 + 34L4 a2

2 + 27L4 a2 a3 + 127L4 a2
+ 4L4 a3

2 + 61L4 a3 + 81L4 + 51L3 a1
2 + 91L3 a1 a2 + 45L3 a1 a3 + 122L3 a1 + 38L3 a2

2

+34L3 a2 a3 +115L3 a2 +7L3 a3
2 +58L3 a3 +69L3 +41L2 a1

2 +78L2 a1 a2 +41L2 a1 a3
+ 94L2 a1 + 38L2 a2

2 + 38L2 a2 a3 + 94L2 a2 + 9L2 a3
2 + 51L2 a3 + 51L2 + 25La1

2

+ 55La1 a2 + 31La1 a3 + 60La1 + 28La2
2 + 33La2 a3 + 68La2 + 9La3

2 + 39La3
+36L+15 a1

2 +25 a1 a2 +20 a1 a3 +36 a1 +10 a2
2 +16 a2 a3 +30 a2 +6 a3

2 +24 a3 +21
)
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[GPHS14] Oscar Garćıa-Prada, Jochen Heinloth, and Alexander Schmitt. On the motives of moduli of chains and
Higgs bundles. Journal of the European Mathematical Society, 16:2617–2668, 2014.

[Gri19] Darij Grinberg. λ-rings: Definitions and basic properties, 2019. https://www.cip.ifi.lmu.de/ grin-
berg/algebra/lambda.pdf.

[Hei07] Franziska Heinloth. A note on functional equations for zeta functions with values in Chow motives. Ann.
Inst. Fourier (Grenoble), 57(6):1927–1945, 2007.

[Kap00] M. Kapranov. The elliptic curve in the S-duality theory and Eisenstein series for Kac-Moody groups.
arXiv:math/0001005, 2000.

[Knu73] Donald Knutson. λ-Rings and the Representation Theory of the Symmetric Group. Springer Berlin Hei-
delberg, Berlin, Heidelberg, 1973.

[Lee18] Kyoung-Seog Lee. Remarks on motives of moduli spaces of rank 2 vector bundles on curves.
arXiv:1806.11101, 2018.

[MO19] Sergey Mozgovoy and Ronan O’Gorman. Counting twisted Higgs bundles. arXiv:1901.02439, 2019.
[Moz12] Sergey Mozgovoy. Solutions of the motivic ADHM recursion formula. Int. Math. Res. Not. IMRN,

2012(18):4218–4244, 2012.
[Sán14] Jonathan Sánchez. Motives of moduli spaces of pairs and applications. PhD thesis, Universidad Com-

plutense, Madrid, 2014.

D. Alfaya,
Department of Applied Mathematics and Institute for Research in Technology, ICAI School of

Engineering, Comillas Pontifical University, C/Alberto Aguilera 25, 28015 Madrid, Spain
Email address: dalfaya@comillas.edu


	1. Introduction
	2. -rings and Adams operations
	3. Abstract simplification algorithm
	4. Simplification of expressions in the Grothendieck ring of Chow motives
	5. Computational verification of a conjectural formula for the motives of moduli spaces of twisted Higgs bundles and Lie algebroid connections
	6. Annex: Motives of the Moduli space of twisted Higgs bundles in low genus
	References

