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Abstract. BV functions cannot be approximated well by piecewise constant functions,

but this work will show that a good approximation is still possible with (countably)

piecewise affine functions. In particular, this approximation is area-strictly close to the

original function and the L1-difference between the traces of the original and approximat-

ing functions on a substantial part of the mesh can be made arbitrarily small. Necessarily,

the mesh needs to be adapted to the singularities of the BV function to be approximated,

and consequently, the proof is based on a blow-up argument together with explicit con-

structions of the mesh. In the case of W1,1-Sobolev functions we establish an optimal

W1,1-error estimate for approximation by piecewise affine functions on uniform regular

triangulations. The piecewise affine functions are standard quasi-interpolants obtained

by mollification and Lagrange interpolation on the nodes of triangulations, and the main

new contribution here compared to for instance Clément (RAIRO Analyse Numérique

9 (1975), no. R-2, 77–84) and Verfürth (M2AN Math. Model. Numer. Anal. 33 (1999),

no. 4, 695–713) is that our error estimates are in the W1,1-norm rather than merely the

L1-norm.
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1. Introduction

Functions of bounded variation have important applications in many branches of math-

ematical physics, among them optimization [4], free-discontinuity problems [3] (this and

the previous reference also contain good introductions to the theory of BV functions), and

hyperbolic systems of conservation laws [13]. However, apart from applications to image

segmentation and related models (see [8] and the references quoted there), the theory of

numerical approximations of such functions is not very well developed and indeed, because

of the nature of singularities of BV functions, a more thorough analysis is required. In this

work we consider the basic question of whether a BV function can be approximated well by

(countably) piecewise affine functions. Before we start our investigation, though, we remark

that any good approximation by piecewise-constant BV functions must fail, this will be

shown in Proposition 4 below.

For d > 1 an integer, let Ω be a bounded Lipschitz domain in Rd. The density of

piecewise affine functions in W1,p(Ω;Rm) for exponents 1 ≤ p <∞ is fundamental for finite

element methods, and for example also useful in proving lower semicontinuity of variational

functionals, see for example [17, 16, 12]. Such an approximation result is also easily seen to be

true in the space BV of functions of bounded variation, if we switch from norm convergence

to the so-called (area-)strict convergence (see below).

For some applications, however, one needs a better approximation result, in which also

the trace differences over the boundaries of the mesh are controlled. This need becomes

immediately obvious for example in the analysis of energy functionals in free-discontinuity

problems, which typically involve a term measuring jumps over the discontinuity surface
1
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(see for example [9]), and where, to produce good approximants, one needs to control also

the approximation of jumps.

The purpose of this note is to prove the following approximation theorem, related to a

weaker result in [21] and the numerical and analytical studies [5, 31, 25, 2, 6, 32].

Theorem 1. Let Ω ⊂ Rd be a bounded Lipschitz domain, λ a finite Borel measure on Ω

and u ∈ BV(Ω;Rm). Then, for every ε > 0 there exist a countable family R of (rotated)

rectangles and simplices R ⊂ Ω and v ∈W1,1(Ω;Rm) with the following properties:

(i) The sets in R are non-overlapping and (Ld + |Du|)(Ω \
⋃
R) = 0.

(ii) For each R ∈ R the restriction v|R is affine.

(iii) ‖u− v‖L1(Ω;Rm) + |〈Du〉(Ω)− 〈Dv〉(Ω)| < ε.

(iv) R = Rg ∪Rb with λ (
⋃
Rb) < ε and

∑
R∈Rg

∫
∂R

|u− v| dHd−1 < ε.

(v) v|∂Ω = u|∂Ω.

We refer to the family R as a mesh for Ω. Observe that R need not be locally finite in Ω

and therefore the W1,1-function v in the theorem, called an R-piecewise affine function,

need not be continuous. The property (v) should be understood in the sense of trace in BV

(see [3]).

Let us also briefly comment on the notation for measures. If µ = dµ
dLd Ld + µs is the

Lebesgue–Radon–Nikodým decomposition of the measure µ, we define the following measure

(related to the area functional)

〈µ〉(A) := |(µ,Ld)|(A) =

∫
A

√
1 +

∣∣∣ dµ

dLd
∣∣∣2 dx+ |µs|(A)

for every Borel set A ⊂ Ω, where |(µ,Ld)| and |µs| denote the total variation measures of the

vector measures (µ,Ld) and µs, respectively. We always define the total variation measures

with respect to the natural euclidean norms (see [3]).

Strong convergence in BV is not very useful here and instead we shall mainly be concerned

with three weaker notions of convergence in BV: A sequence (uj) ⊂ BV(Ω;Rm) is said to

converge weakly∗ to u ∈ BV(Ω;Rm) if ‖uj−u‖L1 → 0 and Duj
∗
⇁ Du in C0(Ω,Rm×d)∗, it is

said to converge strictly if ‖uj−u‖L1 → 0 and |Duj |(Ω)→ |Du|(Ω) as j →∞; and it is said

to converge 〈 q〉-strictly (or area-strictly) if ‖uj − u‖L1 → 0 and 〈Duj〉(Ω) → 〈Du〉(Ω).

The latter mode of convergence is the natural replacement for the strong convergence in

BV(Ω;Rm) since one can show that smooth functions are 〈 q〉-strictly but not strongly dense

in BV(Ω;Rm). In fact, we even have the following stronger result on 〈 q〉-strict density of C∞

smooth functions under trace constraints (see Lemma 1 of [19] for a slightly more general

statement or Lemma B.1 in [7]):

Lemma 2. Let Ω ⊂ Rd be a bounded Lipschitz domain and let u ∈ BV(Ω;Rm). There

exists a sequence (vj) ⊂ (W1,1 ∩ C∞)(Ω;Rm) such that

vj → u 〈 q〉-strictly and vj = u in the sense of trace on ∂Ω for all j ∈ N.

If u ∈W1,1(Ω;Rm), then we can in addition arrange that vj → u strongly in W1,1(Ω;Rm).

See also [28] for an interesting generalization. Many reasonable integral functionals with

linear growth are continuous with respect to the 〈 q〉-strict convergence by Reshetnyak’s

continuity theorem [26] and extensions, see for example Theorem 4 and the appendix of [20];

lower semicontinuity in this situation is discussed in [14].

The main result of this paper establishes density of (countably) piecewise affine functions

in BV in the area-strict sense and such that additionally conditions (iv), (v) are satisfied.

We remark that it is easy to satisfy conditions (i)–(iii) of Theorem 1 by simply mollifying u,
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which gives a strictly close smooth function (by Lemma 2) and then strongly approximating

this smooth function by a piecewise affine function. Unfortunately, on this route one loses

control of the sum of integrals in (iv), and it is precisely this condition, which is important

for instance in applications to free-discontinuity problems.

In Theorem 3 below we establish substantially stronger approximation results for W1,1-

Sobolev functions. This is done by showing that suitable quasi-interpolants on any given reg-

ular and uniform triangulation yield an approximation with error bounds that only depend

on the L1-modulus of continuity of the weak gradient of the approximated W1,1-function

and regularity/uniformity constants of the triangulation. We refer to Section 2 for notation

and terminology. Hence, by virtue of the Kolmogorov-Riesz characterization of compactness

in L1, we have in particular a uniform rate of approximation by quasi-interpolants on all

norm-compact subsets of W1,1. Of course, similar results remain true in W1,p for p > 1,

but we shall refrain from stating these results explicitly here and instead focus on the case

p = 1.

Theorem 3. Assume that T is a regular triangulation of Rd which is also uniform in the

sense that there exists a constant γ ∈ (0, 1) such that

γk ≤ diam τ ≤ k for all τ ∈ T ,

where

k := sup
τ∈T

diam τ.

Then, there exists a constant C, only depending on the dimensions, γ, and the parameter

of regularity of the triangulation T , such that for any bounded Lipschitz domain Ω in Rd

and any Sobolev function u ∈ W1,1(Ω;Rm) there exists a T -piecewise affine function a ∈
W1,∞(Ω,Rm) with∫

Ω

(
|u− a|+ |∇u−∇a|

)
dx ≤ Cω(3k),

where ω is a suitable L1-modulus of continuity for ∇u; a modulus of continuity is suitable if

it is a L1-modulus of continuity for ∇U where U is any W1,1-extension of u from Ω to Rd,

see (2.3) for the precise definition.

We end this introduction by returning to the issue of approximating with pure jump

functions. As mentioned above, if in Theorem 1 we try to approximate with pure jump

functions, that is, (countably) piecewise constant BV functions, instead of piecewise affine

functions, then the mode of approximation cannot be area-strict. This also gives another

reason why condition (iv) in Theorem 1 is of interest:

Proposition 4. Let m ∈ N be a natural number and assume that u ∈ C∞c (B(0, 1),Rm)

is not identically zero. Then there can be no sequence of piecewise constant functions uj ∈
BV(B(0, 1),Rm) such that uj → u 〈 q〉-strictly in BV.

Proof. Let F : Rm×d → R be any continuous integrand satisfying F ≡ 0 on ∇u(B(0, 1)),

which is a bounded set by assumption, and such that F (z) = |z| for large values of |z|. Then

clearly its recession function equals |z|:

F∞(z) := lim
t→∞
z′→z

F (tz′)

t
= |z|.

Now if uj were piecewise constant BV functions such that uj → u 〈 q〉-strictly in BV, then

by Reshetnyak’s continuity theorem [26] (also see [29] and the appendix of [20]), we would

have

|Duj |
∗
⇁ |Du|
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and, since Duj = Dsuj ,

|Duj | = F∞
(

dDsuj
d|Dsuj |

)
|Dsuj |

∗
⇁ F

(
dDu

dLd

)
Ld = 0,

where both convergences are weak* in C0(B(0, 1))∗. But this is clearly impossible because

Du 6= 0. �

For another example for the usual strict convergence in the vectorial case, consider the

continuous and 1-homogeneous integrand

F : R2×2 → R, F (z) := |det z|1/2.

Then, for any uj → u strictly in BV(R2;R2), Reshetnyak’s continuity theorem implies

F

(
dDuj
d|Duj |

)
|Duj |

∗
⇁ F

(
dDu

d|Du|

)
|Du| =: F (Du).

However, if the uj ’s are pure jump functions, then rank
dDuj

d|Duj | ≤ 1 |Duj |-almost everywhere,

but F is zero on the rank-one cone, and hence F (Du) = 0 as a measure would follow. Thus

it is not possible to approximate in the strict sense any BV function u with F (Du) 6= 0 by

piecewise constant BV functions.

This observation should be contrasted with the case of real-valued BV-functions (corre-

sponding to m = 1) and the usual strict convergence, where a discretisation of the coarea

formula allows strict approximation by pure jump functions, see [9] and [32, Theorem 3].

Acknowledgements

The authors wish to thank Nicola Fusco and Endre Süli for discussions related to the

subject of this paper.

2. Approximation on a triangulation and proof of Theorem 3

We use standard notation and terminology for simplices and triangulations, and the reader

can find all necessary background in the monograph [23]. However, it is convenient to recall

the key concepts and definitions. Let τ be a d-simplex in Rd, that is, τ is the convex hull

of d + 1 affinely independent points v0, . . . , vd of Rd, the vertices of τ . A face of τ is

any convex combination of a (non-empty) subset of its vertices, and as such it is a lower

dimensional simplex.

Each point x ∈ τ admits a unique barycentric representation as a convex combination

of the vertices of τ :

x =

d∑
j=0

λjvj ,

where λj = λj(x) ∈ [0, 1], j = 1, . . . , d, and
∑d
j=0 λj ≡ 1. The functions τ 3 x 7→ λj(x) ∈

[0, 1] are easily seen to be restrictions of affine functions (again denoted) λj : Rd → R
satisfying λj(τ) = [0, 1] and

∑d
j=0 λj ≡ 1 on Rd. If f : τ → Rm is a function, then the

Lagrange interpolation of f on τ is the (unique) affine function a : Rd → Rm that agrees

with f at the vertices of τ . In terms of the λj ’s, it can be written as

a(x) =

∞∑
j=0

λj(x)f(vj).

Let us also record that the standard d-simplex

σ = σd :=

{
x ∈ Rd : xj ≥ 0 for all j,

d∑
j=1

xj ≤ 1

}
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can be used as reference in the sense that given any d-simplex τ we can find a vector c ∈ Rd

and a linear automorphism M ∈ GL(d) such that

τ = c+Mσ. (2.1)

This remark is useful when we define regularity of a triangulation below.

On a d-simplex we have the following elementary bound, where we note that the right-

hand side is the local Riesz potential of the second derivative evaluated at the vertices of

the simplex. This is the natural counterpart in the context of Lagrange interpolation of the

standard potential estimates obtained by expressing functions in terms of their derivatives

and the Newtonian potential.

Lemma 5. Let τ = c + Mσ, where c ∈ Rd and M ∈ GL(d) and assume that 1/α ≤
detM ≤ α for some constant α > 1. There exists a constant C = C(d,m, α), only depending

on the dimensions and the regularity constant α, with the following property: Assume that

f : τ → Rm is a C2 function with Lagrange interpolant a on the d-dimensional simplex τ .

Then, ∫
τ

|∇f −∇a| dx ≤ C(diam τ)d
d∑
j=0

∫
τ

|∇2f(x)|
|x− vj |d−1

dx.

Proof. We start from the formula

d∑
j=0

(x− vj)⊗∇λj(x) = −I ∈ Rd×d,

which is a consequence of
∑
j ∇λj ≡ 0. Thus,

∇f(x)−∇a(x) = −∇f(x)

( d∑
j=0

(x− vj)⊗∇λj
)

+

d∑
j=0

(
f(x)− f(vj)

)
⊗∇λj

=

d∑
j=0

(∫ 1

0

(
∇f(vj + t(x− vj))−∇f(x)

)
· (x− vj) dt

)
⊗∇λj

=

d∑
j=0

(∫ 1

0

∫ t

1

(x− vj)T ∇2f(vj + s(x− vj)) (x− vj) ds dt

)
⊗∇λj .

Consequently, we find∫
τ

|∇f(x)−∇a(x)| dx

≤
d∑
j=0

∫
τ

|∇λj |
∫ 1

0

|∇2f(vj + s(x− vj))| · |x− vj |2 ds dx

=

d∑
j=0

∫ 1

0

∫ 1

0

∫
{λj=h}∩τ

|∇2f(vj + s(x− vj))| · |x− vj |2 dHd−1(x) ds dh,

(2.2)

where we used (an elementary version of) the coarea formula for the last equality. Now,

for each fixed h ∈ (0, 1) we change variables via y = Φ(x, s) := vj + s(x − vj), where

(x, s) ∈ (τ ∩ λ−1
j {h})× (0, 1) and y ∈ τh := τ ∩ {λj ≥ h}, for which we can estimate

dHd−1(x) ds =
dy

|detDΦ|
∼ dy

sd−1h · diam τ
∼ (diam τ)d−2

|y − vj |d−1 · h
dy,
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since (diam τ)s ∼ |y−vj |, and where the implied constants depend on α and the dimensions.

Furthermore, |x− vj | ∼ (diam τ)h and hence∫ 1

0

∫
{λj=h}∩τ

|∇2f(vj + s(x− vj))| · |x− vj |2 dHd−1(x) ds

≤ C(diam τ)2

∫ 1

0

∫
{λj=h}∩τ

|∇2f(vj + s(x− vj))| · h2 dHd−1(x) ds

≤ C(diam τ)d
∫
τh

|∇2f(y)|
|y − vj |d−1

· h dy.

Plugging this into (2.2), we conclude∫
τ

|∇f(x)−∇a(x)| dx ≤ C(diam τ)d
d∑
j=0

∫ 1

0

∫
τh

|∇2f(y)|
|y − vj |d−1

· h dy dh

≤ C(diam τ)d
d∑
j=0

∫
τ

|∇2f(y)|
|y − vj |d−1

dy.

This completes the proof. �

Next we consider triangulations (where, unless stated otherwise, triangulations could

possibly be infinite). We start with some standard notation and terminology:

Definition 6. A triangulation of an open subset Ω ⊂ Rd is a family T of d-simplices

τ ⊂ Ω satisfying the following three conditions:

(i) Ω =
⋃
T ;

(ii) if τ ′, τ ′′ ∈ T and τ ′ ∩ τ ′′ 6= ∅, then τ ′ ∩ τ ′′ is a common face;

(iii) every τ ∈ T lies in an open set V which intersects only a finite number of simplices

from T .

The triangulation T is called regular if there exists a constant α ≥ 1 such that whenever

τ ∈ T is represented as in (2.1) then

α−1 ≤ |detM | ≤ α.

A function f : Ω→ Rm is said to be piecewise affine with respect to T (or T -piecewise affine)

if for each τ ∈ T the restriction f |τ is an affine function (that is, equals the restriction a|τ
of an affine function a : Rd → Rm).

Note that triangulations T must be locally finite in Ω, but that they can become infinite

towards the boundary of Ω. Therefore a T -piecewise affine W1,1-function will in general

only be locally Lipschitz in Ω.

We are now ready for the main purpose of this section.

Proof of Theorem 3. Using a standard extension theorem (see [22]) we may assume that

u ∈W1,1(Rd;Rm) and let for each h ≥ 0,

ω(h) := sup
|y|≤h

∫
Rd

∣∣∇u(x+ y)−∇u(x)
∣∣ dx (2.3)

be an L1-modulus of continuity for ∇u. We only show the integral bound for derivatives,

the corresponding bound for u− v is similar, but easier.

Apply Lemma 5 to the regularized mapping f = ϕε ? u, where ϕ ∈ C∞c (Rd) is non-

negative, has compact support in B(0, 1), integral equal to 1, and ϕε(x) := ε−dϕ(x/ε) for

ε > 0 to be chosen later. For integers 1 ≤ k, l ≤ d we have

∂klf =
1

ε
(∂lϕ)ε ? (∂ku− Zk) for any Z = (Z1, . . . , Zd) ∈ Rm×d.
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Let τ be a fixed simplex in the triangulation T . Consequently, we may estimate using

Lemma 5,∫
τ

|∇f(x)−∇a(x)| dx

≤ C

ε

d∑
j=0

(diam τ)d
∫
τ

∫
B(0,ε)

|(∇ϕ)ε(y)| · |∇u(x− y)− Z|
|x− vj |d−1

dy dx

≤ C

ε

d∑
j=0

(diam τ)dε−d‖∇ϕ‖L∞

∫
τ

∫
B(0,ε)

|∇u(x− y)− Z|
|x− vj |d−1

dy dx

≤ C

εd+1
‖∇ϕ‖L∞(diam τ)d

d∑
j=0

∫
τ+B(0,ε)

|∇u(w)− Z|
∫
B(0,ε)

dy

|w + y − vj |d−1
dw.

Here we remark that all constants can be chosen independently of τ , because the triangula-

tion is regular. Taking

ε = k := sup
τ∈T

diam τ,

we note∫
B(0,ε)

dy

|w + y − vj |d−1
≤
∫
B(vj−w,3ε)

dy

|w + y − vj |d−1
=

∫
B(0,3ε)

dx

|x|d−1
= 3ωdε,

and so, for all Z ∈ Rm×d,∫
τ

|∇f −∇a| dx ≤ c
∫
τ+B(0,k)

|∇u− Z| dx, (2.4)

where c = 3(d + 1)ωdC‖ϕ‖L∞ . Let us denote τ+ := τ + B(0, k) and plug Z := (∇u)τ+ :=
−
∫
τ+ ∇u dx into (2.4). Then we estimate∫

τ

|∇f −∇a| dx ≤ c
∫
τ+

|∇u− (∇u)τ+ | dx

≤ c−
∫
τ+

∫
τ+

|∇u(x)−∇u(y)| dy dx

≤ c−
∫
τ+

∫
B(0,diam τ+)

|∇u(x)−∇u(x+ w)| dw dx

≤ c−
∫
B(0,diam τ+)

∫
τ+

|∇u(x)−∇u(x+ w)| dx dw.

≤ c

kd

∫
B(0,3k)

∫
τ+

|∇u(x)−∇u(x+ w)| dx dw.

Next we sum these integrals over all simplices τ ∈ T with τ ∩ Ω 6= ∅ and use the bounded

overlap property of {τ+}τ∈T , which follows from the uniformity of the triangulation, to get

∫
Ω

|∇f −∇a| dx ≤ c1
kd

∫
B(0,3k)

∫
Rd

|∇u(x)−∇u(x+ w)| dx dw

≤ c13dω(3k).

Here the constant c1 depends on γ, α and the dimensions. Using finally the standard fact

that also ‖∇u−∇f‖L1(Ω;Rm) ≤ ω(k) we finish the proof. �

Remark that by virtue of the Kolmogorov-Riesz characterization of compactness in L1,

see for example [18], and Theorem 3 we therefore obtain a uniform rate of convergence

by quasi-interpolants for all functions u in any fixed compact subset of W1,1(Ω;Rm). The

relation between compactness and regularity is also discussed in [15].
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(1/2 + 1/4 + 1/8)η
(1/2 + 1/4)η

η/2

Q

Q0
τ

τ (r)

η

η

Figure 1. Triangulation used in the proof of Lemma 7 (η = dist(Qc, Q0)).

3. Proof of Theorem 1

We first establish the following gluing lemma:

Lemma 7. Let Q be an open (possibly rotated) cube in Rd, let Q0 ⊂⊂ Q be a concentric

similar open subcube, and u ∈ BV(Q;Rm) with |Du|(∂Q0) = 0. We further assume:

(i) The closure Q0 is the disjoint union of the closure of a finite number of similar

(open) rectangles S1, . . . , Sm that are translations of one another along a single axis

parallel to one of the sides of Q0, and with the length η of the short side of the Sj,

it holds that dist(∂Q,Q0) = η (like in Figure 1).

(ii) We are given a function w ∈ W1,∞(Q0;Rm) that is affine when restricted to any

Sj, and satisfies

n∑
k=1

∫
∂Sk

|u− w| dHd−1 ≤ ε|Du|(Q).

Then, on A := Q \ Q0 there exists a countably piecewise affine function a ∈ W1,1(A;Rm)

satisfying a = u on ∂Q, a = w on ∂Q0, and

‖u− a‖L1(A;Rm) ≤ Cε‖u‖L1(A;Rm), |〈Da〉(A)− 〈Du〉(A)| ≤ Cε〈Du〉(Q). (3.1)

Here, C = C(d,m) is a dimensional constant.

Proof of Lemma 7. We start by selecting a smooth cut-off function ρ : Q→ [0, 1] with ρ = 1

on Q0, ρ = 0 on ∂Q and |∇ρ| ≤ 2/dist(Q0, ∂Q) satisfying∫
A

ρ
(
|w|+ |u|

)
dx ≤ ε|Du|(Q)
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and ∫
A

(
ρ|∇w −∇u|+ |w − u||∇ρ|

)
dx+

∫
A

ρ d|Dsu| ≤ ε|Du|(Q).

We omit the routine details of this and only remark that it can be achieved for instance

by suitably mollifying the indicator function for Q0 and using our assumptions. Put g =

ρw + (1 − ρ)u, and apply Lemma 2 to find f ∈ (W1,1 ∩ C∞)(A;Rm) satisfying f = w on

∂Q0, f = u on ∂Q and∫
A

|f − g| dx+ |〈Dg〉(A)− 〈Df〉(A)| ≤ ε|Du|(Q).

Next, we construct a triangulation T =
⋃
j∈N τj of A as in Figure 1. This triangulation is

of Whitney-type towards the outer boundary ∂Q,

diam τ ∼ dist(τ, ∂Q). (3.2)

Our T also has the property that the simplices match the elements S1, . . . , Sn at the inner

boundary ∂Q0, meaning that each rectangle Sk ∩ ∂Q0 is a finite union of simplices τ ∩ ∂Q0

where τ ∈ T (but not necessarily only one like in the figure). We take a sufficiently fine

triangulation until we reach the point where the corresponding T -piecewise affine function

a : A→ Rm obtained by Lagrange interpolating g on the nodes of T satisfies∫
A

(
|g − a|+ |〈∇g〉 − 〈∇a〉|

)
dx ≤ ε|Du|(Q).

Of course the implied constants in (3.2) change when the triangulation is refined, but this is

unimportant. The important fact to note is that since the simplices shrink as we approach

the outer boundary ∂Q we hereby achieve that a = g on ∂Q (in the sense of trace), and

therefore a = u on ∂Q. On the inner boundary ∂Q0 we have g = w, and since w|∂Q0 is

piecewise affine with respect to the (lower dimensional) triangulation {τ ∩Q0}τ∈T we also

have that a = w on ∂Q0. Finally, we estimate∫
A

|g − u| dx ≤
∫
A

ρ
(
|w|+ |u|

)
dx ≤ ε|Du|(Q),

|〈Dg〉(A)− 〈Du〉(A)| ≤
∫
A

ρ
(
|∇w −∇u|+ |w − u||∇ρ|

)
dx+

∫
A

ρ d|Dsu|

≤ ε|Du|(Q).

We conclude by use of the triangle inequality. �

We can now show our main result.

Proof of Theorem 1. We introduce the following notation: Let C = (−1, 1)d and for x0 ∈ Rd,
r > 0 set Q(x0, r) := x0 + rC. For every unit vector n ∈ Sd−1 select a rotation P ∈ SO(d)

with Pe1 = n, where e1 = (1, 0, . . . , 0)T ∈ Rd. Let Qn(x0, r) := x0 + rP (C), so that

Qn(x0, r) is an open cube with center x0, sidelength 2r, and two faces orthogonal to n.

Step 1. For Ld-almost every x0 ∈ Ω and 0 < r < dist(x0, ∂Ω)/
√
d put

ur(y) :=
u(x0 + ry)− ũ(x0)

r
, y ∈ C,

where ũ(x0) is the value of the precise representative of u at x0 (for this and other properties

of BV-functions see [3]). We recall that for Ld-almost all x0 ∈ Ω, u is approximately

differentiable at x0 and so, there is a sequence r ↓ 0 (not specifically labelled) with the

property that

ur → u0 〈 q〉-strictly in BV(C;Rm) with u0(x) := ∇u(x0)x, x ∈ C, (3.3)

with the approximate gradient ∇u(x0) of u at x0. The fact that one can indeed choose a

sequence r = rn ↓ 0 such that ur → u0 〈 q〉-strictly follows for example from Lemma 3.1 in [27]
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about the construction of strictly converging blow-ups, applied to the measure (Du,Ld).
Since the trace operator is strictly continuous, we also have that∫

∂C

|ur − u0| dHd−1 → 0 as r ↓ 0; (3.4)

see for instance [20], pp. 53–54, and the references given there. Let us denote the set of such

points x0 ∈ Ω by G1.

Now, for

w(x) = ũ(x0) +∇u(x0)(x− x0), x ∈ Q(x0, r), (3.5)

from (3.3), (3.4) we get by a change of variables that there exists 0 < r(x0) < 1 such that

for r < r(x0) we have∫
Q(x0,r)

|u− w| dx < εrLd(Q(x0, r)),∣∣〈Du〉(Q(x0, r))− 〈Dw〉(Q(x0, r))
∣∣ < ε

2
Ld(Q(x0, r)),∫

∂Q(x0,r)

|u− w| dHd−1 <
ε

2
Ld(Q(x0, r)). (3.6)

Step 2. Next, for |Dsu|-almost all x0 ∈ Ω, henceforth fixed, we have αr := |Du|(Qn(x0,r))
rd

→
∞ as r ↓ 0, and, defining

ur(y) :=
u(x0 + ry)− ux0,r

rαr
, y ∈ Qn(0, 1),

where ux0,r = −
∫
Qn(x0,r)

u dx, by Lemma 3.1 of [27] we can find a sequence of r’s going to 0

(not specifically labelled) such that

ur → u0 strictly in BV(Qn(0, 2);Rm) (3.7)

and

u0(y) = bψ(y · n), y ∈ Qn(0, 2), (3.8)

where ψ : (−1, 1) → R is increasing and bounded. The fact that the blow-up limit u0 can

indeed be chosen one-directional can be proved via Alberti’s Rank One Theorem [1], see

Theorem 3.95 in [3]. Alternatively, we can employ the rigidity result in Lemma 3.2 of [27]

(also see Remark 5.8 in loc. cit.); then we need to treat the additional case of an affine

blow-up, but this is in fact easier than the one-directional case.

It is not hard to see that we additionally may assume that the sequence of r’s is chosen

such that |Du|(∂Qn(x0, r)) = 0; we again refer to [20], pp. 54–55, for these assertions. Denote

the set of such points x0 ∈ Ω by G2, and observe that (Ld + |Du|)(Ω \ (G1 ∪G2)) = 0.

Let N satisfy

N >
max{2d+1, (d− 1)2d} |b|

ε
(ψ(2)− ψ(−2)).

For the function ψ appearing in (3.8) we claim that we can require that the equidistant

partition

−1 = t0 < t1 < . . . < tN = 1 with tj+1 − tj =
2

N
.

consists only of continuity points of ψ. This can be achieved as follows: Select 0 < θ < 1

such that for the modified function ψθ(t) := ψ(t+ θ) all the tj are continuity points. Since

ψ has only countably many discontinuity points, such θ always exists. This corresponds to

a blow-up sequence of the form

ur(y) :=
u(x0 + rθn+ ry)− ux0,r

rαr
, y ∈ Qn(0, 1),
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and in the following we need to replace Qn(x0, r) by Qn(x0 + rθn, r). We note that N still

satisfies

N >
max{2d+1, (d− 1)2d} |b|

ε
(ψ(1)− ψ(−1)).

In the following we will however suppress such a possible shift for ease of notation.

Define ϕ as the piecewise affine function satisfying ϕ(tj) = ψ(tj) for each j = 0, . . . , N ,

and note that with (the rotation P as above),

Sj := P [(tj , tj+1)× (−1, 1)d−1], j = 0, . . . , N − 1,

we have∫
Qn

|u0(y)− bϕ(y · n)| dy = 2d−1|b|
∫ 1

−1

|ψ − ϕ| ds

≤ 2d|b|
N

N−1∑
j=0

ψ(tj+1)− ψ(tj) <
ε

2
(3.9)

and

N−1∑
j=0

∫
∂Sj

|u0(y)− bϕ(y · n)| dHd−1(y)

= |b|
N−1∑
j=0

∫
∂Sj

|ψ(y · n)− ϕ(y · n)| dHd−1(y)

≤ (d− 1)2d−1|b|
N

N−1∑
j=0

ψ(tj+1)− ψ(tj) <
ε

2
. (3.10)

Next, in view of (3.7) and our choice of partition points tj , we infer from the trace theorem

that

N−1∑
j=0

∫
∂Sj

|ur − u0| dHd−1 → 0 as r ↓ 0. (3.11)

For a point x0 ∈ G2, the mapping x 7→ bϕ(x · n) defined above is piecewise affine.

Split the the rotated cube Qn(x0, r) into N rectangles Sj(x0, r) := x0 + rSj and define the

corresponding piecewise affine map

w(x) := ux0,r + rαrb ϕ
(x− x0

r
· n
)
, x ∈ Qn(x0, r). (3.12)

Hence, changing variables in (3.7), (3.11) and using (3.9), (3.10) as well as |Du0|(Qn(0, 1)) =

|D[bϕ(y · n)]|(Qn(0, 1)) and the estimate |
√

1 + | q|2 − | q|| ≤ 1, it follows that there exists

r(x0) > 0 such that for r < r(x0),∫
Qn(x0,r)

|u− w| dx < εr|Du|(Qn(x0, r)),∣∣〈Du〉(Qn(x0, r))− 〈Dw〉(Qn(x0, r))
∣∣ < ε

2
〈Du〉(Qn(x0, r)) + 2L(Qn(x0, r)),

N−1∑
j=0

∫
∂Sj(x0,r)

|u− w| dHd−1 <
ε

2
|Du|(Qn(x0, r)). (3.13)

Step 3. For every x0 ∈ G := G1 ∪ G2 we have so far constructed a (rotated) cube

Q0 = Qn(x0, r) with n and r depending on x0, and for all x0 ∈ G2 this cube is further

subdivided into rectangles Sj(x0, r) (j = 0, . . . , N − 1). Now, for every such Q0 we choose
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a slightly larger concentric similar cube Q = Q(x0, r) ⊃⊃ Q0 with the properties

‖u‖L1(Q\Q0;Rm) ≤ ε‖u‖L1(Q0;Rm),

λ(Q \Q0) + 〈Du〉(Q \Q0) +

∫
∂Q0

|u− w| dHd−1 < ε〈Du〉(Q0). (3.14)

We invoke Lemma 7 with Q0 and Q and with w as in (3.5) or (3.12) for x0 ∈ G1 or

x0 ∈ G2, respectively. In particular, this yields a (countably) piecewise affine function vQ
with the properties stated in that lemma.

Step 4. We next apply the Morse Covering Theorem [24] (or see Theorem 5.51 in [3])

to cover (Ld + |Du|)-almost all of Ω with (rotated) cubes Q from the above family. After

subdividing the cubes Q0 = Q0(x0, r) corresponding to points x0 ∈ G2 into the rectangles

Sj(x0, r) and the set Q(x0, r) \ Q0(x0, r) into the simplices constructed in Lemma 7, we

thereby find a family R satisfying (i) in the statement of Theorem 1.

For the remaining properties (ii)–(v), we write

v =
∑
R∈R

aR1R,

where aR denotes the affine map corresponding to the rectangle or simplex R ∈ R (in par-

ticular vQ =
∑
R⊂Q aR for any vQ from the previous step). Because the rectangles/simplices

are non-overlapping, the map v is well-defined and it is clear that (ii) is satisfied. For the

remaining assertions we consider for j ∈ N the mapping

vj = u1Hj +
∑

Ld(R)>
1
j

aR1R, with Hj = Ω \

 ⋃
Ld(R)>

1
j

R

 .

Since the above sum is finite, we infer that vj ∈ BV(Ω;Rm) and

Dvj = Du Hj + u⊗ νHj
Hd−1 ∂Hj

+
∑

Ld(R)>
1
j

(
∇aR Ld R+ aR ⊗ νRHd−1 ∂R

)
= Du Hj +

∑
Ld(R)>

1
j

(
∇aR Ld R+ (aR − u)⊗ νRHd−1 ∂R

)
.

Here, νHj and νR are the unit inner normals toHj andR, respectively. Employing (3.6), (3.13),

|Dvj |(Ω) = |Du|(Hj) +
∑

Ld(R)>
1
j

(
|∇aR| Ld(R) +

∫
∂R

|aR − u| dHd−1

)

= |Du|(Hj) +
∑

Ld(R)>
1
j

|∇aR| Ld(R) + O(ε)(Ld + |Du|)(Ω).

Since |Du|(Hj)→ 0 as j →∞, we see that v ∈ BV(Ω;Rm).

Concerning (iii), we estimate using (3.6), (3.13), (3.1), (3.14),∣∣〈Du〉(Ω)− 〈Dv〉(Ω)
∣∣ ≤∑

Q

[∣∣〈Du〉(Q0)− 〈Dv〉(Q0)
∣∣+ (〈Du〉+ 〈Dv〉)(Q \Q0)

]
≤
∑
Q

[
ε(Ld + 〈Du〉)(Q0) + C(Ld + 〈Du〉)(Q \Q0)

]
+ Ld(Z)

≤ εC
∑
Q

(Ld + 〈Du〉)(Q0) + Ld(Z)

≤ εC(Ld + 〈Du〉)(Ω) + Ld(Z),
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where the summation is over all cubes used to cover Ω; inside the sum Q0 = Qn(x0, r) refers

to the inner cube. The term Ld(Z) originates from the additional Lebesgue measure for the

cubes corresponding to singular points x ∈ G2. Because they only occur on a Ld-negligible

set, we can make this term disappear in the limit ε→ 0.

By a similar calculation, also (iv) holds. We let Rg denote the collection of rectangles

and simplices outside the annuli Q \Q0 and Rb := R \Rg and then we estimate:∑
R∈Rg

∫
∂R

|u− v| dHd−1

=
∑
Q

N−1∑
j=0

∫
∂Sj(x0,r)

|u− v| dHd−1 +
∑
τ∈T

∫
∂τ

|u− v| dHd−1


≤
∑
Q

[
ε(Ld + |Du|)(Q) + C|Du|(Qn(x0, r) \Q0(x0, r))

]
< ε(1 + C)(Ld + |Du|)(Ω).

For (v) we only need to observe that vj = u on ∂Ω for all j ∈ N and vj → u strictly, hence

the trace is preserved.

The only remaining part to check is whether the constructed mapping v is of class

W1,1(Ω;Rm). The features we shall use here are that for every cube Q as before, v|Q ∈
W1,1(Q;Rm), v = u on ∂Q, and that we may assume that |Du|(∂Q) = 0. We have

Dv =
∑
Q

(
Dv Q+ v|∂Q ⊗ νQHd−1 ∂Q

)
.

By assumption v|∂Q = u|∂Q and the latter coincides also with the outer trace of u on ∂Q

since |Du|(∂Q) = 0. Keeping in mind that
∑
Q∈Q 1Q = 1Ω Ld-almost everywhere, and

hence in the sense of L1(Rd), we find∑
Q∈Q

v|∂Q ⊗ νQHd−1 ∂Q =
∑
Q∈Q

u|∂Q ⊗D(1Q) = u⊗ νΩHd−1 ∂Ω.

This concludes the proof. �
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