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ABSTRACT. We consider the numerical approximation of acoustic wave propagation
problems by mixed BDMy,1—Pj, finite elements on unstructured meshes. Optimal con-
vergence of the discrete velocity and super-convergence of the pressure by one order are
established. Based on these results, we propose a post-processing strategy that allows
us to construct an improved pressure approximation from the numerical solution. Cor-
responding results are well-known for mixed finite element approximations of elliptic
problems and we extend these analyses here to the hyperbolic problem under considera-
tion. We also consider the subsequent time discretization by the Crank-Nicolson method
and show that the analysis and the post-processing strategy can be generalized to the
fully discrete schemes. Our proofs do not rely on duality arguments or inverse inequalities
and the results therefore apply also for non-convex domains and non-uniform meshes.
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1. INTRODUCTION

The propagation of pressure waves of small amplitude in a Newtonian fluid or an elastic
solid can be modeled by hyperbolic systems of the form

adp + divu = 0, (1.1)
bo,u + Vp = 0. (1.2)

Here p and u denote the pressure and velocity fields, and the parameters a and b encode
the material properties, e.g., the density of the medium or the speed of sound. The two
equations describe the conservation of mass and momentum and they can be derived
under certain simplifying assumptions from the Euler equations of motion [22].

Finite element methods have been used quite successfully for the space discretization of
wave propagation problems since many years. One common approach is to first rephrase
the system (LI)—(L2) in its second order form

adyup — div(b~'Vp) = 0, (1.3)

which results from elimination of the velocity field u via the momentum equation. This
second order form can then be discretized in space by standard continuous piecewise poly-
nomial finite elements. A sub-sequent time discretization by appropriate time-stepping
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schemes leads to efficient and reliable fully discrete methods with good stability and ap-
proximation properties; see [2, [3, [4] [13], [16] for such schemes and their analysis.

The standard Galerkin approximation of the wave equation ((L3]) can also be interpreted
as a particular mixed discretization of the first order system (LI)—(L2), with emphasis on
the approximation of the pressure variable p. In many cases, however, the velocity field
is the quantity of main interest. Then alternative dual mixed finite element approxima-
tions may be more appropriate, where the approximation of the velocity u is emphasized
instead. We refer to [14] 18 [T9] 211, 30] for results in this direction and to [12, 20] for a
comprehensive survey on mixed finite element methods for wave propagation problems.

In this paper, we consider the discretization of the so-called velocity-pressure formu-
lation (LI)—(L2) by mixed finite element schemes based on BDMj 1-P; elements []].
Related finite element approximations have been considered in [I8], and mixed methods
for the equivalent displacement-stress formulation have been investigated in [14],19]. From
the analyses presented in these works, one can infer that the errors of the BDM; 1-Py
semi-discretization can be bounded by

Ip(t) = Pr(®)ll 22 + llu(t) — un(t)l| 2@y < CRE, (1.4)

provided that the solution (p,u) is sufficiently smooth. This estimate is optimal in view
of the approximation properties of the pressure space Py, but sub-optimal regarding the
velocity approximation in BDMy, ;. Note that for related discretizations based on RT-Pj
elements, the estimate is of optimal order in both variables.

As a first result of our paper, we will prove that also for the BDMj,,1-P; approximation,
the error is in fact of optimal order, more precicely,

lmnp(t) = pa()llz2) + lu(t) — un(t)z2@) < CRHF2. (1.5)

Here 7, denotes the L2-projection onto the discrete pressure space. This estimate also
shows that the projected pressure error even exhibits super-convergence by one order.
The overall approximation therefore is balanced, although different polynomial orders for
the approximation of p and u are used. Similar super-convergence results are well-known
for elliptic problems, see e.g. [0l [7, 8] and [5, Ch. 1] for a comprehensive overview. Here
we extend these results to the hyperbolic problem under consideration.

Let us put this first result into perspective of previous work: In [9], an improved error
estimate ||7,p(t) — pr(t)|| < Ch? for the projected pressure error has been established for
the RTy-Py discretization of the wave equation. The analysis there however assumes the
underlying elliptic problem to be H?-regular, which we do not require here. In addition,
only first order convergence ||u(t) — u,(t)|| < Ch for the velocity can be obtained due
to the inferior approximation of the velocities in RTy. Moreover, the extension of the
analysis in [9] to the time discrete problem does not seem straight-forward.

Optimal order estimates [|u(t) — up(t)|| < Ch¥*2 have been established in [25] for
a second order formulation of Maxwell’s equations; see also [24] for the subsequent time
discretization. Although the second solution component is not present in this formulation,
the estimates of these works can be seen to be related to (LL3]) in two dimension.

Various super-convergence results for approximations of wave phenomena are available
for structured or almost structured grids; see e.g. [11} 10, 15, 29]. In contrast to these
approaches, which are usually based on duality arguments and require regularity of the
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underlying meshes, our arguments here are based only on certain compatibility conditions
of the approximation spaces, and our results therefore apply to more general situations.

Based on sharp estimates for the projected pressure error, different post-processing
strategies have been proposed for mixed finite element approximations of elliptic problems;
see e.g. [I, 18, 28]. These aim at constructing improved approximations py, for the pressure
from the discrete solution (pp,u;) and the problem data by local computations. The
second contribution of our manuscript will be to extend these results to the hyperbolic
problem under consideration. For ¢ > 0 we construct an improved pressure approximation
Pr(t) € Pgyq, such that

lu(t) = un(®) | r2) + Ip(t) = Pa(t)llz20) < CRFF2. (1.6)

Another post-processing strategy has been proposed in [9] for the discretization of the wave
equation by RT(-Py elements. An improved pressure approximation py(t) is constructed
there on a macro mesh and the estimate ||p(t) — pp(¢)|] < Ch? is established. Apart from
the availability of a macro mesh, the proof of this estimate again uses duality arguments
and requires H2-regularity of the underlying elliptic problem. We do not require such
assumptions and our results therefore hold for more general domains and unstructured as
well as locally refined meshes.

As a third step of our analysis, we finally also investigate the subsequent time discretiza-
tion. For ease of presentation, we only consider the Cranck-Nicolson method in detail, but
the arguments can be extended to higher order schemes. The super-convergence estimates
for the projected pressure error as well as the post-processing strategy are extended to
the resulting fully discrete schemes, which give approximations with optimal convergence
order in space and time.

The remainder of the manuscript is organized as follows: In Section P, we give a com-
plete description of the problem under investigation and recall some preliminary results.
Section [3] then presents the a-priori error analysis for the semi-discretization. The post-
processing strategy for the semi-discretization is introduced and analyzed in Section 4l In
Section [B, we consider the subsequent time discretization by the Crank-Nicolson method
and derive order optimal estimates for the velocity and the projected pressure error. The
construction and the analysis of the post-processing strategy is extended to the fully dis-
crete schemes in Section[6l Some numerical tests are presented in Section[7, for illustration
of the theoretical results. We conclude with a short summary and a discussion of some
open topics for future research.

2. PRELIMINARIES

Let Q C R? be a bounded polyhedral Lipschitz domain in dimension d = 2 or d = 3,
and let 7" > 0 denote a finite time horizon. We consider the first order hyperbolic system

adyp +divu = f in Q x (0,7), (2.1)
boyu+Vp=g in Qx (0,7), (2.2)
with homogeneous boundary conditions

p=0 on 09 x (0,7, (2.3)
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and initial values prescribed by

p(0) =po, w(0)=wug in Q. (2.4)

The coefficient functions a, b : 2 — R are assumed to be bounded and uniformly positive
throughout. Using standard arguments of semi-group theory [I7, 26], one can then show

Lemma 2.1 (Classical solution). For any uy € H(div;Q) and py € H}(Q) and any
f e Whi0,T; L*(Q)) and g € WHH(0,T; L*(Q)?) there exists a unique classical solution

(p,u) € C([0,T], H}(Q) x H(div;Q)) x C*([0,T], L*() x L*(Q)9)
of the system ZI)—24) and its norm can be bounded by the norm of the data.

Here L%(Q), HY(Q), and H(div,Q) = {u € L*(Q)?|divu € L*Q)} are the usual
Lebesgue and Sobolev spaces. The functions in H}(£2) additionally have zero trace on the
boundary. The spaces C*([0,7T]; X) and W*P(0, T; X) consist of functions of time with
values in a Hilbert space X; we refer to [I7] for details and further notation.

Remark 2.2. By formal differentiation of the system with respect to time, one can also
obtain existence and uniform bounds for the time derivatives (0Fp, OFu) of higher order,
provided that the usual compatibility conditions between initial and boundary conditions
are satisfied. Higher regularity with respect to the space variable can then be obtained
via elliptic regularity estimates; we again refer to [17] for details.

The mixed finite element discretizations investigated in the subsequent sections are
based on the following variational characterization of classical solutions.

Lemma 2.3 (Variational characterization).
Let (p,u) denote a classical solution of [ZI)—(24). Then for all 0 <t <T there holds

(aatp<t>7 Q)Q + (leu(t), Q>Q = (f<t>7 Q)Q vq S L2<Q>7 (25)
(bOyu(t),v)a — (p(t),dive)g = (g(t),v)q Yv € H(div, Q). (2.6)

The symbol (p, ¢)o = [, pq dz is used here to denote the scalar product of L*(€2).

Proof. The assertion follows by testing the equations (21)-(22) with appropriate func-
tions, integration-by-parts in the second equation, and use of the boundary conditions. [

3. SEMI-DISCRETIZATION

3.1. Preliminaries. Let 7, = {K} be a conforming simplicial mesh of the domain €.
We denote by hx and pg the diameter and inner circle radius of the element K, and call
h = maxy hx the mesh size. We assume that 7T}, is y-shape regular, i.e., that vhx < px <
hx holds for all K € 7T}, with some uniform constant v > 0. We further denote by Py (K)
the space of polynomial functions on K of degree less or equal to k. In our estimates
we repeatedly use constants C' which may have different values at different occasions,
and which may depend on the polynomial degree k, on the mesh regularity constant =,
and on the bounds for the parameters a and b. These constants will however always be
independent of the mesh size h.
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As finite dimensional approximations for the function spaces L?(Q) and H(div; Q)
arising in the above variational characterization, we consider the finite element spaces

Qn={q€ L*Q):qlx € Pp(K) VK € Tp} =: Pi(Th), (3.1)

Vi, = Pyt (Th) N H(div; Q) =: BDMy.1(75) N H(div; Q). (3.2)

Note that functions in v, € V}, have continuous normal components across element in-

terfaces, while functions ¢, € @), may be completely discontinuous across interfaces in

general. Also recall [6, 8] that for simplicial elements K, we have Pj(K)¢ = BDM(K),

which explains our notation. The following well-known approximation results will be used
several times.

Lemma 3.1 (Projection operators). Let Qp and V}, be defined as above. Then

divV}, = Qp, (3.3)
and there exists a projection operator py, - H'(T,)? N H(div, Q) — Vj, such that
div ppu = mpdivu Vu € HY(Tp)4 N H(div, Q). (3.4)
Here my, : L*(Q) — Qy, is the L?-orthogonal projection onto Qy, defined by
(Thp, an)o = (Psqn)o Van € Qh. (3.5)
Moreover, the following approximation error estimates hold true:
lp = mnpllze) < CRIplarm)  Vp e H'(Tw), 0 <r <k+1, (3.6)

lu — prul 2@y < CH |ulge(ry Yu € H'(Tp)* N H(div,Q),1 <r < k+2, (3.7)
and C' only depends on the shape regularity constant v and the polynomial degree k.

We denote here by H*(T,) = {q € L*(Q) : q|x € H*(K)} the broken Sobolev space of
piecewise smooth functions, in analogy to our notation for piecewise polynomial spaces.

Remark 3.2. The relation (34) is known as commuting diagram property and will play
an important role in our analysis. The projection operator p, can be defined locally for
every element, which is why some additional regularity is required for the definition of py;
see e.g. [0, Chapter 2.5.2]. This artificial smoothness requirements could be relaxed, if a
commuting quasi-interpolation operator [27] would be used instead.

3.2. Mixed finite element approximation. For the discretization of the initial bound-
ary value problem (Z))-(2.4]) in space, we consider the following mixed finite element
approximation of the variational principle stated above.

Problem 3.3 (Galerkin semi-discretization).
Find (ph, uh) S H1<O,T; Qn X Vh) with

pr(0) = mrpo and  up(0) = pruo, (3.8)

and such that for all 0 <t < T there holds
(apn(t), qn)o + (divun(t), gn)a = (f(t),qn)e  Yan € Qn, (3.9)
(b&tuh(t), Uh)Q — (ph(t), div Uh)Q = (g(t), Uh)Q Vvh € Vh. (310)

Existence and uniqueness of a semi-discrete solution (pp,uy,) follows immediately from
the Picard-Lindelof theorem. Moreover, the following discrete stability estimate holds.
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Lemma 3.4 (Discrete energy estimate).
Let (pn, up) denote the solution of Problem|[3.3. Then

1 (Ol 2 () + lun (@)l 22() (3.11)

t
< C(llpn(0)ll2() + llun(0)]| 2oy +/0 1 () z2) + lg(s) [l 22 ds)
with constant C' only depending on the bounds for a and b and the time horizon T'.

Proof. The estimate follows by testing ([B.9)-(B.10) with ¢, = pp(t), vy = un(t) and
application of Cauchy-Schwarz and Garding inequalities; see e.g. [19, Theorem 4.1]. [

3.3. Error estimation. We next turn to the derivation of a-priori error estimates. Using
the projection operators defined above, we split the error in the usual way by

Ip(t) — pu(®) | z2() + [[u(t) — un(t)| 220 (3.12)
<|lp(t) = mup(t)[lr2() + [[u(t) — prut)|| 2@
+ [[mnp(t) — pr(t)ll2@) + lonu(t) — un(t)| 22

into a projection error and a discrete error component. The projection error can be
bounded readily by Lemma B.Il For the discrete error component, we use

Lemma 3.5 (Discrete error). Let (p,u) be sufficiently smooth. Then
lmnp(t) = pr ()| 2() + [lonu(t) — un (@) L2 (3.13)

t
< C/ 11| o (0 1 9euu(s) = prOeu(s)l| 2y + lla — myall ()| Op(s) — TnOep(s)l| L2 ds.
0

with the same constant C' as in the discrete energy estimate ([B.1I1) above.

Here 7) : L?(Q) — Py(T,) denotes the L*-orthogonal projection onto piecewise constants.

Proof. Define rp,(t) = mpp(t) — pr(t) and wy(t) = ppu(t) — up(t). Using ([25)—(26) and
B9)—-@I0), we then see that (rp, wy,) satisfies 7,(0) = 0 and wp(0) = 0, as well as
(adira(t), gn)o + (div wp(t), gn)a = (fu(t), gn)o (3.14)
(00w (t), vn)o — (ra(t), divon)a = (gn(t), vn)o (3.15)
for all ¢, € ), and vy, € V},, and for all 0 <t < T with

(fu(1), an)o = (a(Omnp(t) — Oip(t)), gn)e + (div(ppu(t) — u(t)), gn)o =: (i) + (i)
(gn(t),vn)a = (b(Owpru(t) — Opu(t)), vn)a — (mpp(t) — p(t), divuy)q =: (i) + (iv).

Because of the compatibility condition (B.3) and the commuting diagram property (3.4]),
the terms (ii) and (iv) vanish. The first term can be further expanded as

(i) = ((a — mpa) (m0yp(t) — Oip(t)), qn)a + (mha (maOip(t) — Op(t)), an)a-

The last term in this expression again vanishes due to orthogonality of the projection 7y,.
The discrete error (rp,wy) thus satisfies a discrete variational problem with right hand
sides fu(t) = (a — mha)(m,0:p(t) — Oup(t)) and gx(t) = b(prdyu(t) — dyu(t)) and zero initial
conditions. The assertion now follows from the discrete energy estimate (B.11]). U

A combination of the previous arguments already yields our first main result.
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Theorem 3.6 (Error estimate for the semi-discretization).
Assume that a € WH*°(Ty) and that (p,u) is sufficiently smooth. Then

I7hp(t) — pu ()| 22i0) + ut) — un(t) || 12 < CRE2CL(p, u,t),
with constant Cy(p,u,t) = |[u(t)|| grraiq) + fot |0 (s) || gr+2i) + [|0p(8) || i1 () ds.

Remark 3.7. As can be seen from the proof, order optimal rates for less regular solutions
can be obtained by simply replacing k£ + 2 in all terms by an index » < k + 2. The
assumption a € W1°°(Ty) for the parameter can be dropped for r < k + 1.

3.4. Auxiliary results. For the analysis of our post-processing strategy presented in the
next section, we also require an error estimate for the time derivative of the velocity.

Lemma 3.8 (Error estimates for the time derivatives).
Let (p,u) be sufficiently smooth. Then

10su(t) — Opun(t)|| 2y < CHFColp, u, t),
wz’tii constant Cy defined by Co(p, u,t) = ||0pu(t) || gr+1()+10ew(0) || g1y +10ep(0)[| i+
+ [ 100u(s) || gre1(e) + 10up(s)|| e+ ) ds.
Proof. We again split the error into a projection and a discrete component
[9v(t) — B (Dl 0y < 0u(t) — prdea(t) L2y + 1Oupe(t) — Dot (Dl 20
The projection error can be bounded by LemmaB.l Now define rj,(t) = Oympp(t) — Opn(t)
and wp(t) = Opppu(t) —Opun(t). By formal differentiation of (3.14)—(B.13]), one can see that
(rn, wp,) again solves a discrete variational problem of the form (B.14)—(B.15) with f,(t) =
(a — mYa)(mp0up(t) — Oup(t)) and gp(t) = b(pnOuu(t) — dyu(t)), and initial conditions
rn(0) = m0;p(0) — Oipp(0)  and  wp(0) = paOiu(0) — Syun(0).
To take advantage of the discrete energy estimate, we have to derive bounds for these
initial values. We start with an auxiliary result: Given ¢, € Qy, we define g, € @)}, by
(agn,mn)o = (Gn,Th)o  Vra € Q.

Since a is bounded from above and uniformly positive, this elliptic problem is uniquely
solvable and we have ¢1||¢nllx < llanllx < c2||Gn|lx- Using this construction and the
discrete variational problem, we can see that for any ¢, € (), there holds

(9:pn(0); gn)a = (adpn(0), gn)a = (f(0) — divun(0), gn)a
= (f(0) — divu(0), gn)o = (adp(0), gn)
= (m0p(0), gn)a + (a(9p(0) — 7,0:p(0)), gn)a-
Thus Oipp(0) = m,0p(0) + €} with (e}, dn)a = (a(0p(0) — m,0p(0)), qn)q. Using the
relation between ¢;, and ¢, this allows us to estimate
10er(0) — m0p(0)[| L2(@) < calall oo ]| 0ep(0) — mn0p(0) ][ L2(w)-
In a similar manner, one can also show that
10¢un (0) = prOru(0) |20y < 3|0l oo @ [|0¢u(0) = prdyu(0)]| L2(ey-

The assertion of the theorem now follows by using these estimates for the error in the initial
condition, the discrete energy estimate, and the estimates for the projection errors.  [J
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Remark 3.9. Similar as before, one can also formulate error estimates for orders r < k+2
under appropriate smoothness assumptions on the solution. We will however only use the
estimate for r = k + 1 explicitly below.

4. POST-PROCESSING FOR THE SEMI-DISCRETIZATION

4.1. Post-processing strategy. The approximation properties of the finite element
spaces V, and @)y, for velocity and pressure are somewhat unbalanced. Due to the super-
convergence of the projected pressure error, it is however possible to improve the pressure
approximation by one order through local post-processing. The starting point for our
considerations is the following observation: Let us multiply equation (22)) with some
function v = V¢ and integrate over an element K € 7,. Then

(Vp,Vq)k = — (b0, Vq)k + (9, Vq) k. (4.1)

The pressure p can thus be found, up to an additive constant, by solution of an elliptic
boundary value problem, once the velocity u is known. This motivates

Problem 4.1 (Local post-processing strategy).
For every 0 <t < T, find pp(t) € Pry1(Tn) such that for all K € Ty,

(Vor(t), Van)k = (9(1), Van) e — (b0yun(t), Van) e Vg € Pria(K), (4.2)
(Pu(t), )k = (pn(t), dp)xc Vg, € Po(K). (4.3)
The second condition could be written as 7pp,(t) = 7opn(t) and fixes the constant.

Remark 4.2. The above procedure is inspired by the post-processing strategy for mixed
finite element approximations of the Poisson problem presented in [28]. Let us emphasize
that py(t) can be computed locally and independently for every element K € Ty,.

4.2. Error estimates. Proceeding with similar arguments as in [28], we now obtain

Theorem 4.3 (Error estimate for the post-processing).
Under the assumptions of Theorem[3.8, we have

Ip(t) = Pr()l2) < CHM2([[p(t)]] r2() + Crlp, us t) + Calp, us b)),
with constants Cy(p, u,t) and Co(p,u,t) defined as in Theorem [T and Lemma[F8.
Recall that by convention the constant C'is assumed independent of h, u, p, and t.

Proof. Let 7, : L*(Q2) — Pry1(Tn) denote the L?-orthogonal projection onto Pyy1(7p).
For ease of notation, we write p = p(t) and omit the time argument in the following. We
can then split the error at time ¢ and on every element K into

1P = Pullzay < llp = Twpll 2y + |70 (Frp — D) |l 20
+ || id = ) (Frp — D)l r2(x)- (4.4)
The first term is already of optimal order, and the second can be estimated as
HWIQ(%hP - 5h)HL2(K) = HW?L(WW - ph)”LQ(K) < ||mnp — thL?(K)-

Here we used the orthogonality of the L2-projections and (&3] in the first step. After
summing over all elements, the second term in the error splitting can thus be bounded
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by the estimates of Theorem B.6. Now consider the third term g, = (id — 70)(Tnp — Pr)-
By the Poincaré-Wirtinger inequality for the convex domain K, we have

lanll 2y < hicl|Van| L2 x)-

The gradient of g, can be further estimated by

|’Vah"%2(K) = (V(Thp — Pn), Van)x
< (V(@p =), Van)x + (V(p — Dn), Van)
= (V(Tp — ), Van)x — (b0:(u — up), Van)
< (IV@np — p) || 220y + €llOe(u — wn)ll 2x)) 1Vl L2 (k)
The third term in the error splitting can thus be bounded by

G — 7) Gup — )Lz < AV Gap = D)l z2(ac) + ChicllBu(as = un) 2.

The assertion now follows by summing over all elements, using the estimates of The-
orem 3.6 and Lemma B8 and noting that ||V (Tnp — p)||r2r) < CRE D] rere iy O

Remark 4.4. A different post-processing strategy was investigated in [9], under the
assumption that 7, results from a uniform refinement of a macro-mesh 7. An improved
approximation py € Py, 1(7Ty) was obtained there for polynomial degree k = 0 by local
averaging of the finite element solution p, on macro elements K € Ty. This procedure
may seem simpler at first sight, but it yields approximations py on a coarser mesh and
additionally requires the availability of an appropriate macro mesh. The post-processing
strategy presented above does not rely on such restrictive assumptions.

5. TIME DISCRETIZATION

5.1. The fully discrete scheme. We now consider the time discretization of the mixed
finite element scheme. For ease of presentation, we only consider the Crank-Nicolson
method here. Similar results could however also be obtained for other methods.

Let us fix some N > 1 and set 7 = T//N. Then define t" = n1 for 0 < n < N. Given a
sequence {p"},>0, we denote by

n __ ,n—1 n n—1
n-1/2 _ P~ =P and V2 = p-+p
T 2
the differences and averages at intermediate time steps. For an arbitrary function p we first
set p" = p(t") and then define the above symbols accordingly for the sequence {p"},>o.
As a fully discrete approximation to our problem, we now consider

d,p (5.1)

Problem 5.1 (Fully discrete problem).
Set p) = mppo and ul) = ppug. Then for 1 <n < N find (p},u}) € Qn x Vi, such that

(a&pﬁ’”z, qn)o + (div UZA/{ a)o = (f""2 an)e Van € Qn, (5.2)
(bETuZ_l/Z, vp)a — (pz_l/Q, divop)a = (6" Y2, vp)a Yoy, € V. (5.3)

Since the spaces @y, V}, are finite dimensional, it is not difficult to see that this iteration
is well-defined. Moreover, the following stability estimates hold true.
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Lemma 5.2 (Energy estimate for the fully discrete scheme).
Let (py,uy) forn >0, be defined as above. Then

Pkl z2@) + lukllz2 o)

< C(llpnllze) + lunll2@) + Zk:17-(ka71/2HL2(Q) + 116 72| 120)) -
n—1/2

Proof. The assertion follows by testing the discrete problem (5.2)-(5.3) with ¢, = p,

1/2

and v, = u;, 7, summing over all time-steps, and a discrete Gronwall lemma. U

5.2. Error analysis. With similar arguments as for the semi-discretization, we obtain

Theorem 5.3 (Error estimates for the full discretization).
Assume that a € Wh*°(T,) and that (p,u) is sufficiently smooth. Then

Imnp(t") — pill 2@ + Ju(t™) — upll2) < C(R*2CL(p,u, t") + 7°Cs(p, u, t"))
with Cy(p,u,t) as in Theorem[34 and Cs(p, u,t) = fot 10k (5) [ L2(0) + ||Owewe(5) || L2y ds.

Proof. For ease of notation, we write p” = p(t") and v = u(t") in the following. Similar
as for the semi-discrete problem, we again use an error splitting

1P" = Pillea@) + llu™ — upllL2()
< |p" = mnp" 20 + [[u" = put[| 2@
+ lmnp™ = Phllz2) + llonu™ — upllz2@
into a projection and a discrete error component. The projection error can be estimated by

Lemma[3.Il By construction, the discrete errors rj = m,p(t") — pyp and wp = ppu(t”) —uj
now satisfy r,(0) = 0 and wp(0) = 0, and they solve a fully discrete system of the form

BE2)—(E3) with right hand sides
WP = (0 = mha) @rmap" 2 = Dop" V) 4 a(Dep" TV = B Y?) =2 (4) + (id),
gn 2 = 6@ = B ) 4 b(@eun T = BT = (1) + (i),

The two terms (i) and (i’) can be estimated similarly as above by
tn

I(a = mha) (@rmnp™ "% = 0,p" ) || 20y < 77 CR*allwroo () / . 10ep(5) | 1@y ds

tn
and
tn

B2 = By < 7O [ o)
-1

tn
For the remaining terms (ii) and (ii’), we use Taylor expansions to estimate the differences

|5Tzn—1/2 _atzn—1/2| S 7_/'

tn—

tn

1 |0 2(8)|ds.

Summing up, this yields the following bounds for the right hand sides

tn
5 iy < € [ R0 koo + 0up()
tn—

t’ﬂ
THQZA/QHLQ(Q) < C/ ) hk””atu(S)HHH?(Q) + T2H8tttu<S>HL2(Q)d3.
tn—
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Using the discrete energy estimate of Lemma [£.2] and the projection error estimates of
Lemma[3.1] we now obtain the remaining bounds for the the discrete error component. [J

5.3. Auxiliary estimates. By careful inspection of the previous proof, one can obtain
the following bound for the error after the first step, which will be needed below.

Lemma 5.4. Let the assumptions of the previous theorem be valid. Then

lmnp" = pill2) + llonu’ — upll L2

<Cr 0T2§<XT (hk+2|]6tp(8)HHk+1g) + TQH@ttp(S)”B(Q)

+ hk+2 Haﬂ,b(S) ”Hk+2(Q) + 7'2 H@tttu(s) ”LQ(Q)) .

We can now prove the following bound for the discrete time derivative of the velocity,
which will be required for the analysis of the post-processing scheme below.

Lemma 5.5 (Error estimate for discrete time derivatives).
Let the assumptions of Theorem [5.3 be valid. Then

|92 = By ™[ 20y < C (W Calp,u, 1) + 72 Cs(p, u, 1)),
with Cy(p,u,t), Cs(p,u,t) only depending on the solution.

Recall that C' only depends on v and k. The precise forms of Cy(p,u,t) and Cs(p, u,t)
can be deduced without difficulty from the proof of the theorem.

Proof. The error can be decomposed into
|02 = T2 () <G = Do (g + 0”2 = B 120
+ 1@ pnt 2 = D2 2y =+ (i) + (i) + ().

The first two terms (i) and (ii) can be estimated similarly as in Theorem [5.3 by
tn
(1) = ||ou"? — 8Tun71/2”L2(Q) < 7'/ | Osee(8)]| 202y s, and
tn—1
tn

(i1) = [|0,u" "2 — B, ppu™ 2| L2y < CTlhk+1/ 10vu(8) || e+
-1

tn

To estimate the third contribution, we define functions 7’271/ 2 = O,ympp™ 12 — 5729271/ 2

and w271/2 = 0, ppu™ % — gTqu/z. Moreover, we denote by
9 N 1 - 7 1 n n—
B.p = ;(pn+1/2 g 1/2) and  p = 5(p /2 4, 1/2)

the differences and averages for a sequence {p"~'/2},>; of functions defined at intermediate
time steps t"~1/2. The superscipt 7 is used to emphasize that, e.g., f* is a combination
of values at intermediate time steps. The discrete error components TZ_l/ ? and wZ_l/ 2

defined above can then be seen to satisfy a discrete variational problem of the form

(adrryt, qn)o + (divw), gn)ao = (f an)e Van € Qn,

(bgTw,’;‘, vp)a — (r,i‘, divop)o = (g,’}, vn)a Yo, € V),
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for all n > 1, and with initial values given by

2 _
/ =T 1(7Thp1_p}L)7

w,l/2 = 0. ppul’? — gTu,ll/Q =7 Y ppu' —uyp),
and right hand sides defined by
[l =a(0;0.mp" — 0,;0p")  and  gj =b(0,;0-ppu" — 0,Ou").

W= B~ B,

With similar arguments as used in the proof of Theorem 5.3, we obtain the bounds

tn+1

Tl lrae) < C/ W H|0up(5) || sy + 72104 p(s) | 120 ds
t

n—1

tn+1

7llghllza@) < 0/ RO (s) | vy + 7210/ uls) [l 20 ds,

tn—1
and the initial values T,ll/ % and w,ll/ ? can be bounded by means of Lemma[.4l Via a discrete
energy estimate similar to Lemma [5.2], we then obtain bounds for |[w}||12) and |7} || L2

for all n > 0. This yields the required estimate for the remaining term (iii). U

Remark 5.6. Under appropriate smoothness assumptions, one can again obtain bounds
of the form ||Qu™~"/2 — ETUZ_l/QHLQ(Q) =O(h" +77) for all r < k+ 2 and o < 2, which
allows us to explain the convergence behavior also for less regular solutions.

6. POST-PROCESSING FOR THE FULL DISCRETIZATION

6.1. The post-processing strategy. Following the construction on the semi-discrete
level, we now propose the following strategy for post-processing the pressure approxima-
tions obtained with the fully discrete scheme.

Problem 6.1 (Local post-processing strategy for the full discretization).
For allO <t" <T find 5571/2 € Pyy1(Th) such that

(Vﬁhn71/27 Vai)k = ("2 Vi) k — (bgruzfl/{ Van)k Vg € Pria(K) (6.1)

B )k = 0 a) Vgl € Po(K), (6.2)

Note that p," /2 can be be constructed independently on every element K € T}, and
for every time step t"~ /2, which makes this procedure computationally attractive.

6.2. Analysis of the post-processing scheme. As the next theorem shows, the im-
proved pressure approximations again exhibit super-convergence.

Theorem 6.2. Assume that (p,u) is sufficiently smooth. Then
"2 =B~ 2@y < C (WM Colpu,t7) + 7 Crlp,u, ™))
with Cs(p, u,t™) and C(p,u,t™) depending only on the solution (p,u) on [0,t"].

The precise form of Cg(p, u,t) and Cr7(p,u,t) can again be deduced without difficulty
from the proof and the previous results.
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Proof. Using exactly the same arguments as in the proof of Theorem (4.3l we obtain

B e < W = Fa P e + e = 5 e

+Ch (Hv(%hpn—l/Z N pn_1/2)||L2(Q) + ||8tun_1/2 . 57“2_1/2)||L2(Q)>

|p

The first and third term can be bounded by the projection error estimates. The second
can be estimated as in Theorem [5.3], and the last one can be bounded by Lemma O

Remark 6.3. A careful inspection of the proof shows that it would be sufficent to guar-
antee that hl|Qu""1/? — gTuzil/z”LQ(Q) = O(h¥*2 4+ 72). If h < Cr, which is a reasonable
assumption, the estimate ||Q,u"~'/2 — 5&271/2“3(9) = O(h¥*! + 7) would therefore be
sufficient. The smoothness requirements in Lemma could then be further relaxed.

7. NUMERICAL TESTS

We now illustrate our theoretical results by some numerical tests. In order to demon-
strate that the results hold without regularity of the adjoint problem, we consider as
computational domain the L-shape = (—1,1)?\ [0,1]?, which is non-convex. For all
tests, the model parameters are set to a = 2,b = 1, and we choose the right hand sides
to be f = g = 0. The time horizon is set to 7' = 1. We only report about results for
BDM;-P elements, which corresponds to the lowest order case £ = 0 in the theorems.

7.1. Smooth solution. In the first test, we define the initial values to be
uo(,y) = [00] and  po(z, ) = sin(rz) sin(ry).

The solution of problem (21))-(24) with the above problem data is then given by

p(z,y,t) = sin(7z) sin(my) cos(mt),

u(z,y,t) = —[cos(mx) sin(my); sin(mx) cos(my)] sin(nt).
Since the solution is infinitely differentiable here, we expect to obtain the full convergence
of order O(h? + 72). For our first series of tests, we used a small time step of 7 = 1/1000,
such that the effects of time discretization can be neglected. As error measure, we utilize
the norm |[ef| := maxo<im<r ||e(t")||12(q). To simplify the computations, the exact solution
is approximated by piecewise constant and piecewise linear functions obtained by L2-
projections 7 and ;.

In Table [Z.I] we list the results obtained for a sequence of uniformly refined meshes.

As predicted by Theorem [3.6] we observe the optimal second order convergence for the

h || Iy — unll | eoc | [lmip — pull | eoc | llmyp — Pull | eoc
272 0492260 | — || 0.444531 | — | 0492531 | —
273 | 0.142499 | 1.79| 0.136521 |1.70 | 0.144388 |1.77
274 | 0.037066 | 1.94| 0.036047 |1.92 | 0.037627 |1.94
275 | 0.009359 | 1.99| 0.009128 |1.98 [ 0.009499 | 1.99
276 | 0.002347 |2.00| 0.002290 |1.99 | 0.002380 |2.00
27| 0.000586 |2.00| 0.000572 |2.00 | 0.000594 |2.00

TABLE 7.1. Errors vs mesh size h obtained with the BDM;—Py method on
the L-shape geometry with smooth exact solution and time step 7 = 1/1000.
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velocity error and the super-convergence for the projected pressure error. By the post-
processing procedure, we obtain a piecewise linear approximation p, for the pressure,
which also shows second order convergence as stated in Theorem (4.3

In Table [T.2] we list the corresponding results obtained on the finest mesh with mesh
size h = 277 and for varying size of the time step 7. As predicted by Theorems 5.3 and 6.2,

7| llmsu — unll | eoc | flmip — pall | eoc | llmsp — pull | eoc
272 0.180514 | — || 0.071484 | — [ 0.101313 | —
273 | 0.048197 | 1.90| 0.019738 |1.86 | 0.028855 |1.81
274 | 0.012163 | 1.99| 0.004928 |2.00 | 0.007376 |1.97
275 | 0.002958 |2.04| 0.001164 |2.08 [ 0.001762 |2.07
26 | 0.000645 |2.20| 0.000231 |2.33 | 0.000348 |2.34
27| 0.000014 |2.20| 0.000129 |0.83 | 0.000009 |1.96

TABLE 7.2. Errors vs time step 7 obtained with the BDM;-Py method on
the L-shape geometry with smooth exact solution and mesh size h = 277,

we also obtain second order convergence with respect to time step 7. A comparison with
Table [Z.I] shows that for the smallest time step, the discretization error due to spatial
discretization already starts to dominate, which explains the saturation in the second
column. Overall, the numerical results for the case of a smooth solution are in very good
agreement with the theoretical predictions.

7.2. Non-smooth solution. As a second test case, we consider the same geometry and
parameters as in the previous example, but as initial conditions we now choose

sin(rz) sin(ry), —1<ux,y,<0,

uo(z,y) = [0;0] and po(x,y)Z{O else

Note that po has a kink and therefore p(0) & H*?(Q) but p(0) € H*?~¢(Q) for any € > 0.
As a consequence, we have du(0) = —Vp(0) € H'>7¢(Q)? but d,u(0) ¢ HY?(Q)%. The
same regularity of the functions and the time derivatives is preserved for ¢ > 0.

Following our remarks after Theorems and [6.2] we would expect here to obtain
at least convergence of order h'/?=¢ for the error in the velocity, the projected pressure
error, and for the post-processed pressure. Since no analytical solution is available here,
we utilize the distance to the solution on the next finer mesh to evaluate the error. The
results of our numerical experiments are listed in Tables [Z.3] and [7.4]

I || flunje — unll | eoc || flmnpnse — pall | eoc | llmspne — Pull | eoc
21 0188661 | — | 0.107367 | — || 0.136479 | —
0.086160 | 1.13| 0.037058 | 1.53| 0.047367 | 1.53
0.035437 |1.28| 0.016544 |1.16| 0.019431 |1.29
0.018877 |0.91| 0.008794 |0.91 | 0.009787 | 0.99
0.010418 |0.86 | 0.004480 |0.97 | 0.004790 | 1.03

TABLE 7.3. Errors vs mesh size h obtained with the BDM;—Py method on
the L-shape geometry with non-smooth solution and time step 7 = 1/1000.

N)N)l\‘Dl\Dl\D
o Ut Rk w1
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We here observe convergence of approximately order one with respect to the mesh
size, which is actually better than guaranteed by Theorem and 4.3 To evaluate the
convergence with respect to the time step size, we repeat the computations on the finest
mesh with mesh size h = 277 and for different values of 7. The error is here computed by
comparison with the numerical solution obtained with time step 7/2. The corresponding
results are depicted in Table [7.4]

2 2 ~T/2 ~
r | ey = wnll | eoc | oy = pall | eoc || 15, = Bull | eoc

21 0.071837 | — 0.043523 | — 0.059628 —
31 0.034591 | 1.05| 0.022490 |0.95| 0.022620 |1.40
—4l0.016427 | 1.07| 0.011389 |0.98| 0.010293 |1.14

51 0.008140 |1.01{ 0.005732 |0.99| 0.005231 |0.97
2761 0.004081 |1.00{ 0.002883 |0.99( 0.002713 |0.95

TABLE 7.4. Errors vs time step 7 obtained with the BDM;-Py method on
the L-shape geometry with non-smooth solution and mesh size h = 277.

Again we observe convergence of approximately order one also with respect to the
time step size, which is better than actually predicted by Theorems 5.3 and The
numerical results thus indicate that the smoothness requirements in our theorems could
possibly be further relaxed. Let us note that a similar sub-optimality with respect to the
smoothness requirements can also be found in [2] [3] 14} 111, 9], 14], [15] 16, 18] 19} 23], 24, 25].
A full explanation of the convergence rates for finite element approximations of hyperbolic
problems under mimimal smoothness assumptions therefore seems to be an open problem.

8. DISCUSSION

In this paper we considered the numerical approximation of the acoustic wave equation
by a mixed finite element method based on BDMy,1-P; elements. Optimal convergence
for the error in the velocity and super-convergence of the projected pressure order was
established. Based on these results, we proposed a post-processing strategy that allows
to obtain an improved approximation for the pressure in Py, by purely local computa-
tions. This shows that the BDMy_;-Py discretization is in fact a balanced approximation,
although different polynomial orders are used. Since no duality argument nor inverse
inequalities are used in our analysis, the results hold for general domains and for unstruc-
tured as well as locally refined meshes.

The a-priori error estimates and the post-processing strategy were extended to fully
discrete schemes obtained by time discretization via the Crank-Nicolson method. The
generalization of the arguments to time discretizations of higher order is possible.

In view of numerical efficiency, it might be desirable to consider explicit time integ-
ration schemes together with some appropriate mass lumping strategy [12]. Numerical
experiments indicate that the super-convergence of the projected pressure error remains
valid also in that case. The error of the velocity approximation however is reduced by one
order as effect of the consistency errors introduced by the mass-lumping. It is not clear,
if the optimal approximation order in both variables can be restored by another type of
post-processing, and we leave this as an open topic for future research.
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Our numerical results also indicate that the regularity requirements in the error es-
timates could possibly be further relaxed. This applies to all estimates for mixed finite
element approximations of wave propagation problems, we are aware of. It would thus be
desirable to further relax the smoothness requirements in order to be able to fully explain
the convergence behavior also in the case of non-smooth solutions.
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