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Abstract We investigate quasi-Monte Carlo (QMC) integration over the s-
dimensional unit cube based on rank-1 lattice point sets in weighted non-
periodic Sobolev spaces H(Ksob

α,γ,s) and their subspaces of high order smooth-
ness α > 1, where γ denotes a set of the weights. A recent paper by Dick,
Nuyens and Pillichshammer has studied QMC integration in half-period co-
sine spaces with smoothness parameter α > 1/2 consisting of non-periodic
smooth functions, denoted by H(Kcos

α,γ,s), and also in the sum of half-period
cosine spaces and Korobov spaces with common parameter α, denoted by
H(Kkor+cos

α,γ,s ). Motivated by the results shown there, we first study embeddings
and norm equivalences on those function spaces. In particular, for an integer α,
we provide their corresponding norm-equivalent subspaces of H(Ksob

α,γ,s). This

implies that H(Kkor+cos
α,γ,s ) is strictly smaller than H(Ksob

α,γ,s) as sets for α ≥ 2,
which solves an open problem by Dick, Nuyens and Pillichshammer. Then we
study the worst-case error of tent-transformed lattice rules in H(Ksob

2,γ,s) and
also the worst-case error of symmetrized lattice rules in an intermediate space
between H(Kkor+cos

α,γ,s ) and H(Ksob
α,γ,s). We show that the almost optimal rate

of convergence can be achieved for both cases, while a weak dependence of the
worst-case error bound on the dimension can be obtained for the former case.
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1 Introduction

In this paper we study multivariate integration of smooth functions defined
over the s-dimensional unit cube [0, 1]s. For an integrable function f : [0, 1]s →
R, we denote the integral of f by

I(f) =

∫

[0,1]s
f(x) dx.

A quasi-Monte Carlo (QMC) rule denotes an approximation of I(f) by the
average of function evaluations on a finite point set P ⊂ [0, 1]s:

QP (f) =
1

|P |
∑

x∈P

f(x),

where we interpret P as a set in which the multiplicity of elements matters.
For a function space V with norm ‖ · ‖V , the worst-case error of a QMC rule
using a point set P ⊂ [0, 1]s is defined by

ewor(P ;V ) := sup
f∈V

‖f‖V ≤1

|QP (f)− I(f)| .

The aim of this paper is to construct a good deterministic point set P which
makes the worst-case error small for a specific function space.

There are two main families for QMC point sets: digital nets and integer
lattices. We refer the reader to [7,9,16,19] and the references cited therein for
general information on this subject. In this paper we focus on integer lattices,
in particular, rank-1 lattice point sets which are defined as follows:

Definition 1 Let N, s ∈ N and z ∈ {1, . . . , N − 1}s. A rank-1 lattice point
set with N points and generating vector z is defined by

PN,z :=
{{nz

N

}

∣

∣ 0 ≤ n < N
}

,

where {x} = x − ⌊x⌋ denotes the fractional part of x ∈ R and is applied
component-wise for vectors. A QMC rule using a (rank-1) lattice point set is
called a (rank-1) lattice rule.

For weighted Korobov spaces consisting of periodic functions whose Fourier
coefficients decay algebraically fast, it is well known that there are good gen-
erating vectors such that the corresponding lattice rules achieve the almost
optimal rate of convergence of the worst-case error and also hold a good de-
pendence of the worst-case error bound on the dimension s [3,10,14,20,22].
Here the weights of function spaces play a role in moderating the relative
importance of different variables or groups of variables [21].

It is much less known, however, whether or not there are good lattice rules
for function spaces consisting of non-periodic smooth functions. In [22], it
was proven that the shift-averaged worst-case error of randomly shifted lattice
rules in weighted non-periodic Sobolev spaces of first order smoothness, i.e.,
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function spaces which consist of non-periodic functions such that the mixed
first partial derivatives are square-integrable, coincides with the worst-case
error of (deterministic) lattice rules in Korobov spaces with modified weights.
Thereafter it was shown in [13] that there exist good generating vectors such
that the “randomly shifted and then tent-transformed lattice rules” achieve the
almost optimal order of convergenceN−2+ε, ε > 0, of the shift-averaged worst-
case error in weighted non-periodic Sobolev spaces of second order smoothness.
The point is, however, that the results shown in these papers rely on a random
shift of lattice point sets, so that the algorithm is not completely deterministic.

Recently, in order to address this issue, Dick, Nuyens and Pillichshammer
[8] introduced so-called weighted half-period cosine spaces which consist of
non-periodic smooth functions, and together with a successive paper [2], it
has been proved that the worst-case error of (deterministic) tent-transformed
lattice rules in those spaces is bounded above by the worst-case error of lattice
rules in Korobov spaces with modified weights. This means, there are good
deterministic tent-transformed lattice rules which achieve the almost optimal
rate of convergence of the worst-case error. Moreover, in [8], the sum of half-
period cosine space and Korobov space was considered and symmetrized lattice
rules were shown to achieve the almost optimal rate of convergence in this
function space (but with a stronger dependence of the worst-case error bound
on the dimension s).

We would emphasize, however, that the smoothness of functions in the
half-period cosine space is measured not by the differentiability but by the
decay rate of the cosine coefficients of functions. The only known exception is
that the half-period cosine space with the smoothness parameter α = 1 and
the Sobolev space of first order smoothness coincides. Therefore, the measure
of smoothness can be equivalently transformed from the decay rate of the
cosine coefficients to the first order differentiability. Also for the sum of half-
period cosine space and Korobov space, it is unknown whether the smoothness
of functions can be interpreted in terms of the differentiability. In fact, the
authors of [8] commented

“We do not know whether H(Ksob
α,γ,s) differs from H(Kkor+cos

α,γ,s ) for α > 1.”

Here H(Ksob
α,γ,s) denotes the weighted non-periodic Sobolev space of α-th order

smoothness, and H(Kkor+cos
α,γ,s ) does the sum of the weighted half-period cosine

space and the weighted Korobov space with the common parameter α.

1.1 Summary of main findings

In the light of the above-mentioned researches, the main contribution of this
paper is threefold:

1. In Section 3 we provide two strict subspaces of H(Ksob
α,γ,s) which are norm

equivalent to H(Kcos
α,γ,s) and H(Kkor+cos

α,γ,s ), respectively. Here H(Kcos
α,γ,s) de-

notes the weighted half-period cosine space with smoothness parameter α.
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This implies that H(Kkor+cos
α,γ,s ) is strictly smaller than H(Ksob

α,γ,s) as sets,
which solves the above problem.

2. In Section 4.1 we prove that the worst-case error of tent-transformed lat-
tice rules in H(Ksob

2,γ,s) is bounded above by the squared worst-case error
of lattice rules in Korobov space with the smoothness parameter 1 and
modified weights.

3. In Section 4.2 we consider an intermediate Sobolev space, denoted by

H(K
sob(odd+α)
α,γ,s ), between H(Kkor+cos

α,γ,s ) and H(Ksob
α,γ,s), and show that the

worst-case error of symmetrized lattice rules is bounded above by the
squared worst-case error of lattice rules in Korobov space with the smooth-
ness parameter α/2 and modified weights.

The latter two results imply that there are good generating vectors such that
the tent-transformed and symmetrized lattice rules achieve the almost opti-
mal rates of convergence N−2+ε and N−α+ε with ε > 0, respectively, in the
corresponding function spaces. In fact, the fast component-by-component al-
gorithm due to [18] is directly available to find such good generating vectors.
We note that the number of function evaluations for symmetrized lattice rules
grows exponentially in the dimension s, so that the worst-case error bound de-
pends exponentially on s regardless of the weights γ, which does not happen
for tent-transformed lattice rules.

Whether or not deterministic tent-transformed lattice rules can achieve
O(N−2+ε) convergence in H(Ksob

2,γ,s) has remained unknown for a while after
the work of Hickernell [13]. It can be seen from our first main result that the
results in [2,8] cannot reach this question. Our second main result gives an
affirmative answer to this question.

1.2 Basic notation

Throughout this paper, we denote by Z the set of integers and by N the set
of positive integers. We write N0 = N ∪ {0}, and 1 : s = {1, . . . , s} for s ∈ N.
For a vector k ∈ Z

s and a subset u ⊆ 1 : s, we write ku = (kj)j∈u and
(ku,0) = ℓ ∈ Z

s where ℓj = kj if j ∈ u and ℓj = 0 otherwise.

2 Reproducing kernel Hilbert spaces

In order to study embeddings and norm equivalences of normed function
spaces, we introduce several reproducing kernel Hilbert spaces (RKHSs) in
this section. Our standard reference on the theory of RKHS is [1].

2.1 Korobov spaces

For f : [0, 1]s → R and h ∈ Z
s, the h-th Fourier coefficient of f is defined by

f̂(h) :=

∫

[0,1]s
f(x)e−2πih·x dx,
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where the dot product · denotes the usual inner product in R
s. For a set of

weights γ = (γu)u⊆1:s, γu ≥ 0, the reproducing kernel of the weighted Korobov
space H(Kkor

α,γ,s) with smoothness parameter α ∈ R, α > 1/2, is given by

Kkor
α,γ,s(x,y) :=

∑

h∈Zs

rα,γ,s(h)e
2πih·(x−y),

where the function rα,γ,s : Z
s → R is defined by rα,γ,s(0) = 1 and

rα,γ,s(hu,0) = γu
∏

j∈u

|hj |−2α (1)

for vectors hu ∈ (Z \ {0})|u| with a non-empty subset u ⊆ 1 : s. (Here we note
that the smoothness parameter α differs by a factor of 2 from what has been
used in some literature, see [10,22], so that one needs to transfer the results
given in those papers carefully.) In particular, when α is a positive integer,
it follows from the Fourier series of the Bernoulli polynomial of degree 2α,
denoted by B2α, that the reproducing kernel reduces to

Kkor
α,γ,s(x,y) = 1 +

∑

∅6=u⊆1:s

γu
∏

j∈u

∑

hj∈Z\{0}

e2πihj(xj−yj)

|hj |2α

= 1 +
∑

∅6=u⊆1:s

γu
∏

j∈u

(2π)2α

(−1)α+1(2α)!
B2α(|xj − yj |).

The inner product in H(Kkor
α,γ,s) is given by

〈f, g〉Kkor
α,γ,s

=
∑

h∈Zs

f̂(h)ĝ(h)

rα,γ,s(h)

= f̂(0)ĝ(0) +
∑

∅6=u⊆1:s

γ−1
u

∑

hu∈(Z\{0})|u|

f̂(hu,0)ĝ(hu,0)
∏

j∈u

|hj |2α,

where, for u ⊆ 1 : s such that γu = 0, we assume

∑

hu∈(Z\{0})|u|

f̂(hu,0)ĝ(hu,0)
∏

j∈u

|hj |2α = 0,

and formally set 0/0 := 0. In what follows, we shall make similar assumptions
on the projections for other weighted Hilbert spaces without any further notice.

It is clear from the form of the inner product that the smoothness pa-
rameter α moderates the decay rate of the Fourier coefficients. However, the
parameter α is also related to the differentiability but only of periodic func-
tions. For simplicity, let s = 1 and α be a positive integer. Then the squared
norm of the space H(Kkor

α,γ,1) can be simplified to

‖f‖2Kkor
α,γ,1

=

(∫ 1

0

f(x) dx

)2

+
1

(2π)2αγ

∫ 1

0

(f (α)(x))2 dx,
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where f (α) denotes the α-th derivative of f , see for instance [17, Appendix A],
and H(Kkor

α,γ,1) is equivalent to the set

{

f : [0, 1] → R
∣

∣ f (τ) absolutely continuous with f (τ)(0) = f (τ)(1)

for τ = 0, . . . , α− 1, f (α) ∈ L2[0, 1]
}

.

2.2 Half-period cosine spaces

For f : [0, 1]s → R and k ∈ N
s
0, the k-th cosine coefficient of f is defined by

f̃(k) :=

∫

[0,1]s
f(x)

s
∏

j=1

(2 − δ0,kj )
1/2 cos(πkjxj) dx,

where δ denotes the Kronecker delta function. The reproducing kernel of the
weighted half-period cosine space H(Kcos

α,γ,s) with the smoothness parameter
α ∈ R, α > 1/2, introduced in [8] is given by

Kcos
α,γ,s(x,y) := 1 +

∑

∅6=u⊆1:s

∑

ku∈N|u|

rα,γ,s(ku,0)
∏

j∈u

2 cos(πkjxj) cos(πkjyj),

where the function rα,γ,s is defined as in (1). The inner product in H(Kcos
α,γ,s)

is given by

〈f, g〉Kcos
α,γ,s

=
∑

k∈Ns
0

f̃(k)g̃(k)

rα,γ,s(k)
.

Importantly the space H(Kcos
α,γ,s) contains non-periodic functions. For in-

stance, as pointed out in [8], the non-periodic function

x− 1

2
= − 4

π2

∞
∑

k=1
k : odd

cos(πkx)

k2

is included in H(Kcos
α,γ,1) for 1/2 < α < 3/2 but not in H(Kkor

α,γ,1) for any
α > 1/2. However let us remark again that the smoothness parameter α
measures the decay rate of the cosine coefficients and not the differentiability
of functions at this point.

2.3 Sum of Korobov and half-period cosine spaces

The sum of the weighted Korobov space and the weighted half-period cosine
space, denoted by H(Kkor+cos

α,γ,s ), also introduced in [8] is defined as follows. The
reproducing kernel is defined by

Kkor+cos
α,γ,s (x,y) := 1 +

∑

∅6=u⊆1:s

γu
∏

j∈u

[

−1 +Kkor+cos
α,1,1 (xj , yj)

]

,
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where we write

Kkor+cos
α,1,1 (x, y) =

Kkor
α,1,1(x, y) +Kcos

α,1,1(x, y)

2

= 1 +
∞
∑

k=1

cos(2πk(x− y)) + cos(πkx) cos(πky)

k2α

for x, y ∈ [0, 1]. According to the result shown in [1, Part I, Section 6], the
norm in H(Kkor+cos

α,γ,s ) is given by

‖f‖2
Kkor+cos

α,γ,s
= min

f=fkor+fcos
2s
(

‖fkor‖2Kkor
α,γ,s

+ ‖fcos‖2Kcos
α,γ,s

)

,

where the minimum is taken over all functions fkor ∈ H(Kkor
α,γ,s) and fcos ∈

H(Kcos
α,γ,s) such that f = fkor + fcos.

2.4 Non-periodic Sobolev spaces

Let α be a positive integer. The reproducing kernel of the weighted non-
periodic Sobolev space H(Ksob

α,γ,s) of α-th order smoothness is given by

Ksob
α,γ,s(x,y) := 1 +

∑

∅6=u⊆1:s

γu
∏

j∈u

[

−1 +Ksob
α,1,1(xj , yj)

]

,

where we define

Ksob
α,1,1(x, y) := 1 +

α
∑

τ=1

Bτ (x)Bτ (y)

(τ !)2
+ (−1)α+1B2α(|x− y|)

(2α)!
.

Here Bτ denotes the Bernoulli polynomial of degree τ . The inner product of
H(Ksob

α,γ,s) is given by

〈f, g〉Ksob
α,γ,s

= 1+
∑

∅6=u⊆1:s

γ−1
u

∑

v⊆u

∑

τu\v∈{1,...,α−1}|u\v|

∫

[0,1]|v|

(

∫

[0,1]s−|v|

f (τu\v,αv ,0)(x) dx1:s\v

)

×
(

∫

[0,1]s−|v|

g(τu\v,αv ,0)(x) dx1:s\v

)

dxv

where (τu\v,αv,0) denotes the s-dimensional vector whose j-th component is

τj if j ∈ u \ v, α if j ∈ v and 0 otherwise, and then f (τu\v,αv ,0) denotes the
(τ u\v,αv,0)-th partial mixed derivative of f .

In the univariate case, the corresponding squared norm is given by

‖f‖2Ksob
α,γ,1

=

(∫ 1

0

f(x) dx

)2

+
1

γ

[

α−1
∑

τ=1

(∫ 1

0

f (τ)(x) dx

)2

+

∫ 1

0

(f (α)(x))2 dx

]

,
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and H(Ksob
α,γ,1) is equivalent to
{

f : [0, 1] → R
∣

∣ f (τ) absolutely continuous

for τ = 0, . . . , α− 1, f (α) ∈ L2[0, 1]
}

.

2.5 Subspaces of non-periodic Sobolev spaces

We also consider the following three subspaces of H(Ksob
α,γ,s) in this paper. For

s = 1, a weight γ > 0 and α ∈ N, define

H(K
sob(odd)
α,γ,1 ) := {f ∈ H(Ksob

α,γ,1) | f (τ)(0) = f (τ)(1) for all odd τ ≤ α− 1},
H(K

sob(odd+α)
α,γ,1 ) := {f ∈ H(Ksob

α,γ,1) | f (τ)(0) = f (τ)(1) for all odd τ ≤ α− 2},
H(K

sob(odd−bdry0)
α,γ,1 ) :=

{f ∈ H(Ksob
α,γ,1) | f (τ)(0) = f (τ)(1) = 0 for all odd τ ≤ α− 1}.

These spaces are RKHSs equipped with the inner products inherited from
H(Ksob

α,γ,1) since they are its closed subspaces. For instance, the reproducing
kernels of the first and second spaces are given by

K
sob(odd)
α,γ,1 (x, y) := 1 + γ

α
∑

τ=1
τ : odd

Bτ (x)Bτ (y)

(τ !)2
+ (−1)α+1γ

B2α(|x− y|)
(2α)!

and

K
sob(odd+α)
α,γ,1 (x, y) := 1 + γ

α
∑

τ=1
τ : odd or τ=α

Bτ (x)Bτ (y)

(τ !)2
+ (−1)α+1γ

B2α(|x− y|)
(2α)!

,

respectively. We do not give an explicit formula for the kernel of the third one.
For an arbitrary dimension s, a set of the weights γ = (γu)u⊆1:s, γu ≥ 0,

and α ∈ N, we define the respective reproducing kernel by

Ksob(•)
α,γ,s (x,y) := 1 +

∑

∅6=u⊆1:s

γu
∏

j∈u

[

−1 +K
sob(•)
α,1,1 (xj , yj)

]

,

for • ∈ {odd, odd + α, odd− bdry0}. The following obviously holds:

H(K
sob(odd−bdry0)
1,γ,s ) = H(K

sob(odd)
1,γ,s ) = H(K

sob(odd+α)
1,γ,s ) = H(Ksob

1,γ,s),

H(Ksob(odd−bdry0)
α,γ,s ) ⊂ H(Ksob(odd)

α,γ,s ) = H(Ksob(odd+α)
α,γ,s ) ⊂ H(Ksob

α,γ,s)

for odd α > 1, and

H(Ksob(odd−bdry0)
α,γ,s ) ⊂ H(Ksob(odd)

α,γ,s ) ⊂ H(Ksob(odd+α)
α,γ,s ) ⊂ H(Ksob

α,γ,s)

for even α, where we have an exception when α = 2 for whichH(K
sob(odd+α)
2,γ,s ) =

H(Ksob
2,γ,s) holds.
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3 Embeddings and norm equivalences

Let H(K1) and H(K2) be RKHSs. We say that H(K1) is continuously embed-
ded in H(K2), which is denoted by

H(K1) →֒ H(K2),

if H(K1) ⊆ H(K2) holds as sets and there exists a constant C > 0 such that

‖f‖K2
≤ C‖f‖K1

for all f ∈ H(K1).

If H(K1) →֒ H(K2) and H(K2) →֒ H(K1) hold, then we say that H(K1) and
H(K2) are norm equivalent and write

H(K1) ⇌ H(K2).

If there exists a function f such that f ∈ H(K1) and f /∈ H(K2), we write

H(K1) 6⊂ H(K2).

3.1 H(Kcos
α,γ,s) and H(K

sob(odd−bdry0)
α,γ,s )

This subsection is devoted to prove:

Lemma 1 For α ∈ N, we have

H(Kcos
α,γ,s) ⇌ H(Ksob(odd−bdry0)

α,γ,s ).

Proof It suffices to prove the result for the case s = 1 and a weight γ > 0. In the

case α = 1, the result immediately follows from the equalityH(K
sob(odd−bdry0)
1,γ,1 ) =

H(Ksob
1,γ,1) and the norm equivalenceH(Kcos

1,γ,1) ⇌ H(Ksob
1,γ,1) shown in [8]. Thus

let us consider the case α > 1 in the following.

First we prove H(Kcos
α,γ,1) →֒ H(K

sob(odd−bdry0)
α,γ,1 ). Let

f(x) = a0 +
∑

k∈N

ak
√
2 cos(πkx)

for a real sequence (ak)k∈N0
such that f ∈ H(Kcos

α,γ,1), that is, (ak)k∈N0
satisfies

‖f‖2Kcos
α,γ,1

= 〈f, f〉Kcos
α,γ,1

= |a0|2 +
1

γ

∑

k∈N

|ak|2k2α < ∞.

As shown in [8, Section 3.1], for an odd integer τ with 1 ≤ τ ≤ α− 1, we have

f (τ)(x) =
∑

k∈N

(−1)(τ+1)/2ak
√
2(πk)τ sin(πkx),

which is pointwise absolutely convergent since

∑

k∈N

∣

∣

∣(−1)(τ+1)/2ak
√
2(πk)τ sin(πkx)

∣

∣

∣
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≤ πτ
√
2
∑

k∈N

|ak| kτ ≤ πτ
√
2

(

∑

k∈N

|ak|2 k2α
)1/2(

∑

k∈N

1

k2α−2τ

)1/2

≤ πτ
√

2γζ(2α− 2τ)‖f‖Kcos
α,γ,1

< ∞,

where we used Cauchy–Schwarz inequality in the second inequality and ζ(·)
denotes the zeta function. Hence it follows that f (τ)(0) = f (τ)(1) = 0. Fur-
ther it is known from [8, Theorem 1] that H(Kcos

α,γ,1) →֒ H(Ksob
α,γ,1). Thus we

conclude H(Kcos
α,γ,1) →֒ H(K

sob(odd−bdry0)
α,γ,1 ).

Next we proveH(K
sob(odd−bdry0)
α,γ,1 ) →֒ H(Kcos

α,γ,1). Let f ∈ H(K
sob(odd−bdry0)
α,γ,1 ).

We note that such a smooth function can be always represented by a cosine
series. For any integer k ≥ 1, applying integration by parts α times while
using the boundary condition f (τ)(0) = f (τ)(1) = 0 for odd integers τ with
1 ≤ τ ≤ α− 1 gives the k-th cosine coefficient

f̃(k) =
√
2

∫ 1

0

f(x) cos(πkx) dx =

√
2

(−πk)α

∫ 1

0

f (α)(x) csα(πkx) dx,

where we define

csα(x) :=

{

(−1)(α−1)/2 sin(x) for odd α,

(−1)α/2 cos(x) for even α.

Hence

‖f‖2Kcos
α,γ,1

= (f̃(0))2 +
1

γ

∞
∑

k=1

k2α(f̃(k))2

=

(∫ 1

0

f(x) dx

)2

+
1

γπ2α

∞
∑

k=1

(√
2

∫ 1

0

f (α)(x) csα(πkx) dx

)2

≤
(∫ 1

0

f(x) dx

)2

+
1

γπ2α

∫ 1

0

(f (α)(x))2 dx ≤ (1 + π−2α)‖f‖2Ksob
α,γ,1

,

where the first inequality follows from Bessel’s inequality. Thus we have shown

that H(K
sob(odd−bdry0)
α,γ,1 ) →֒ H(Kcos

α,γ,1).

3.2 H(Kkor+cos
α,γ,s ) and H(K

sob(odd)
α,γ,s )

This subsection is devoted to prove:

Lemma 2 For α ∈ N, we have

H(Kkor+cos
α,γ,s ) ⇌ H(Ksob(odd)

α,γ,s ).
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Proof It suffices to prove the result for the case s = 1 and a weight γ > 0.

Since the embedding H(Kkor+cos
α,γ,1 ) →֒ H(K

sob(odd)
α,γ,1 ) can be shown in a way

similar to the first part of the proof of Lemma 1, we omit the proof.

We prove the converse embedding H(K
sob(odd)
α,γ,1 ) →֒ H(Kkor+cos

α,γ,1 ). Recall

K
sob(odd)
α,γ,1 (x, y) = 1 + γ

α
∑

τ=1
τ : odd

Bτ (x)Bτ (y)

(τ !)2
+ (−1)α+1γ

B2α(|x− y|)
(2α)!

=: 1 + γK1(x, y) + γK2(x, y).

This means that H(K
sob(odd)
α,γ,1 ) is given by the sum of H(γK1) and H(1 +

γK2). The latter space is nothing but the Korobov space H(Kkor
α,γ(2π)−2α,1), see

Section 2.1, and it follows from [8, Theorem 1] that H(1+γK2) is continuously
embedded into H(Kkor+cos

α,γ,1 ). Thus, in order to prove the desired embedding,

it suffices to show H(K1) →֒ H(Kkor+cos
α,γ,1 ).

Following [1, Part I, Section 3], H(K1) is a RKHS spanned by

{Bτ (x) | τ is an odd integer with 1 ≤ τ ≤ α}

and in particular is finite dimensional. Thus we only need to show H(K1) ⊂
H(Kkor+cos

α,γ,1 ) as sets. Actually we can prove a bit stronger claim that any finite

summation of Bernoulli polynomials of odd degrees is in H(Kkor+cos
α,γ,1 ). Let

f(x) =

q
∑

k=0

ak
B2k+1(x)

(2k + 1)!
,

where q ≥ α/2 is a positive integer and ak ∈ R. It suffices to show that f is
decomposable as f(x) = g1(x)+g2(x) with g1 ∈ H(Kkor

α,γ,1) and g2 ∈ H(Kcos
α,γ,1).

Let V := ((−π2(2k+1)2)l)qk,l=0 be a non-singular Vandermonde matrix. Define
g2 ∈ H(Kcos

α,γ,1) by

g2(x) := −
q
∑

k=0

ck
2
cos(π(2k + 1)x),

where ck ∈ R are determined as the unique solution of the equation

V (c0, . . . , cq)
⊤ = (a0, . . . , aq)

⊤.

Now let g1 := f − g2. Then it is straightforward to see that g
(τ)
1 (0) = g

(τ)
1 (1)

holds for all integers 0 ≤ τ ≤ 2q + 1, and that g1 is infinitely differentiable,
which means g1 ∈ H(Kkor

α,γ,1). Thus a desired decomposition f = g1+g2 holds.
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3.3 Summary of embedding results

Together with [8, Theorem 1], here we give a summary on embeddings and
norm equivalences of the function spaces introduced in the previous section.

Theorem 1 Let α ∈ N. For a dimension s and a set of weights γ = (γu)u⊆1:s,
γu ≥ 0, the following holds true:

1. For α = 1,

H(Kcos
1,γ,s) ⇌ H(Kkor+cos

1,γ,s ) ⇌ H(Ksob
1,γ,s)

= H(K
sob(odd)
1,γ,s ) = H(K

sob(odd+α)
1,γ,s ) = H(K

sob(odd−bdry0)
1,γ,s ).

2. For odd α > 1,

H(Kcos
α,γ,s) ⇌ H(Ksob(odd−bdry0)

α,γ,s ) →֒ H(Kkor+cos
α,γ,s )

⇌ H(Ksob(odd)
α,γ,s ) = H(Ksob(odd+α)

α,γ,s ) →֒ H(Ksob
α,γ,s).

3. For even α,

H(Kcos
α,γ,s) ⇌ H(Ksob(odd−bdry0)

α,γ,s ) →֒ H(Kkor+cos
α,γ,s )

⇌ H(Ksob(odd)
α,γ,s ) →֒ H(Ksob(odd+α)

α,γ,s ) →֒ H(Ksob
α,γ,s),

wherein H(K
sob(odd+α)
α,γ,s ) = H(Ksob

α,γ,s) holds when α = 2.

For α > 1, since H(Ksob
α,γ,s) 6⊂ H(K

sob(odd)
α,γ,s ) is obvious and this theorem shows

H(Kkor+cos
α,γ,s ) ⇌ H(K

sob(odd)
α,γ,s ), we see that H(Ksob

α,γ,s) is strictly larger than

H(Kkor+cos
α,γ,s ), which solves an open problem in [8].

4 The worst-case error bounds

Here we study the worst-case error of tent-transformed lattice rules inH(Ksob
2,γ,s)

and the worst-case error of symmetrized lattice rules in H(K
sob(odd+α)
α,γ,s ) for

even α. Since H(Ksob
2,γ,s) and H(K

sob(odd+α)
α,γ,s ) are strictly larger than H(Kcos

2,γ,s)

and H(Kkor+cos
α,γ,s ), respectively, our results are stronger than those in [2,8].

As already introduced, Bτ denotes the Bernoulli polynomial of degree τ ∈
N, and in what follows, we write bτ (·) = Bτ (·)/τ !. Further, we define B̃τ : R →
R by extending Bτ periodically to R and write b̃τ (·) = B̃τ (·)/τ !. The Fourier
series of bτ is given by

bτ (x) = − 1

(2πi)τ

∑

k∈Z\{0}

e2πikx

kτ
, (2)

see [19, Appendix C]. Here the above series converges only conditionally for
τ = 1, whereas it converges pointwise absolutely for τ ≥ 2.



Lattice rules in non-periodic subspaces of Sobolev spaces 13

Moreover we recall that the squared worst-case error of a QMC rule using
a point set P ⊂ [0, 1]s in a RKHS H(K) with a kernel K : [0, 1]s × [0, 1]s → R

is given by

(ewor(P ;H(K)))
2

=

∫

[0,1]2s
K(x,y) dx dy − 2

|P |
∑

x∈P

∫

[0,1]s
K(x,y) dy +

1

|P |2
∑

x,y∈P

K(x,y),

(3)

see [21, Section 6]. This equality shall be used in the subsequent analysis.

4.1 Tent-transformed lattice rules in H(Ksob
2,γ,s)

The tent transformation φ : [0, 1] → [0, 1] is defined by

φ(x) := 1− |2x− 1|,

For a rank-1 lattice point set PN,z with N ∈ N and z ∈ {1, . . . , N − 1}s, the
tent-transformed rank-1 lattice point set is simply given by

Pφ
N,z := {φ(x) : x ∈ PN,z} .

where φ is applied componentwise, i.e., we write φ(x) = (φ(x1), . . . , φ(xs)). A

QMC rule using Pφ
N,z is called a tent-transformed (rank-1) lattice rule.

Since we have

∫

[0,1]s

∫

[0,1]s
Ksob

2,γ,s(x,y) dxdy = 1 and

∫

[0,1]s
Ksob

2,γ,s(x,y) dy = 1,

for any x ∈ [0, 1]s, it follows from (3) that

(ewor(Pφ
N,z;H(Ksob

2,γ,s)))
2

= −1 +
1

N2

∑

x,y∈PN,z

Ksob
2,γ,s(φ(x), φ(y))

=
1

N2

∑

x,y∈PN,z

∑

∅6=u⊆1:s

γu
∏

j∈u

[

−1 +Ksob
2,1,1(φ(xj), φ(yj))

]

. (4)

In Appendix A, we prove the following:

Lemma 3 For any x, y ∈ [0, 1], we have

−1 +Ksob
2,1,1(φ(x), φ(y)) =

1

π4

∞
∑

k,ℓ=1

cφ(k, ℓ) cos(2πkx) cos(2πℓy)
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where

cφ(k, ℓ) =



















































1

k4

(

58

3
− 32

π2k2

)

k, ℓ : odd, k = ℓ,

1

k2ℓ2

(

52

3
− 16

π2k2
− 16

π2ℓ2

)

k, ℓ : odd, k 6= ℓ,

6

k4
k, ℓ : even, k = ℓ,

4

k2ℓ2
k, ℓ : even, k 6= ℓ,

0 otherwise.

In order to prove our main result in this subsection, we need to introduce
the definition of the dual lattice of a rank-1 lattice point set.

Definition 2 For N, s ∈ N and z ∈ {1, . . . , N − 1}s, the dual lattice of the
rank-1 lattice point set PN,z is defined by

P⊥
N,z := {k ∈ Z

s |k · z ≡ 0 (mod N)} .

For a non-empty subset u ⊆ 1 : s, we write

P⊥,u
N,z =

{

ku ∈ (Z \ {0})|u|
∣

∣ (ku,0) · z ≡ 0 (mod N)
}

.

It is straightforward to see that we have the decomposition

P⊥
N,z \ {0} =

⋃

∅6=u⊆1:s

P⊥,u
N,z .

Lemma 4 Let N, s ∈ N and z ∈ {1, . . . , N − 1}s. For k ∈ Z
s, we have

1

N

∑

x∈PN,z

e2πik·x =

{

1 if k ∈ P⊥
N,z,

0 otherwise.

Proof See [19, Lemma 2.7].

We can show a bound on the worst-case error of tent-transformed lattice
rules in H(Ksob

2,γ,s) as follows.

Theorem 2 Let N, s ∈ N and z ∈ {1, . . . , N − 1}s. The squared worst-case
error of a tent-transformed rank-1 lattice rule in H(Ksob

2,γ,s) is bounded by

(ewor(Pφ
N,z;H(Ksob

2,γ,s)))
2 ≤

∑

∅6=u⊆1:s

γ′
u







∑

ku∈P⊥,u
N,z

∏

j∈u

1

k2j







2

≤ (ewor(PN,z;H(Kkor
1,γ′1/2,s)))

4,

where γ′
u = γu(c

′/(4π4))|u| with c′ = 58/3 for ∅ 6= u ⊆ 1 : s, and we write

γ′1/2 = (γ
′1/2
u )u⊆1:s.
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Proof Using (4) and Lemma 3, the squared worst-case error is given by

(ewor(Pφ
N,z;H(Ksob

2,γ,s)))
2

=
1

N2

∑

x,y∈PN,z

∑

∅6=u⊆1:s

γu
∏

j∈u

[

−1 +Ksob
2,1,1(φ(xj), φ(yj))

]

=
∑

∅6=u⊆1:s

γu
π4|u|

∑

ku,ℓu∈N|u|

1

N2

∑

x,y∈PN,z

∏

j∈u

cφ(kj , ℓj) cos(2πkjxj) cos(2πℓjyj).

Using the identity cos(2πkx) = (e2πikx + e−2πikx)/2 and Lemma 4, the inner-
most sum reduces to

1

N2

∑

x,y∈PN,z

∏

j∈u

cφ(kj , ℓj) cos(2πkjxj) cos(2πℓjyj)

=
1

4|u|N2

∑

x,y∈PN,z

∑

σu,σ′
u∈{±1}|u|

∏

j∈u

cφ(kj , ℓj)e
2πσjkjxje2πσ

′
jℓjyj

=
1

4|u|

∑

σu,σ′
u∈{±1}|u|

∏

j∈u

cφ(kj , ℓj)
1

N2

∑

x∈PN,z

e2πiσu(ku)·xu

∑

y∈PN,z

e2πiσ
′
u(ℓu)·yu

=
1

4|u|

∑

σu,σ
′
u∈{±1}|u|

σu(ku),σ
′
u(ℓu)∈P⊥,u

N,z

∏

j∈u

cφ(kj , ℓj),

where we have used the notation σu(ku) = (σjkj)j∈u. Noting that 0 ≤
cφ(k, ℓ) ≤ c′/(k2ℓ2) for all k, ℓ ∈ N, we have

(ewor(Pφ
N,z;H(Ksob

2,γ,s)))
2

=
∑

∅6=u⊆1:s

γu
(4π4)|u|

∑

ku,ℓu∈N|u|

∑

σu,σ
′
u∈{±1}|u|

σu(ku),σ
′
u(ℓu)∈P⊥,u

N,z

∏

j∈u

cφ(kj , ℓj)

=
∑

∅6=u⊆1:s

γu
(4π4)|u|

∑

ku,ℓu∈P⊥,u
N,z

∏

j∈u

cφ(|kj |, |ℓj|)

≤
∑

∅6=u⊆1:s

γu

(

c′

4π4

)|u|
∑

ku,ℓu∈P⊥,u
N,z

∏

j∈u

1

k2j ℓ
2
j

=
∑

∅6=u⊆1:s

γ′
u







∑

ku∈P⊥,u
N,z

∏

j∈u

1

k2j







2

.

A further upper bound is obtained by using Jensen’s inequality:

(ewor(Pφ
N,z;H(Ksob

2,γ,s)))
2 ≤

∑

∅6=u⊆1:s

γ′
u







∑

ku∈P⊥,u
N,z

∏

j∈u

1

k2j







2
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≤







∑

∅6=u⊆1:s

γ′1/2
u

∑

ku∈P⊥,u
N,z

∏

j∈u

1

k2j







2

= (ewor(PN,z;H(Kkor
1,γ′1/2,s)))

4,

where the last equality is well known, see for instance [10, Proof of Theorem 2].
This completes the proof of the theorem.

Using the Fourier series of b2 as shown in (2), the squared worst-case error
(ewor(PN,z;H(Kkor

1,γ′1/2,s
)))2 for a rank-1 lattice point set PN,z has the following

computable formula

(ewor(PN,z;H(Kkor
1,γ′1/2,s)))

2 =
∑

∅6=u⊆1:s

γ′1/2
u

∑

ku∈(Z\{0})|u|

1

N

∑

x∈PN,z

∏

j∈u

e2πikjxj

k2j

=
1

N

∑

x∈PN,z

∑

∅6=u⊆1:s

γ′1/2
u

∏

j∈u

∑

kj∈Z\{0}

e2πikjxj

k2j

=
1

N

∑

x∈PN,z

∑

∅6=u⊂1:s

(2c′1/2)|u|γ1/2
u

∏

j∈u

b2(xj).

In particular, for product weights γu =
∏

j∈u γj , we have

(ewor(PN,z;H(Kkor
1,γ′1/2,s)))

2 = −1 +
1

N

∑

x∈PN,z

s
∏

j=1

[

1 + 2c′1/2γ
1/2
j b2(xj)

]

.

(5)

A worst-case error bound of a rank-1 lattice rule found by the so-called
component-by-component (CBC) algorithm in the weighted Korobov space
with general weights was proved, for instance, in [10, Theorem 5], which is
therefore also applicable in our setting.

Corollary 1 Let N be a prime. The CBC algorithm using the squared worst-
case error (ewor(PN,z;H(Kkor

1,γ′1/2,s
)))2 as a quality criterion can find a gener-

ating vector z ∈ {1, . . . , N − 1}s such that

ewor(Pφ
N,z;H(Ksob

2,γ,s)) ≤ (ewor(PN,z;H(Kkor
1,γ′1/2,s)))

2

≤ 1

(N − 1)1/λ





∑

∅6=u⊂1:s

γλ/2
u

(

21−λc′λ/2ζ(2λ)

π2λ

)|u|




1/λ

holds for any λ ∈ (1/2, 1], where ζ(·) denotes the zeta function.

Remark 1 The number of points contained in a tent-transformed lattice point
set Pφ

N,z is at most N . Under certain conditions on the weights, the worst-case
error bound depends only polynomially on s or even becomes independent of
s. We refer to [3,10,14] for such results which also apply in our setting.
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Remark 2 The fast CBC algorithm using the fast Fourier transform due to
Nuyens and Cools [18] can be used to search for a good generating vector z.
For product weights, we need O(sN logN) arithmetic operations and O(N)
memory. Moreover, for product and order dependent (POD) weights,

γu = Γ|u|

∏

j∈u

γj ,

we need O(sN logN + s2N) arithmetic operations and O(sN) memory [15].

Remark 3 Calculating the Fourier series given in Lemma 3 is the crucial step
to obtain the results of this section. We see that the decay of the Fourier
coefficients cφ(k, ℓ) ∈ O(1/(k2ℓ2)) leads to the almost optimal order of conver-
gence O(N−2+ε). In principle, a similar calculation can be done for a general
α > 2. As can be expected from the proof in Appendix A, however, the decay
of the Fourier coefficients remains cφ(k, ℓ) ∈ O(1/(k2ℓ2)), which means that
we cannot improve the order of convergence.

4.2 Symmetrized lattice rules in H(K
sob(odd+α)
α,γ,s )

For u ⊆ 1 : s and x = (x1, . . . , xs) ∈ [0, 1]s, we define symu(x) = (y1, . . . , ys) ∈
[0, 1]s where yj := 1− xj if j ∈ u and yj := xj otherwise. For a rank-1 lattice
point set PN,z, the symmetrization of PN,z is defined as the multiset

P sym
N,z :=

⋃

u⊆1:s

symu(PN,z).

A QMC rule using P sym
N,z is called a symmetrized (rank-1) lattice rule. The

worst-case error of symmetrized lattice rules in H(K
sob(odd+α)
α,γ,s ) is bounded as

follows. We give the proof in Appendix B.

Theorem 3 Let N, s ∈ N and z ∈ {1, . . . , N − 1}s. The squared worst-case

error of a symmetrized rank-1 lattice rule in H(K
sob(odd+α)
α,γ,s ) for even α is

bounded by

(ewor(P sym
N,z ;H(Ksob(odd+α)

α,γ,s )))2 ≤
∑

∅6=u⊆1:s

γ′′
u







∑

ku∈P⊥,u
N,z

∏

j∈u

1

kαj







2

≤ (ewor(PN,z;H(Kkor
α/2,γ′′1/2,s)))

4,

where γ′′
u = γu(3/(2

2α+1π2α))|u| for ∅ 6= u ⊆ 1 : s and γ′′1/2 = (γ
′′1/2
u )u⊆1:s.

Following a similar argument as in Section 4.1, the squared worst-case error
(ewor(PN,z;H(Kkor

α/2,γ′′1/2,s
)))2 can be shown to have the computable formulas:

(ewor(PN,z;H(Kkor
α/2,γ′′1/2,s)))

2
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=
1

N

∑

x∈PN,z

∑

∅6=u⊂1:s

( √
3

(−1)1+α/2
√
2

)|u|

γ1/2
u

∏

j∈u

bα(xj),

for general weights γ, and

(ewor(PN,z;H(Kkor
α/2,γ′′1/2,s)))

2

= −1 +
1

N

∑

x∈PN,z

s
∏

j=1

[

1 +

√
3

(−1)1+α/2
√
2
γ
1/2
j bα(xj)

]

,

for product weights.

Corollary 2 Let N be a prime. The fast CBC algorithm using the squared
worst-case error (ewor(PN,z;H(Kkor

α/2,γ′′1/2,s
)))2 as a quality criterion can find

a generating vector z ∈ {1, . . . , N − 1}s such that

ewor(P sym
N,z ;H(Ksob(odd+α)

α,γ,s ))

≤ (ewor(PN,z;H(Kkor
α/2,γ′′1/2,s)))

2

≤ 1

(N − 1)1/λ





∑

∅6=u⊂1:s

γλ/2
u

(

3λ/2ζ(αλ)

2(2α+1)λ/2−1παλ

)|u|




1/λ

holds for any λ ∈ (1/α, 1].

Remark 4 As proven in [8, Lemma 2], the number of points contained in a
symmetrized lattice point set P sym

N,z is 2s−1(N + 1) for odd N and 2s−1N + 1
for evenN . Thus, in terms of the number of points, the exponential dependence
of the worst-case error bound on s cannot be avoided no matter how fast the
weights decay. This is a major drawback of symmetrized lattice rules.

5 Numerical results

First let us consider a simple bi-variate test function

f(x, y) =
yexy

e− 2
,

whose integral over [0, 1]2 is 1. We approximate I(f) by using lattice rules,
tent-transformed lattice rules and symmetrized lattice rules. For all of the three
rules, Fibonacci lattice point sets are employed as the underlying nodes. Note

that f ∈ H(Ksob
α,γ,2) for any α ∈ N, but f /∈ H(K

sob(odd+α)
α,γ,2 ) for α > 2 since it

does not satisfy the periodic condition on high order derivatives. Further since

H(K
sob(odd+α)
2,γ,2 ) = H(Ksob

2,γ,2) holds, both tent-transformed lattice rules and

symmetrized lattice rules are expected to achieve O(N−2+ε) convergence. This
can be confirmed in Figure 1. The integration error for symmetrized lattice
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Fig. 1 The results for f by using lattice rules (◦), tent-transformed lattice rules (▽) and
symmetrized lattice rules (+). The dotted lines correspond to O(N−1) and O(N−2), respec-
tively.

rules converges exactly with order N−2, whereas the integration error for tent-
transformed ones behaves periodically but still converges approximately with
order N−2. Although a detailed analysis on the periodic behavior is beyond
the scope of this paper, this periodicity coincides with whether the number of
the underlying nodes is even or odd.

Let us move onto the high-dimensional setting. We consider the following
test integrands

f1(x) =

s
∏

j=1

[

1 + ωj

(

xc1
j − 1

1 + c1

)]

,

f2(x) =

s
∏

j=1

[

1 +
ωj

1 + ωjx
c2
j

]

,

for the non-negative parameters c1, c2 and ωj. These smooth integrands were
originally used in [6]. Note that the exact values of the integrals for f1 and for
f2 with the special cases c2 = 1 and c2 = 2 are known: I(f1) = 1 and

I(f2) =























s
∏

j=1

[1 + log(1 + ωj)] for c2 = 1,

s
∏

j=1

[

1 +
√
ωj tan

−1(
√
ωj)
]

for c2 = 2.

We put s = 20 and ωj = 1/j2 for the integrands. Since the problem is
high-dimensional, we focus on tent-transformed lattice rules. We search for a
generating vector using the fast CBC algorithm based on the quality criterion
(5) with the choice of the weights γj = 1/(4c′j2). We compare the perfor-
mance of tent-transformed lattice rules with that of order 2 Sobol’ sequences
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Fig. 2 The results for f1 with c1 = 1.3 (top), f2 with c2 = 1 (middle) and f2 with c2 = 2
(bottom) by using order 2 Sobol’ sequences (dashed) and tent-transformed lattice rules
(solid). The left column shows the results for s = 20 and ωj = 1/j2, while the right column
does for s = 100 and ωj = 1/j3. In each graph, the dotted line corresponds to O(N−2)
convergence.

as implemented in [5]. Here higher order digital nets and sequences introduced
in [4] are known to achieve high order convergence for non-periodic smooth
integrands. A recent improvement even shows that those nets and sequences
achieve the optimal order of the error convergence [11], so that we employ
order 2 Sobol’ sequences as a competitor for present numerical experiments.
The absolute integration errors as functions of log2 N are shown in the left
column of Figure 2. For f2 with c2 = 1, order 2 Sobol’ sequences perform
slightly better than tent-transformed lattice rules. For f1 and f2 with c2 = 2,
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however, tent-transformed lattice rules outperform order 2 Sobol’ sequences
for many N . For any case, the integration error converges approximately with
order N−2, which supports our theoretical result.

Finally we put s = 100 and ωj = 1/j3 for the same integrands. We search
for a generating vector using the fast CBC algorithm based on (5) with γj =
1/(4c′j3). The absolute integration errors as functions of log2 N are shown in
the right column of Figure 2, where we see that tent-transformed lattice rules
compare well with order 2 Sobol’ sequences.

Acknowledgements This work was supported by JSPS Grant-in-Aid for Young Scientists
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A Proof of Lemma 3

In order to prove Lemma 3, we need the following result.

Lemma 5 For k ∈ N, we have

sin(2πkφ(x)) =
8

π

∞
∑

ℓ=1
ℓ : odd

k

4k2 − ℓ2
cos(2πℓx).

Proof Let ℓ ∈ N0. Since φ is given by

φ(x) =

{

2x if x ∈ [0, 1/2],

2− 2x otherwise,

it is an easy exercise to check that

∫ 1

0
sin(2πkφ(x)) sin(2πℓx) dx = 0,

and

∫ 1

0
sin(2πkφ(x)) cos(2πℓx) dx =

∫ 1

0
sin(2πkx) cos(πℓx) dx

=
1

2

∫ 1

0
(sin((2k + ℓ)πx) + sin((2k − ℓ)πx)) dx

=







0 for even ℓ,
4

π

k

4k2 − ℓ2
for odd ℓ.

Thus the Fourier series of sin(2πkφ(·)) is given by

sin(2πkφ(x)) = 2
∞
∑

ℓ=1

cos(2πℓx)

∫ 1

0
sin(2πkφ(y)) cos(2πℓy) dy

=
8

π

∞
∑

ℓ=1
ℓ : odd

k

4k2 − ℓ2
cos(2πℓx).

Hence we complete the proof.
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Now we are ready to prove Lemma 3.

Proof of Lemma 3 By definition, we have

−1 +Ksob
2,1,1(φ(x), φ(y)) = b1(φ(x))b1(φ(y)) + b2(φ(x))b2(φ(y)) − b̃4(φ(x) − φ(y)). (6)

Using the Fourier series of a triangle wave provided in [12, Chapter 1, 1.444], we have

b1(φ(x)) = φ(x)−
1

2
= −

4

π2

∞
∑

k=1
k : odd

cos(2πkx)

k2
.

Thus the Fourier series of the first term of (6) is given by

b1(φ(x))b1(φ(y)) =
1

π4

∞
∑

k,ℓ=1
k,ℓ : odd

16

k2ℓ2
cos(2πkx) cos(2πℓy).

Using the Fourier series of b2 as shown in (2) and the equality cos(2πkφ(x)) = cos(4πkx)
which holds for any k ∈ N and x ∈ [0, 1], we have

b2(φ(x)) =
1

2π2

∞
∑

k=1

cos(2πkφ(x))

k2
=

2

π2

∞
∑

k=1
k : even

cos(2πkx)

k2
.

Thus the Fourier series of the second term is given by

b2(φ(x))b2(φ(y)) =
1

π4

∞
∑

k,ℓ=1
k,ℓ : even

4

k2ℓ2
cos(2πkx) cos(2πℓy).

Finally let us consider the third term of (6). Using the Fourier series of b̃4 and the
equality cos(2πkφ(x)) = cos(4πkx), we have

b̃4(φ(x) − φ(y)) =
−2

(2π)4

∞
∑

k=1

cos(2πk(φ(x)− φ(y)))

k4

= −
2

π4

∞
∑

k=1
k : even

cos(2πkx) cos(2πky)

k4
−

1

8π4

∞
∑

k=1

sin(2πkφ(x)) sin(2πkφ(y))

k4
.

Using Lemma 5, the second term of the last expression is given by

−
1

8π4

∞
∑

k=1

sin(2πkφ(x)) sin(2πkφ(y))

k4

= −
8

π6

∞
∑

k=1

1

k2

∞
∑

ℓ,m=1
ℓ,m : odd

1

(4k2 − ℓ2)(4k2 −m2)
cos(2πℓx) cos(2πmy)

= −
8

π6

∞
∑

ℓ,m=1
ℓ,m : odd

cos(2πℓx) cos(2πmy)
∞
∑

k=1

1

k2(4k2 − ℓ2)(4k2 −m2)
. (7)

Noting that the equalities

∞
∑

k=1

1

4k2 − ℓ2
=

1

2ℓ2
and

∞
∑

k=1

1

(4k2 − ℓ2)2
=

1

4ℓ2

(

π2

4
−

2

ℓ2

)

.
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hold for any positive odd integer ℓ, the inner sum of (7) can be evaluated as follows. In case
of ℓ = m, we have

∞
∑

k=1

1

k2(4k2 − ℓ2)2
=

1

ℓ2

∞
∑

k=1

(

1

ℓ2

(

1

k2
−

4

4k2 − ℓ2

)

+
4

(4k2 − ℓ2)2

)

=
1

ℓ2

(

1

ℓ2

(

π2

6
−

2

ℓ2

)

+
1

ℓ2

(

π2

4
−

2

ℓ2

))

=
1

ℓ4

(

5

12
π2 −

4

ℓ2

)

.

Otherwise if ℓ 6= m, we have

∞
∑

k=1

1

k2(4k2 − ℓ2)(4k2 −m2)

=
1

ℓ2m2

∞
∑

k=1

(

1

k2
+

4

ℓ2 −m2

(

m2

4k2 − ℓ2
−

ℓ2

4k2 −m2

))

=
1

ℓ2m2

(

π2

6
+

4

ℓ2 −m2

(

m2

2ℓ2
−

ℓ2

2m2

))

=
1

ℓ2m2

(

π2

6
−

2

ℓ2
−

2

m2

)

.

By substituting these results on the Fourier series into (6), the result of the lemma follows.

B Proof of Theorem 3

In what follows, for a function f defined over [0, 1]2, we define a function sym[f ] by

sym[f(x, y)] :=
f(x, y) + f(1 − x, y) + f(x, 1− y) + f(1− x, 1− y)

4
.

Since we have
∫

[0,1]s

∫

[0,1]s
K

sob(odd+α)
α,γ,s (x,y) dx dy = 1 and

∫

[0,1]s
K

sob(odd+α)
α,γ,s (x,y) dy = 1,

for any x ∈ [0, 1]s, it follows from (3) that

(ewor(P sym
N,z ;H(K

sob(odd+α)
α,γ,s )))2

= −1 +
1

(2sN)2

∑

x,y∈P
sym
N,z

K
sob(odd+α)
α,γ,s (x,y)

= −1 +
1

N2

∑

x,y∈PN,z

1

22s

∑

v,w⊆1:s

K
sob(odd+α)
α,γ,s (symv(x), symw(y))

=
1

N2

∑

x,y∈PN,z

∑

∅6=u⊆1:s

γu
∏

j∈u

[

−1 + sym[K
sob(odd+α)
α,1,1 (xj , yj)]

]

. (8)

As we assume that α is even, we have

− 1 + sym[K
sob(odd+α)
α,1,1 (x, y)]

= sym







α
∑

τ=1
τ : odd

bτ (x)bτ (y) + bα(x)bα(y)− b̃2α(x− y)







=
α
∑

τ=1
τ : odd

sym [bτ (x)bτ (y)] + sym [bα(x)bα(y)]− sym
[

b̃2α(x− y)
]

. (9)
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Since bτ (x) = −bτ (1− x) for odd τ and bτ (x) = bτ (1 − x) for even τ , we have

sym[bτ (x)bτ (y)] =

{

0 for odd τ ,

bτ (x)bτ (y) for even τ .

and the first term of (9) equals 0. Considering the Fourier series of bα for even α:

bα(x) =
(−1)1+α/2

(2π)α

∑

k∈Z\{0}

e2πikx

kα
=

2 · (−1)1+α/2

(2π)α

∞
∑

k=1

cos(2πkx)

kα
,

the Fourier series of the second term of (9) is given by

sym [bα(x)bα(y)] = bα(x)bα(y) =
4

(2π)2α

∞
∑

k,ℓ=1

1

kαℓα
cos(2πkx) cos(2πℓy).

Finally, using the Fourier series of b̃2α, the Fourier series of the third term of (9) is given by

sym
[

b̃2α(x− y)
]

=
−2

(2π)2α

∞
∑

k=1

sym [cos(2πk(x− y))]

k2α

=
−2

(2π)2α

∞
∑

k=1

cos(2πkx) cos(2πky)

k2α
.

By substituting these results on the Fourier series into (9), we have

−1 + sym[K
sob(odd+α)
α,1,1 (x, y)] =

1

(2π)2α

∞
∑

k,ℓ=1

csym(k, ℓ) cos(2πkx) cos(2πℓy),

where

csym(k, ℓ) =











6

k2α
k = ℓ,

4

kαℓα
k 6= ℓ.

The rest of the proof follows exactly in the same manner as the proof of Theorem 2.
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