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Abstract

We present a priori and a posteriori error analysis of a high order hybridizable discontinuous
Galerkin (HDG) method applied to a semi-linear elliptic problem posed on a piecewise curved,
non polygonal domain. We approximate 2 by a polygonal subdomain §2; and propose an HDG
discretization, which is shown to be optimal under mild assumptions related to the non-linear
source term and the distance between the boundaries of the polygonal subdomain €2, and the true
domain 2. Moreover, a local non-linear post-processing of the scalar unknown is proposed and
shown to provide an additional order of convergence. A reliable and locally efficient a posteriori
error estimator that takes into account the error in the approximation of the boundary data of €2,
is also provided.
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1 Introduction

In this paper, we carry out a priori and a posteriori error analyses of a hybridizable discontinuous
Galerkin (HDG) method [6] applied to semi-linear elliptic problems of the form

-V - (kVu) = F(u) in €, (1.1a)
u=g on I' := 09, (1.1b)

where the domain Q C R? (d = 2,3) is not necessarily polygonal/polyhedral,  is a positive function
in , F is a source term that depends on the solution u and g is the Dirichlet boundary data on I'.
To avoid the trivial solution, we will assume that if the boundary conditions are homogeneous, the
source term will not vanish for u = 0.

The authors’s original motivation to study this type of problems comes from an application to
plasma physics, where the magnetic equilibrium in axisymmetric fusion reactors can be described in
terms of the solution of an equation of this type, known in the literature as the the Grad-Shafranov
equation [16, 23]. Due to the symmetry of the device, the equation is posed in a two-dimensional
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domain, corresponding to a cross section of the reactor at a constant toroidal angle. The plasma
confinement region is the domain enclosed by the zero level set of the solution, which is a piecewise
smooth curve that in theoretical studies is often considered given and does not contain the vertical
axis [21]. In fact, the Grad-Shafranov equation is nothing but (1.1) where g = 0, k(z,y) = 1/ and the
source term is a case-dependent function related to the current density in the toroidal direction and
the pressure profile in the plasma. Note that in plasma applications, the domain 2 does not include
the y axis.

One of the first analysis of Galerkin methods for semi-linear elliptic problems can be traced back
to the 80’s where optimal L? error estimates were provided [17]. In the late nineties efficient methods
in the spirit of multigrid methods were developed [26, 27]. Since then, a vast literature can be found
specially for parabolic problems, most of them focused on improving the computational efficiency of
the numerical schemes, due to the fact that the non-linear source term requires the implementation
of iterative schemes that might involve the computation of the Jacobian in the case of Newton’s
method. To circumvent this drawback, during the last decade, new methods have been proposed. For
instance, adaptive iterative schemes [2, 3, 18, 19] and interpolatory methods [10, 25]. In the context of
discontinuos Galerkin method, we can mention [10] and [28], whereas recently a virtual finite element
method has been analyzed [1]. We emphasize that all aforementioned references consider exclusively
polygonal /polyhedral domains. To the best of our knowledge, there are no works on a posteriori error
analysis for semilinear problems posed in domains with piece-wise smooth boundary. We consider
precisely this to be the main contribution of our work.

In the present study, the source term F will be assumed to be Lipschitz-continuous in €2, i.e, there
exists Lq > 0 such that

|F(u1) — F(u2)|la < Lallur — uz|la Yui,us € L2(Q). (1.2)
In addition, we assume that there exist positive constants £ and ® such that
k<k(x)<RE Vel

An HDG discretization requires us to formulate the problem in mixed from through the introduction
of the flux ¢ :== —kVu as an additional unknown. This choice makes it possible to write (1.1) as the
equivalent first order system

g+ kVu=0 in Q, (1.3a)
V.-q=F(u) in Q, (1.3b)
u=g on 0. (1.3c)

HDG schemes, as many other discretization methods, are based on a triangulation of the domain. In
our case, {) has a piecewise curved boundary which complicates the use high order methods, since the
boundary must be properly interpolated by “curved” triangles or tetrahedra in order to preserve high
order convergence. An alternative is to approximate {2 by a polygonal/polyhedral subdomain €}, C €2,
that can be easily discretized by a uniform triangulation of size h > 0. Then, the system (1.3) can be
restricted to ,:

g+ rVu=0 in Qp, (1.4a)
V.-q=Fu) in Qp, (1.4b)
U= on I'y, := 0y, (1.4c)

where the unknown ¢ is the Dirichlet data on the computational boundary I',. A clever way to
determine ¢ was proposed for one dimension in [8] and then extended to higher dimensions by [11].



The method consists of using the definition of the flux to transfer the Dirichlet data from I' to I'y
along segments called transferring paths. In fact, given @ € T'y, and T € T, one can integrate (1.3a)
along a segment of length [(x) with unit tangent vector ¢(x) connecting them to obtain the following
representation for (:

_ l(z) _1
o(x) = g(T) +/0 (k7 q@)(x + t(x)s) - t(x)ds. (1.5)

Above, we have considered that u(Z) = g(T). At the end of Section 2.1 we will describe a way to
pick T in such a way that the transfer will preserve the order of approximation of the underlying
discretization. Notice that the assumption (1.2) implies that F is also Lipschitz continuous in €, with
constant L < Lgq; this observation will be useful in the analysis to follow.

In previous works the authors had applied this transfer technique in combination with an iterative
HDG discretization to deal with the nonlinear system (1.4) arising from the Grad-Shafranov equation
[21] and explored an h-adaptive HDG scheme for the solution of the problem [22]. The adaptive
strategy was powered by a residual-based error estimator first proposed by Cockburn and Zhang
[12], albeit for polygonal domains—therefore not requiring the transfer of the boundary data— and
linear problems. The goal of this work is to provide a rigorous justification for the numerical results
obtained previously by the authors when applying these techniques for semi-linear problems in curved
geometries. The present communication is mainly theoretical and we refer the reader interested on
numerical experiments to [21, 22] where plenty of experiments are provided within the context of
plasma equilibrium. The results presented here, however, are not limited to plasma applications and
remain valid for general semi-linear elliptic equations .

2 The discrete scheme

2.1 Basic Notation.

The Computational Domain. Let {7;},>0 be a family of simplicial triangulations of €, that will
be assumed to be shape-regular. i.e., there exists 8 > 0 such that for all elements T' € T;, and all h > 0,
hr/pr < B, where hp is the diameter of T and pp is the diameter of the largest ball contained in 7.
For every element T, we will denote by np the outward unit normal vector to T', writing n instead of
n7 when there is no confusion. We will follow the standard convention and denote h := :Iglez% hr. For
the sake of simplicity we assume h < 1.

We will denote by e any face of a simplex and will call it an interior face if there are two elements
T+ and T~ in T, such that e = 97T NIT~. The set of all such faces will be denoted by &;. Also,
we say that a face is a boundary face if there is an element T € 7T}, such that e = 0T N I', and will
denote the set of boundary faces by 5}‘?. The entirety of the faces of the triangulation, &, can then
be decomposed as &, = &, U 5}‘? . The length of a face e will be denoted by h,.

The jump of a scalar-valued function across interior faces will be denoted by [w] := wt —w™. At
the boundary faces we set [w] := w — ¢y, where ¢y, is the approximation of the boundary data at I'j,
that will be defined later in (2.2f). For a vector-valued function v, its jump across interior faces will
be denoted by [v] :=vt -nT +v™ -n".

Spaces and norms. We utilize standard terminology for Sobolev spaces and norms, where vector-
valued functions and their corresponding spaces are denoted in bold face. In particular, if O is a
domain in R?, ¥ is an open or closed Lipschitz curve (d = 2) or surface (d = 3), and s € R, we define
H*(0) := [H*(0)]% and H*(X) := [H*(X)]?. However, when s = 0 we write L*(O) and L?(¥) instead



of H°(0) and H°(X), respectively. The associated norms are denoted by || - ||s.0 and || - ||s.s:, writing
simply |- ||o and |- ||z when s = 0, and the corresponding L? inner products will be denoted by (-, )0
and (-, -)5pn. For s >0, we write | - |5 o for the H*-semi norm and H*-semi norm.

The mesh-dependent inner products for a triangulation 7}, are given by

('7')771 = Z ('7')T7 <'7'>8Th = Z <'7'>8T and <'7'>Fh = Z <'7'>67

TeTh TeTh ecEp
and their corresponding norms will be denoted, respectively, by

1/2 1/2 1/2

I-llon = Do I-1F )+ M llom = { > II-1l3r and [+l = > 02

TET;, TETs, 665,‘?

To avoid proliferation of unimportant constants, we will use the terminology a < b whenever a < Cb
and C' is a positive constant independent of h.

The extended domain. Given a triangulation 7; and a boundary face e € 5,? we will denote by
T¢ the unique element of 7, having e as a face. To a point @ € e, we associate a point Z € I'j, and set
l(x) = |z —x|. If we let t = t(x) be a normalized vector in the direction connecting x to T then we
can parameterize the line segment between them by

ot(z) == {x + st,s € [0,l(z)]},
and define the extension patch as
TS, ={x+st:0<s<l(x),x € e}

In principle, T can be specified in several ways. For instance, it can be a point that minimizes the
distance between x and I',. However, in that case  might be not unique and also the union of all
such extension patches T, may not cover the set Q¢ := Q\ Qj, entirely if ) is not convex. A second
possibility is to set ® to be the closest intersection between I' and the ray starting at & having tangent
vector m, the normal to the face e where x belongs. In that case, t = n and T, may not cover €.
Moreover, [(x) could be extremely large compared to the mesh size. To define the numerical method,
we consider the algorithm proposed by [11] that constructs X in such a way that three conditions are
satisfied: X is unique, two different line segments oy in T, do not intersect each other inside 77, and
the line oy does not intersect the interior of €. In this case, the union of T, completely covers f .

The extension operator. Now that an extension patch T¢

ns] ot has been defined so that for every
o € Q\ Qp there corresponds a single T° € Ty, we can define a way to extend polynomial functions
defined only in the computational domain. This will be needed when transferring the boundary

condition to the computational domain I',.

Let p : T — R be a polynomial function. We will define its extension to T, as

En(p)(y) =plr<(y) VyeTg,. (2.1)

We will keep notation simple and a polynomial function p should be understood as its extrapolation
Ej,(p) whenever an evaluation outside of €, is required. This should be clear from the context. For
vector-valued polynomial functions, the extension is defined similarly component by component.



2.2 The HDG method
We consider the finite dimensional spaces of piecewise polynomials

Vi = {v e L*(Ty) 1 v|r € [Pu(D)*, YT € Th},
Wy, == {w € L*(Ty) : wlr € Py(T), VT € T},
My = {p € L*(&) : plr € Pr(e), Ve € &},
where, Pr(T) denotes the space of polynomials of degree at most k defined in T' € T}, and the space
Py(e), for faces e € &, is similarly defined. The HDG scheme associated to (1.3) reads: Find
(g, un,up) € Vi, x Wy x My, such that
(k7 qp, v)1, — (un, V- 0)7, + (Up, v - n) o7, =0,
—(qn, V)7, + (@), - 1y w) o, = (F(up), w)7,,
(Un, 1)1, = (ens W, » (2.2¢
@n-mmomar, =0, (2.2d
for all (v, w,u) € Vi x Wy, x My, Here

g, -n:=gq, n+7(u,—1uy) on 9T, (2.2e)

with 7 being a positive stabilization function, whose maximum will be denoted by 7, and the approx-
imate boundary condition, motivated by (1.5), is given by

- I(x) .
on(x) == g(T) —i—/o (k7 qp)(x +t(x)s) - t(x)ds, for x €Ty (2.2f)

Note that the function x is defined by (1.3) in the full domain 2, while the flux g, is extended from
Qp, to 2 as defined in (2.1).

2.3 Local post processing of the scalar solution

Our a posteriori error estimator will be obtained in terms of a local post processing v}, which approx-
imates the scalar unknown u with enhanced accuracy. We seek for u} in the space

Wi = {w € L*(Ty) : w|r € Pr(T), VT € Tp},
such that, in each element T € Tj, satisfies:

(kVuy, Vw)r + (F(up),w)r = —(qy, Vw)r + (F(up), w)r Vw € Pryq(T), (2.3a)
(up,w)r = (up,w)r Vw e Py(T). (2.3b)

In the case where F is independent of u, it is well known (Section 5.2 in [7]) that u; is well defined
and converges to u with order h**2 when the solution has enough regularity. It is also known that
there is a variety of choices to construct uj. In fact, we could consider a simpler choice and use
(kVuy, Vw)r = —(qn, Vw)r instead of (2.3a). However, as we will see in Section 5, the term involving
F plays a key role in deriving the error estimator.

Consider real numbers l,,l; € [0,k] and assume that u € H'«2(7;,) and q € Ha*(T},). We can
sate the following result on the well posedness and convergence rate of the post-processing. The proof
of this statement makes use of some results derived in the forthcoming a priori error analysis and will
be postponed to Appendix B.



Lemma 1. The local post processing u; is well defined for L small enough. Moreover, if Lh? <1 and
k> 1, then

le = wille, S (RR)Y2 (R i, 42,0, + h"Maligr2.0,) + B luli, 2.0, + LA ul, 12,0,

(2.4a)
=l S Bl srr + Lhrlelloz + g — aalloz + Lhrlu — usllor (2.4b)
and
S Wil S o= il (= i, + 7~ uifo)" (2.4¢)
ecEP

Here, R—which will be defined properly in the following section—is proportional to the product
h~'dist(T';,,T'). When dist(I'y,T) is of order h, then R is of order one. This result guarantees a
superconvergence of h**2 if I < h and R is of order h. If R is of order one, it only ensures a
convergence of order h¥t3/2. However, for the linear case, [9, 11] reported numerical experiments
suggesting that the order is indeed h*t2 even when R is of order one.

3 Well-posedness

In this section we employ a Banach fixed-point argument to ensure the well-posedness of (2.2). To

that end, we define the operator J : W;, — W), that maps ( to the second component of the triplet

(q,u,u) € Vi, x Wy, x M}, satisfying the linearized HDG system (2.2) where the source has been
evaluated at ¢, namely

(v q,v)7, — (u,V -v)7, + (U, - ) ot

_(q7 Vw)Th + (a 'n, w>87'h

<’ZL\7 M>Fh

{@-n war\r,

0, (3.
(F(Q), w), (

<‘qu#>rh ; (3.1c
0, (3.1d

for all (v,w,u) € Vi, x Wy x M, where ¢-n :=q-n + 7(u— u) and

- I(z) _1
pq(T) = g(w)+/0 (k7" @) (@ + t(x)s) - t(x)ds, (3.1e)

for x € I',. We stress the difference between the non-linear mapping J, which maps arguments
of the source F(-) to solutions of the corresponding HDG system, and the linear solution operator
S : Wj, — W)y, that maps the source term F itself to the solution of the corresponding HDG system.

As we can expect, assumptions on the line segments o; and distance between I';, and I will be
needed to ensure the well-posedness of (3.1) and the contraction property of the fixed-point operator.
In order to specify these assumptions we need to define some additional quantities. Given a boundary
face e € 5}‘?, its corresponding element 7, and the extension patch T¢,,, we denote by ht (resp. HZ)
the largest distance of a point inside T, (resp. T%,;) to the the plane determined by the face e, set
re := HX/ht and R := maxre.

6663

For an extended patch T

o and element T € Ty, sharing a face e, we define

Vh = {p € [Pp(TE, UTO))? : p-me # 0} .
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and we denote by n. the interior normal vector to T¢,, along the face e—i.e. the exterior normal

vector to T pointing in the direction of T;,;. We can then introduce the constants

eemt = sup HX eHT:m and Cienv = hé‘ sup M’
Te yevk |IX - ellTe vevk X - mellre

where, in abuse of notation, n, is a constant vector field in T

< that coincides with the normal vector

(pointing outwards 7¢) associated to the face e. In [9] it was shown that the constants C¢,, and Cf,,
are independent of h, but depend on the polynomial degree; in particular, the supremum appearing
in the definition of C¢,, is proportional to (hX)~!.

With these definitions in place, we can now state the following set of geometric assumptions on the

boundary faces of the triangulation.

Assumptions. For each e € 5;? we will require the following to hold:

t(x) =n for all x € e, (3.2a) FHY 1 < 1 (3.2¢)
e —= — 3’ *
re < C, (3.2b) RE e (Co Chy)® < 1 (3.2d)

Before proceeding, let us comment on this set of assumptions. As mentioned at the end of Section
2.1, the vector t(x) does not necessarily have to be normal to the face e. Therefore, the results
presented in what follows still hold if (3.2a) is not satisfied as long as the difference 1 — t(x) - n is
positive and small enough. However, this assumption helps us to facilitate the presentation of the
ideas behind the proofs. On the other hand, (3.2b) imposes the geometric constraint that the family
of triangulations {75} should be such that the distance between the computational boundary T', and
the true boundary I' remains locally of the same order of magnitude as the face mesh parameter h,.
Moreover, it guarantees that as long as H; > 0, then H ~ h; if H- = 0 for some e, then no transfer
of boundary conditions is needed on that particular face—as this would only happen if e N Q2 = e.
Given that the stabilization parameter 7 is of order one, (3.2¢) states that the minimum value of the
diffusion coefficient x imposes a restriction on how far apart I, and I' are allowed to be. Due to the
proportionality guaranteed by (3.2b), then (3.2¢) will hold whenever the mesh size—and therefore the
distance between the boundaries—is small enough. Assumption (3.2d) is the most demanding of all.
By requiring 7. to be small enough compared to the product &', the condition effectively limits
the range of values of x that the method is able to resolve for a given, fixed, distance between the
computational and physical boundaries, as measured by Hel Not surprisingly, the closer to zero the
diffusion coefficient gets, the smaller H, eL must be with respect to the mesh size near the computational
boundary.

The main result of this section, Theorem 1, is that under suitable assumptions J is a contraction
and therefore the solution of (2.2) can be obtained by applying it iteratively. The proof of this fact
is almost a straightforward consequence of the linearity of the solution map and of a key stability
bound established in Lemma 2 that estimates the norm of u in terms of those of the sources and the
boundary conditions. However, the proof of the latter follows from a lengthy series of estimates. In
order to prioritize clarity of exposition, we first present this estimate without proving it and show
how the main result follows from it. The technical details of the proof of Lemma 2 are then presented
afterwards.

Lemma 2. Suppose that Assumptions (3.2a) throughout (3.2d) and the elliptic regqularity of the aux-
iliary problem (3.9) are satisfied. Then, there exists ¢ > 0, independent of h such that

lullg, <4 max{@h, 1} F()lle, +28V3+ 1) hV||s2 1712 g, (3-3)



where g(x) = g(®(x)) Vo € T,

Thanks to this estimate the main result, from which well-posedness of the problem follows, can be
proved in a very compact way, as we now demonstrate.

Theorem 1. If Assumptions (3.2a) throughout (3.2d) and the elliptic regqularity of the auxiliary prob-
lem (3.9) hold, then J is well-defined. Furthermore, if we assume 4 L max{c®h,1} < 1, then J is a
contraction operator.

Proof. The system in (3.1) is linear and has a unique solution under the set of assumptions (3.2) (see
[9]), therefore the operator J is well-defined.

Let (1,(o € Wy and consider u; = J(¢1) and ug = J((2). Then, u; and uy are the second
component of the solution of (3.1) with right hand sides F(¢;1) and F((2), respectively. Hence, the
difference u; —usg satisfies equations (3.1), with source term F(¢;) — F({2) and homogeneous boundary
conditions on I'. By the stability estimate in Lemma 2 and Lipschitz continuity assumption, we have

17(¢1) = T (C2)lle, = llur — uzlle, < 4max{e®h, 1}|F(C1) = F(G2)lle, < 4L max{eh, 1}]|¢1 — Galla,.
The result follows due to 4 L max{¢?h,1} < 1. O

As a consequence of the above result, system (2.2) subject to the hypotheses of the theorem has a
unique solution that depends continuously on the problem data.

We now present the arguments that lead to the proof of Lemma 2. We start by establishing a
connection between the norm of the transferred boundary conditions ¢4, the magnitude of the flux q
and the length of the transfer path taken. In order to do so, we will make use of a tool introduced in

[9]. For any smooth enough function v defined in 7° U TS, and x € T'), we set

1 I(z)
dp(x) = —/ [v(x + ns) —v(x)] - nds. (3.4)
l(x) Jo
The significance of this function is that it will allow us to separate the contributions to the boundary
conditions coming from the flux, from the diffusivity, and from the length of the transfer path. Observe
that due to Assumption (3.2a) and (3.1e), we have

I(z)
po(@) — 2@ (@) = /0 () gl + ns) - nds

I(z)
— @) [ lgl@+ns) - q(@)] - nds + @) (@)a(@) .
0
with g € V', and using the definition of d4, given in (3.4), we can rewrite the above as

oq(x) — g(@®(x)) = v ) l(z) 0g(x) + k() () g(z) - n. (3.5)
This expression, combined with the bounds that we will derive in Lemma 3 below, will enable us to
estimate the approximate solution in terms of the sources, as will become evident in Lemma, 4.

In proving the next result, we will have to make use of the following properties of d,, which hold
for each e € £7 [9, Lemma 5.2]:

1
117200l < ==&/ Gty iy 017 Vo € [Pr(T)]", (3.6a)
117/26,]|e < % re |he Opv - m7e, Vo e [HY(T))" (3.6b)



The following three inequalities follow readily from estimate (3.6a), assumptions (3.2d) and (3.2¢),
and Young’s inequalities.

Lemma 3. Let ¢4 be the transferred boundary condition defined in (3.1e) and suppose that Assump-
tions S are satisfied. It holds

[ Pas0abr, | < 31620 20g B, + 215~ 2all,
[ pqr 7 — Db, | < I8 2, + S~ ),
(a1 B0, | < SR g B, + S 2,
(]

The expression for ¢, in (3.5) implies that q(z) -n = k(z)l~!(x)(pqe(x) — 8) — 64(x). Thus, thanks
to the definition of q - n, it follows that

g-n=rl""Ypg—8) — g+ 7(u—1) on I'p,. (3.7)

The above expression can now be combined with the estimates from Lemma 3 to produce a bound for
the norm of (g,u — U, ¢q) in terms of the source F(¢) and the boundary data g as we will show next.

Lemma 4. If Assumptions S hold, then
(g, v — @, 0q)I” < 2 F ()l llulla, + 312128, ,
where
_ _ 1/2
Vo, w. )l = (520, + 72 wl3e, + 1872072, ) (3.

Proof. Take ( € W}, and let u = J(¢) € W}, be the corresponding solution satisfying (3.1). Integrating
by parts the left hand side in (3.1b), testing (3.1) with v = ¢, w = u, and

) —a-n on I'y,
=Y g on 9T, \ T,

and adding the resulting equalities, we get

—-1/2

s 2 qli3, + 1772 (u = @) 37, = (F(Q, w7 — (pg:@ - n)T,-

Then, using the fact that g-n = q-n + 7(u — @) in combination with identity (3.7), we obtain
(g, u =@, ) I? < IF (Ol llulle, +1 (g 0g)p, |+ (g T(u = @))p, [+ {0 K17 B)), |-
By the Cauchy-Schwarz inequality and Lemma 3, we arrives at
_ 1 _ 1, _
(g, u =@ ¢g)II* <IF (Ol llulle, + 5”51/21 Y20l + L Y2q],
1 . 3 19—
+ 5”71/2@ — )57 + 5“’11/21 WgH%h.

and the result follows. O



Proof of Lemma 2. With all the previous technical results in place we are now in a position to prove
the crucial result. In the arguments below, Iy and Ily, are, respectively, the V and W components
of the HDG projector introduced in the Appendix A.

Proof. We will proceed using an auxiliary problem that generalizes the result of Lemma 3.3 in [9] to
our semi-linear case. We will consider that, given © € L?(£2), the solution to the auxiliary problem

kK lp+ Vi =0 in Q, (3.9a)
V-¢p=06 in €, (3.9b)
Y=0 on 02, (3.9¢)
satisfies the regularity estimate
[Pl ) + [Ylla20) < Cregl®llo- (3.10)

Then, following the argument of [7, Lemma 4.1] it is possible to show that if u satisfies (3.1) then

(w,0)7, = (v @, Tlyp — @)7;, + (W, ¢ n)p, — (@ 1. ¥)p, + (F(Q), Lwd)7,.

We will now use this expression to bound the norm of u. In order to simplify the exposition, we will
group some terms on the right hand side of this expression and treat them separately. Hence, we
decompose the above expression as

(u,0);, =Tg+Tr+T,, (3.11)
by defining
Ty:= (" qOve— @)y, Tui=(U¢ n)p, —(G-n,¢)p,, and Tr:=(F(C),Mwe)7,.

The terms T, and Tz can be bounded by an application of the estimates (A.2a) in combination with
the elliptic regularity (3.10), yielding

ITq| < 672|672 q|l, ITIv ¢ — ¢lla, < k|2 qllo, O], (3.12)
and
T 5 17l €0 (313)
The treatment of the term T, requires more work. Denoting by Idp; the identity operator in M,
considering (3.7) and equation (3.9a), T, can be written as T, = >.7_; T?, where
T}L = _<Hl_1€0Q7 1/} + larﬂ/’h‘;“ T%}, = </€Q0q, (PM - IdM)anw>Fh7
Ti = <5(I7Q/)>Fh7 Ti = _<T(u_a)7PM71Z)>Fh7

Ti = <H,l_1 g, 1/J>Fh.

We will now determine bounds for all the terms in the decomposition.

By Young’s inequality and combining the fact that I(x) < Rh ,Vx € I'j, with estimate (C.1c), we
have

T8 < (82161272 00, 1732 (1 4+ 10,8))r, | S RAJEY2072 04, O]

Analogously, we get
T3 S R (&27 204 r, 1Ol

10



To bound T3, we employ (3.6a), (C.1d), and (3.2d) yielding

T3 S (BRI 4]l 107 I,
1/2

1 e e
S.z (Rh)1/2 Z ng( ext Cinv)z”q”%e ”9”9

6663

< BP0 (51 qlla, O]l
Similarly, using (C.1d) we can bound
To STV RA(Y? (u—a)llor llOlle  and  [T5| S (RR)Z([62 1712 g|p, |O]lq.

Taking © = u in Q;, and © = 0 in Qf in (3.9) and considering the bounds for the terms T¢, we can
combine the decomposition (3.11) with the estimates (3.12) and (3.13), to obtain

P2 gll, + B (R + RY2) /217 20 I, + B2 02 2 g,
+ 72 RA YT (= ) log, + 17l + (B2 12 gl

lulloy <

~

Now, let
¢i=C {1+ R+ R+ R/ +72R}, (3.14)

where C' > 0 is the constant hidden in the symbol <. Then, since h < 1 by Lemma 4 and Young’s
inequality, we infer
- 172, 1/2 _1/2— ~ _1/2—
lulla, <@h"? (VEIFQ ISl + VIR 172, ) + 1Ol + R 5217 g,
N 1 ~ “1/2
<@ F(Ola, + 5 lelle, + 17 (Ol + E(V3+1) RV |RV2 1 P,

and thus
lulle, < 4 max{e®h, 1} F()la, +28(V3 + )R 1712 g,

4 A priori error analysis

We now provide the a priori error bounds for the method. As we will see, some of the results presented
in this section can be proven by using similar arguments to those of Section 3 and many details will
be omitted. Given that the set of assumptions (3.2) is required to hold in order to ensure the well-
posedness of the problem, in the present section they will be assumed as true and used for the error
analysis without explicitly stating them in the results. Similarly, the regularity assumption (3.10) will
be assumed to hold.

The total approximation error has a component due to the accuracy of the discretization, and
a component due entirely to the approximation properties of the discrete subspace. This is made
apparent using the HDG projection defined in (A.1) and defining the projections of the errors

el :=Ilyq—q; and &":=Ilyu— up,
and the error of the projections

I9:=q—TIIyq and I":=u—Iyu.

11



Using these quantities we can decompose the error as follows
q—q,=¢€9+17 and wu—up=¢"+1"

In addition, we define £ = Pyru — Gy, where we recall that Py is the L? projection into Mj,.
It is not difficult to show that (e9,&%, %) belongs to V', x W}, x M}, and satisfies

(v~ el v), — (6% V -v)7, + (&?a v-n)ar, = —(k 19, 0)T,, (4.1a)
— (%, Vw)7, + ({7 n,w)or, = (F(u) = F(un), w)7,, (4.1b)

(", 1r,, = (¢ = ns 1)1 (4.1c)

<€E'nyu>an\rh 0, (4.1d)

for all (v,w, p) € Vi, x Wy, x Mj, where el-n:=el n+ T(e" — ea) = Py (q-n)— qp -n. This error
equations will help us establishing two results that will eventually lead to the proof of the convergence
of the method.

To abbreviate the notation in the following arguments it will be useful to define
1/2
Ag = (IR, + W 0u(X7 - )3 + (W2 17 -m) 7, ) (4.22)
. . 1/2
Ay = (1B, + 10, ) (4.2D)

With respect to these quantities we point out that, if g € Hk“(Q), u € H*1(Q) and 7 = O(1) then,
by scaling arguments and the properties (A.2), both A4 and A, are of order RE+T,

The first of these auxiliary lemmas establishes the convergence of the discrete flux g;,, the restriction
to the mesh skeleton 4y, and the transferred boundary data ¢y as a consequence of the convergence
of the primary scalar variable u;, and the errors of the projections I'* and I9.

Lemma 5. Let ||-|| be the norm defined in (3.8). There exists a positive constant C>0, independent
of h, such that
I(e?,e" — ", 0 — o)l < 4L(l" I, + 11" ll20) lle® 2, + C A (4.3)
Proof. Testing (4.1) with v := €%, w :=&" and p := ~efn on Ty , results in
—et on T, \ Ty,

~

k2 )3, + 172 (% — ) o, = — (k" 19, %) 7, + (F(u) — Flup), )7, — (0 — ol - m)r,,

then, owing to (3.7), we readily obtain el m =kl (o —¢n) —0ea —dpa — I -n + 7(e" — &?a) on I'y.
Substituting this above, we get

(€%, e* — e 0 — pn)II? < |(x7 I9,€%)7,| + L([le" I, + 11]122,) ll€* ]I,

+|(p — on,0ea + 0pa + I - — 7(e" — %)), |. (4.4)
The estimates in Lemma 3, can be applied to the last term of (4.4) to arrive at
(¢ —endra)r, < IR (e —en)lf, + 57 maX{TS}HhL@n(I" )|
(p — on,dea)r, < L&V2I7Y2(p - on)lIg, + 3 H’f_m Eq”2
o= ITomir, < G170 o o, + om0 0
(o —pn (e =l < G2V (0 —en)llf, + 3 I e DI
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The estimate (4.3) is obtained with C' := 4x~! max{l, % R?, % R}, applying Young’s inequality to
term |(k~! I9,€9)7, | and the estimates given in (4.5) . O

Due to the previous result, it is enough to show the convergence of €* to guarantee the convergence
of the method. The next step then is to estimate ||e"||q, , which we will do through a duality argument
very much in the spirit of the proof of Lemma 2. Indeed, given © € L2(2), and considering the linear
auxiliary problem (3.9), but now using equations (4.1) instead of (3.1), we can decompose

(e“,0)7, = TF + T + T (4.6)
where

T = (F(u) — F(up), Mw) T, ,
T := (k"' (q — q5), v ®)7;, + (€9, V)7,
T = (g%

(% - mr, — (€9 n, ).

In order to estimate the size of €* we will now treat each of these terms separately. The term T7 is
easy to bound, since

17| < Lllu = unlle, Mwdlle, < Lo, + 1He,) Twlle, < Lo, +I1"(le,) 1O]lo- (4.7)

Now, by adding and subtracting (k~'(q — qy,), )7, in the definition of the term T9, we obtain

T = (v (q— q4), TOve — @)1, + (v (qa — qy). @)1, + (€%, V)7,

However, due to (3.9a), it holds that (v~ 1(q — qp,), @)7;, + (€%, V)7, = —(I9, V)7, . Let vy, € W),
be arbitrary. Then, by (A.1b), we have (I9, V) = 0. Combining these last two facts we obtain

T? = (v (q — a). v — )75, + (I, V(¥ — ¥n)) 7.
Therefore, by choosing ¥, = Iy, it follows that
T9) <[5~ + 19 |l [Ty & — @l + [ Tl2, IV (¥ — ¥n) |,

N e P [ e ST T (4.8)

where we have used the elliptic regularity for the auxiliary problem, the approximation properties
(A.1) and (A.2) of the HDG projector. Finally, we can further decompose T" := ZZ:1 TY, where:

TY := — (k" (o — on), ¥ +10n)r,,  TY :=— (k(p —on), Idy — Prr)ont)r,
Tg = <(5Iq,1/1>ph, T} == (Iq’n7 (IdM—PM)leh?

TY .= — <TPMIU,1/)>F}1 , TY = <5€‘17¢>Fh )

T7 := —(r(e" — "), Pui)r,,.

Bounding separately each of the terms above it is possible to estimate ||"]7;, as we show below.

Lemma 6. Assume that the Lipschitz constant is such that L is small enough, and consider the
discrete spaces to be of polynomial degree k > 1. Then,

lellen S (RR)V2A+7Y2) + h)ll(e%e" — e o — o)l + (RRY? + L)(Aq + Au). (4.9
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Proof. By applying Young’s inequality to each term in the decomposition of T“, considering the
estimates in Lemma C1, using the fact [(x) < Rh ,Va € '), and having in mind the estimates in (3.6),
it is possible to deduce:

TY| S 72 RA|RY2 112 (0 — o), 18], T8 <7 RAY|[(hH)214|p, [©]la,
T3] S7V/2RYVZ R 621712 (0 — on)lln, [©lle, [Tl S FY? RPAV2 (5712 eq, [O]o,
T4] < RY2 02|t 0,17 - i, [|©]a, T3 < 7 2RA|IT? (e — €*)lIr, [©]lo-

IT§| < RI(BH)Y2I9-n||p, [©]la,

Then, recalling the definition of the norm |-|| in (3.8), and of the terms A4 and A, in (4.2), we get

e < (EW Rh+ 72 RV2 1+ 7V/2R2 112 + ?1/2Rh> (€9, 2% — &%, — )] [©lla
+max{RY2,7} RhY/? (A, + Ag) ||O]la + hAg|O]la.

(4.10)
Finally, taking © = ¢" in €, and © = 0 in Qf in (4.6) and using the estimates (4.7), (4.8) and (4.10),
and considering assumption (3.2¢), the estimate (4.9) is obtained. O

Combining Lemmas 5 and 6, we can bound the error in terms of the error of the projection I'* and
I7 as we do below.

Theorem 2. Assume that 6 L ((R h)Y2 (14+71/2) +h) < 1, 7 is of order one, and the discrete spaces
are of polynomial degree k > 1, then

I, 6" — %, 0 — on)ll S Ag + A (4.11a)
and
lelon S ((BR)Y? + L+ ) (Au + Ag). (4.11b)
Proof. Tt follows from Lemma 5 and the estimate in (4.9), that
(7, &% — ", 0 — on)I* < 6L [le"][3, +2L A2+ C A2

<6L ((Rh)1/2 (1+7Y%) 4 h) (e, " — ", 0 — pn)||? + max{6 L(RhY? + L,C,2 L)} (A% + A2),

where C' is the constant defined in Lemma 5. Then, due to 6 L ((R Y2 (1 4+ 712) + h) < 1, the
estimate (4.11a) is fulfilled. Finally, (4.9) and (4.11a) imply (4.11b). O

As a byproduct of the previous result, we are now in the position to establish the asymptotic
convergence rate of the discretization.

Corollary 1. Suppose that assumptions of Theorem 2 hold. If uw € H*1(Q) and q € Hk“(Q), then

g — apllo + lu —unllo S P (Julrr0 + |@li10) - (4.12)

Proof. 1t follows from Theorem 2, Lemma 4.9, and the approximation properties (A.2), combined with
Lemmas 3.7 and 3.8 in [9]. O
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5 A posteriori error analysis

A residual-based error estimator. In order to prevent the proliferation of high order (with respect
to h) oscillatory terms that would only make the analysis more cumbersome, we will suppose for the
remainder of this sections that ¢ is the trace of a function in W;* N HY(Qy,). Let (Ty, &5, EY) refer
to the elements, interior faces and boundary faces of the computational mesh respectively. In each
element T € Ty, we define the following residual-type local error estimator:

mrlanhoon) = (IR F(R) = V- qulf+ 2V + 5712,

1/2 (5.1)
+ X (nellani + 7 ENE) + 5 B o - ui)E)

ecgonNT ecEONT
and introduce the data oscillation term
*\ (12
0sc*(F, Tn) := Y h3l|F(uj) — PwF(up)||7- (5.2)

TeTh

We will show that the global error estimator, given by

1/2
= (Z n%(qhvu?w(ph)) ) (53)

TeT,

constitutes a reliable and efficient local a posteriori estimator for the error
e, = 7% (a — @n)lIy, + llu—ujll&, + 17212 (0 = en)lIf, - (5.4)

The remaining part of this section is devoted to proving one of the main contributions of this work,
which is the efficiency and reliability of the local error estimator (5.1). We state the result here, and
will proceed to develop the tools required for its proof. This will follow readily from Theorem 3 and
Theorem 4, the proof of which is lengthy and requires a few technical lemmas.

Reliability and local efficiency. If the Lipschitz constant L associated to the source term F and

the distance between I'y, and I' is small enough (in a sense that will be made clear in the hypothesis of
Theorem 3), then the error estimator n is reliable, i.e.,

e <n? 4 0s(F,Th).

Moreover, n is locally efficient, meaning that

(@ vien) S D0 (16772 (@ — anlF + lu—uill3) + ket llo = enll2 + 0se(F,Un(e))
Teuh(e)

where Up(€) is the set of elements that have e as an face. Namely, Up(e) :={T € Ty, : T N &R = e}.

Before setting out to show the validity of this result, we would like to make a few remarks regarding
the steps required for the proof. The efficiency of the estimator can be established by adapting some
of the arguments in [13] to account for the semi-linearity of the problem and for the approximation
of the boundary data due to the curved boundaries. This will be addressed at the end in Theorem
4. Reliability, however, requires a much lengthier argument and the proof will be divided in several
steps. Lemma 7 establishes the connection between the residual of the HDG equation (2.2a) and the
post-processed solution uj that appears in the local error estimator. To show that each of the terms
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in the estimator are indeed upper bounds for the error in the flux, the term ||x~/?(q — qh)||%2h will
be decomposed in four components which will be treated separately in Lemma 8. This shows that the
error on the flux can be successfully bounded by the estimator, plus some additional terms involving
the error the scalar variable v and the data in the boundary ¢. Next, Lemma 9 shows an estimation
for the error in the variable u in terms of that of the transferred boundary condition and the flux. All
these results are then consolidated in Theorem 3, which establishes that the error can be controlled
by a combination of the estimator 1 and the data oscillation, that is, the reliability is finally proven.

As mentioned in Section 2.3, the inclusion of the nonlinear source term F in the definition of wuj
helps obtaining the following result, which is important for the estimate in Lemma 8, that will link
the post processed solution with Equation (2.2b).

Lemma 7. Let (up,qy) be the solutions to (2.2) and uj, be the post-processing of uy given by (2.3).
It holds

(PW‘F(U‘?L) -V Qh7w)771 == <Qh ’ n7w>67’h - (“VUZ +qy, vw)Tm Vuwe ch,h7

where Wi, = {w € H(Q) : wr € Py(T), VT € Tp}, and P1(T) is the space of piecewise linear
polynomials on T'.

Proof. Considering w € WY}, and integrating by parts in the equation (2.2b) we obtain, for all T' € Ty,
(V *qp, w)T - <qh "N, w>6T + <ah "N, w>6T = (]:(uh)v w)T-
Then, due to (g), - n, w)s7, = 0 and using (2.3), we have
(V ’ qhvw)Th - <qh ’ n7w>87'h = (’%vu;? V’w)Th + (‘F(u;kl)7w)n + (qh7 Vw)Thv
which concludes the proof. O

In what follows, @ € W; N H'(,) such that @} = ¢ on 'y, will be used to denote the so-called
Oswald interpolation of u} defined in D5. Now, we apply the Lemma D5, with |a| = 1, to get

IV (@, = up)lity, < Co | D2 he Muplllz + D hetlle — whll?

ec&y ee&?
<Co | > hMMlupIZ+2 > hotlle —enllz +2 D b tllon — upll2
e€ly 6681? eeé']?

where Cp > 0 is a constant independent of h arising from the approximation properties of the Oswald’s
interpolant. Similarly, for |a| = 0, we have

a7, = uill, < Co | D helllurlllz +2 Y helle —enllz +2 D hellon — uill?
ecy ecg? ecEp
Since for a fine enough mesh h. < h.!, the two inequalities above can be combined into
5, — i, + IV (@5, — ui) 18, <2Co| - b Ilunlllz + D bt len — ufll2 + [1h (0 — wn) I,

e€Ep ecg?

(5.5)
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The following three results allow us to find a preliminary estimate for each term of our error defined
n (5.4). We begin rewrite ||x~1/2(q — qh)HzTh in a suitable manner. Note first that using (1.3a), and
adding and subtracting @} , it follows

1572 (q — qp) |13 = (¢ — gn. k(@ — ap))r
—(q@—qn, V(u—T3))r — (q— q,, Vij, — 5 qp)7
= (V- (qg—ap),u—u)r—((@—qy) n,u—h) e — (@ — qu, Vg, — £ 'q,)r-

Adding and subtracting F(ujy,) and Py F(u; ) in the first term above, and using (1.3b) to replace V - g
by F(u) yields

16712 (g — ap)||3 = (F(u}) — PwF(u}) + PwF(u}) — V - qp + Flu) — F(u}),u — @)1
—((@—ap) -, u—Th)or — (@ — ay, Vs, — £~ a1

Thus, since q € H(div; Q) and u — @}, € H(Q4), we can add over the entire grid to obtain

1572(q — gy, ||Qh ZTZ, (5.6)

where

Ty := (F(u}) — PwF(ul),u— )7, , T3:=—(q—qn Vi, — & 'q)7,
= (PwF(up) =V - qp,u—up)7, +(qn - mu =)oy, Tai=(F(u) = Flup),u— ;)7

In the following estimates, for a given function v, let Qx(v) be the averaged Taylor polynomial of
degree k associated to v. For smooth functions this polynomial coincides with the “usual” Taylor
polynomial, whereas for functions with Sobolev regularity it is defined by mollification of the weakly
defined Taylor polynomial [4, Section 4.1].

Lemma 8. There ezists C1 > 0, independent of h such that

I5~"2(q ~ @,)l13, < T (Osczwm + > WP F (i) = V- apllf
TeTh

3 IR+ kg3 Y (e a2+ 5 ITIZ) + 3 A e — il
TeTh ec&p eeg,‘?

+C1 182 (0 = en)if, + Cr Llu = uj [, -

Proof. To prove the result, we will bound each of the terms T; in the decomposition separately. The
final result will come as a consequence of the individual estimates. In some cases we will make use of
a free parameter €¢; > 0.

Bound for T;. Consider Qo(u — @} ), the zeroth order averaged Taylor polynomial associated to
u — uy. Since (F(up) — PwF(uy),Qo(u — u}))r = 0, then by Young’s inequality and the Bramble-
Hilbert lemma with constant ¢ > 0, independent of h, we obtain

h2
(hr(F(up) — Py F(up)), hy' (u =15, — Qo(u —uj)))r < 4—6T1||f(UZ) — PwF(up)|F +cen [V (u—a3)]7.
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Using (1.4a) in the last term of the above expression to replace Vu by x~!q along with adding and
subtracting Vuj and x~'q,, we obtain

~% 3 — * — * ~%
IV =)} < = (I72(q = ap)F + 152V, + 572 |3 + [61/2Vu;, - 2V |3) . (5.7)

=

Thus

Ml< G Y (In7%(a — a3 + 82 Veh + 57 a3 1612V — 22V 2)
TeTh

Z hi || F(uh) — Pw F(up) I, (5.8)
TeT

where Cy := max{1,3cx'}.

Bound for Ts. We begin by rewriting T9 as

Ty ={g, - n,u —tp) o7, + (PwF(up) = V- qp, (u—up) — Cp(u — up))7,

where Cj, is the Clément interpolation operator defined in Appendix D. Rearranging terms above,
using u = uj, = ¢ on I'y, and applying Lemma 7, we have

Ty =(qp - n,u—Up)o7, + (PwF(up) =V -aqp, (Idy — Cp)(u — u3)) 7, — (@h - 7, Cr(u — U)o,
— (kVup, + g5, VCi(u — u)) 7,
= (ap -, (Idy = Cp)(u — @) ornr, + (PwF(ui) = V- qy, (Idy — Cp)(u — U3)) 7,
— (kVup, + g5, VCi(u — 1)) 7,

Then, by Young’s inequality,

[ Ts] < E > MEllPw F(ui) = V- ayllz + e Y he®ll(Tda = Co)(u = @)II7
TET TET,

+ E > helllgndllz +e2 > b [(Tdar — Cr)(u — @7)|12
2 ecep €&l

R * — ~%
1o 2 IV T Pl e Y (Cuu — ) -
2 TeT, TET,

On the other hand, the properties of Clément’s interpolant—Lemma D4—and the Poincaré inequality
with constant ¢, imply that

> hplTdy = Cr)(u—ap)liF S Y llu—@llA, <@ep D fu—alin,

TETh TeT TeTh
YoM Uda = C)(u—Tp)2 S Y lu—aglA, <Gcp D fu—uhlir,
ec&y e€sy TeTh
Yolenu—ap)ir S Y lu—uplly <eep D fu—uhlir
TETh TeT, TeTh
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Above, the sets A7 and A, correspond to the macro element surrounding the element 7' and face e
respectively, i.e.

Ap:={T' €T, : TNT # o} and Ae={T'€Ty:T Ne+# o}

Then, applying (5.7) to the right side terms of the last three inequalities, one arrives at

C '
|T2| < 4—622 (Z Wrl| Pw F(up) = V- a7+ 3 he”[[Qh]]Hg)

TETh e€&y

1 * ~%
rale (I = anlf o+ (g + 1) 920 gl 6V V-l )
TeTs

(5.9)
with Cy = max{1,%, 3¢, 5~ (¢ + & + ¢3)}.

Bound for T3. From Young’s inequality, it follows that

Tl < 5 (5o (1829 + 57 a2 9@ = ) [}) + el @ = ai)lf) - (510)
TeTh

Bound for T4. Adding and subtracting w;, and using the Lipschitz continuity of F, we have

* * L * * ~
Tal <L Y (lu—will3 +llu—willelied ~Tillr) < 5 > (3w —willy + laf — @El17), (5.11)
TeT, TeTh

where the second inequality follows from Young’s inequality:.

Wrap-up. By the decomposition (5.6) and the bounds (5.8) - (5.11) obtained for the terms T; , we
deduce that

/\

1572(q — gy, ”Qh = Z h || F(uf,) — Pw F(u )HOT+ 1

Z hTHPWJ:(uh) V‘Qh”%
TeT

TeT
Cy
<C1 e1+ Cres + 1c, + 263) Z H"fl/zvu + H_I/QQh”T + — Z he || [an]ll?

TET, e€E?
(0161+0262+—6) > IV (uj, — ) ”T+ > llup - h”T""— > =il
TeTh TET TeTh
+(Crer + Coen +e3) Z 1572 (q — qp) |13
TeT

Finally, considering values of €1, €2, and €3 such that Cie1+Coes+eg <1 /2, and the estimate for
the terms that involve uj, given in (5.5), the proof in concluded with Cy dependent only of C; and
Co.

O

Now, we bound the second term of the error €2 (see (5.4)).
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Lemma 9. Under all the previous assumptions, the following bound for the error in the post processed
solution holds

lu—ujllg, < Ca > k! Rqy, + &2V |7 + S TunllZ 4+ 0 b tlen — upli?
T€Th ec&y ecEp

15172 (a = @I, + Ihe ' (o - mH%h)

where Cy > 0 is a positive constant independent of h.

Proof. First, note that, since v — uj € Hol(Qh), then thanks to the triangle and Poincaré inequalities
with constant c,, it follows that

lu = uplldy, < 2llu—ahld, +20@ - uilld, <26IVu—Vagla, +2a; - uild,.

then, since ¢ = —x~! Vu (see (1.3a)) adding £x~'q;,, we get
lu—uill, <4ca™t (k2@ — anl, + 5~ 2ay + <2Vagl3, ) +211@; - uild, -
Now, adding +r1/2 Vuy, results in

Ju—wujlld, < 4cde w7V (g - h)Hs% +8cp ! | Pqy, + KV URIR,

+2 max{4c s 1R, 1} (HV(uh )”Qh + | uh”Qh) (5.12)

Finally, the proof is concluded by substituting (5.5) into (5.12). O

We conclude this part with an estimate for the last term of our error,

Lemma 10. Assume that all previous assumptions are satisfied. Then, there exists a positive constant
C3, independent of h such that

—-1/2 — *
Ihe 2 (¢ — en)lI2, < Ts HéaX{Teare( et)’) <HH Y2(q = ap)lId, + 07 L? |lu - uj 3,
+ > W |PwF(u) = V- aullf + 0502(]:,771)>-

TeTh

Proof. We first notice that this term depends on what happens in the domain Qf, that is

1022 (0 — eI, < lIx~%(q — @il (5.13)
Then, for each T' € T, we have
hrllV (g —ap)llr = hel|F(u) = V- qpllr

< hrl|PwF(up) = V- qplle + hol|F(w) = Fup)lle + hel|[Pw F(uf,) — F(up)]l-
(5.14)
Now we will need to consider the approximation error measured in a function space with additional
regularity. For T' € T, let Er : H(div;T) — H(div;R?) be any local extension operator, and
Qr(E7(q)) € Pr(R?) the averaged averaged Taylor polynomial of degree k introduced in the proof of
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Lemma 7. Let also £ : H(div;7;,) — H(div;RY) be a global extension such that E(v)|r := Er(v)
for all T € T}, and v € H(div; 7). Note that

lg —anllo; < Qk(E(Q)) — anllog + [lg — Q(E(q))llag

1/2
— llg— Qu(E@)llo; + | 3 1Qx(E(@) — anl.
6682
1/2
< |E(q) — Qr(E@)llag + | D re (C&)*1Qk(E(@)) — aullte
eefg

Since [|Qk(E(q)) — anlFe = |Qu(E(@) — ap)lFe < 1 E(a) — aullFe = llg — gulF-, we obtain

lg —apllo: < I1E(q) — Qr(E())llas + H;%{g{ri/z Coutlla — anlle,-
ecey,

Moreover, to bound the first term on the right hand side, we observe that

|Ere(q) — Qr(Ere(q))l7e , = |Ere(q — 1) — Qu(EBre(q) — Ere(qn))|7=
S Bre(q —ap)liFe, Sr2ls=" (@ —ap)llre +r2 03|V - (@ — q3) |7,

where we have used the estimate in (C.2a). Thus,
15772 (@ = an)llog, < max{rd,re (CE0*} (I (@ = @nlit, + W1V - (@ = @)l )
h

The result follows combining the last inequality with (5.13). O

With all the pieces in place, we can now show that the error in the flux can be successfully estimated
if one considers the data oscillation.

Theorem 3. Assume that the hypotheses of Lemmas 8—10 hold. In addition, if

0103 ma%({rg,re (C.)%) < 1/2, (5.15a)
ec&y
CyL(Lh?+2C) <1/2, (5.15b)
(2Cs+1)C3 ma%({rg,re (C.)%) < 1/2, (5.15¢)
ec&y

where C;, i € {1,2,3} are defined in the Lemmas 8, 9 and 10. Then, there exists a positive constant
Chel, such that
€ < Cre (772 + 0502(f,ﬁ)) .

Proof. We first replace the estimation of the Lemma 10 into Lemma 8 and, together with assumption
(5.15a), obtain

1572 (q — ap)ll3, < L(LE*+2C1) ||u—ujl3, +(2C1 +1) (0802(.7:,7}L) + n2) : (5.16)
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Combining the assumption (5.15b) with (5.16) into the Lemma 9, we obtain
=i, <20 A2 (0 — )}, +2(C + DTy (osH(F,T) +12) . (5.17)
Note that, thanks to (5.17) and assumption (5.15b), the estimation (5.16) can be rewritten as
1572 (g = @)lis, < Y2 (0 — ), + BT1+2) (os®(F T +2).  (5.18)
Combining (5.17) with (5.18) and using the Lemma 10 again, we arrives at
15742 (q = an)lI, + llu = uj 3,
< (205 + 1) Ty max{r,re (Can)} (172 (a = @)l + = il ) + (05¢*(F, o) +7°)
h
Then, by assumption (5.15¢), we deduce
15712 (g = @), + Ilu — uhlld, < ose®(F,Ta) +n*.
Finally, observe that the above estimation allows us rewritten the Lemma 10 as
1he 2 (0 = en)lIf, S 0se*(F, o) + .

which concludes the proof. O

Having established the reliability of the estimator we can now adapt arguments from the linear
case to show that the estimator is locally efficient as well. This will follow readily from the following
estiamtes.

Theorem 4. Suppose that Lh < 1. Then we can assert the following local estimates
s qy, + &2 Vuf e S 672 (g - an)llr
WG S S Ik @ —an)llf Ve e,

Teuh(e)
Wt llen —uille S D0 15T @ — a)lF+ T2 (0 — w2 Vee &,
Teuh(e)
helllandI? <2 (I672(@ = @)l + B3I Pw F(uf) = V- au 3
TEuh(e)

+ ||u — u’,ﬂ\%) + oscz(]-",uh(e)) Veeé&

W |Pw F(uh) = V- anllr S 572 (a = a3+ i | P F (uf) = F i)l + llu = b7

Proof. Note that due to the presence of the non-linear source term, the post-processing defining uj
is also non linear, and a direct application of the results in [13, Lemmas 4.4-4.5] and [14, Lemmas
3.4-3.7] is not possible. We then proceed to adapt those arguments to the current semi-linear case and
treat each of the estimates above separately in what follows. Local efficiency will follow by combining
these estimates.

Bound for ||x~/2qy, + x'/2Vu}|r. This term can be bounded by an application of [14, Lemma
3.7], that is

k=2 gy + w2 Vil S 1572 (g - an)lir (5.19)
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Bound for h_Y||[ui]||?. We begin by splitting [u}] into its component in the space My := {u €
L2(0Tx) : ple € Po(e), Ve € &,} and its orthogonal complement. Considering Py, , the L?()—orthogonal
projection into My, and Idy; the identity operator on the same space we have

he il < bt 1P TuplIZ + ket [ (Tdar — Pago) [upl 2. (5.20)

Each of these terms can be bounded by an application of [14, Lemma 3.4. and Lemma 3.5.] to all the
interior faces of the triangulations. That is, for each e € &,

h 1P [upll2 S D0 1672 gy + 612 V|7, (5.21a)
Teuh(e)

he ' | (Tdar — Pa)[un 12 S >0 IV (w—up)|17 (5.21b)
TeUp(e)

~1/2

Now, adding and subtracting k~'/“q;, to V(u —uj}) and using the definition of the flux it follows that

IV (= up)lF S 1572 (@ = a7+ 157 gy + &2 V|7 (5.22)

Moreover, using the fact that [|x~/2 g, + x'/2 Vui |3 < [|[k7/2 (g — qp)||% (see (5.19)), we can bound
the second term above. The same argument can be applied to (5.21a), and combining these two results
we arrive at

h ]2 S Y s a—a)ly  Yee&. (5.23)
Teuh(e)

Bound for h_l|¢, — uj||?. First, we define for each T' € Ty, the local Raviart-Thomas [15] space
of order k as
RTx(T) := [Pr(T)]? ® Pp(T) ,

where Pi(T") denotes the space of polynomials of degree at most k defined in T' € T}, (see Section 2.2).

Taking as test in (2.2a) v € RTy(T), it is possible to use the second equation defining the post
processing uj, (2.3b), for V - v belongs to the space of piece-wise constant functions Py(7"), to obtain

(@) — (u, V- 0)r + (@, v - n)or = (7' g, + VUi, v)r + (G, — uj, v - n)or = 0.

On the other hand, if we consider v € H (div,Uy(e)) for each e € £, then by summing over all
T € Up(e), we arrive at

Z (K’_l qp + VU;,’U)T + Z Z <ah - u;knv ’ n>8T - <90h - u;knv ’ n>e-
Tely(e) TelUy(e) FeoT \e

Since v € H (div,Uy(e)) is arbitrary, we can choose it such that, on each T' € Uy, (e), belongs to RTy(T")
and satisfies

/'v-n = /PMO(goh —up)-mn for the face e,
€ €
/'v-nzo VFedTl \e,
F
we obtain

1 Pago (on — up) |12 = Z (r~' qj, + Vuj, v)7.
Teuh(e)

23



Then, from the Cauchy—Schwarz inequality and a standard scaling argument ||v||7 < hi/? |lv-n|e, we
get
B P on w2 S S0 I + Y2 V2 (5.24)
Teuh(e)

Now, analogously to [14, Lema 3.5], it follows that for each boundary face e € T'y,

he ' |(Tdar — Par)(on — up) |12 = he ' | (Zdar — Pagy)(on — up) |2
S he l(dar = Pagg)(w — w12 + he |(Tdar — Parg) (9 — on) 17

S D0 IV —up)liz + e — enllZ.
Teuh(e)

Therefore, by (5.22) it follows that

he' [(Tdar = Pasg)on —w)l2 S D0 (1872 (a = an)llz + 1572 gy + &2 Vg |17)
TEUy (e) (5.25)
+het e — enll?-
Finally, we decompose

on — up = Py (0n —up) + (Idyr — Pagy) (o0 — up)

and apply (5.24) and (5.25), to arrive at

he'llen —uplle S 32 (672 (@ = an)llf + 1572 @y + 12 Vb |7) + 57" o — enll?
Teuh(e)

< S K2 (@ —an)llF A+ RS (o — on)lIZ, (5.26)
Teuh(e)

where we have applied (5.19) in the second line.

Bound for h.||[q,]||?>. For the interior faces, we have that for any w € H} (U (e)), then

farlwe = Y (@-a) nwor= Y ((a-ay), Vw)r + (Fu) = V- q;,w)r)

TeUy (e) T€Up(e)

< Y (R - anllr IVellr + hr |F) = V- gylir bzt wlr)
TeUp(e)

< > (®2IT2@ - anllr + hr1F@) = V- gyllr) (IVwllr + Azt lwlr).
TEuh(e)

By choosing a test function of the form w = Bc[q;] € Px+q(T), whith being B, is a face bubble
function defined in (C.3), it follows that

/ Bla, < > (I+7(a — anllr + b | F(w) = V - @yl ) bz b2 Belay] e,
€ Tely (e)

then, due to h}l hé/z < he_l/2 and the fact that
[ Bl < [0 s [ Blal?
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one arrives at

hellandI? <> (172 (@— @)l + h3IF(w) - V- g4) -
TEuh(e)

Now, using (5.14) and the Lipschitz continuity of F, due to Lh < 1 we get

helllaadl? S 2 (I672(a— @l + 1311 Pw Fuj) = V- aulF + o= ]7)
TeUy,(e) (527)
+osc?(F,Up(e)).

Bound for h%||PwF(u}) — V - q,|/3. For each element 7' € T, and any function w € H}(T), we
have that

(Pw F(up,) =V - qp, w)r = (P Fup) = F(up), w)r + (F(up) = F(u), w)r + (F(u) =V - gqp,w)r
= (Pw F(up) = F(up), w)r + (F(up) = F(u), w)r — (¢ = qp, Vw)r-

We now consider the element bubble function Br defined in Lemma C3 and take w := Brpv, with
v:= PwF(u;) — V- q;. Then, the equation above yields

(v, Bro)r < (b 167" (@ = aw)lr + | P F(u) = F(ui) |l + L llu = i i) (b [V (Bro)llr + | Broliz).
Then, due to (C.3) and the inverse inequality hr ||Vw|r + [|[w| 7 < |Jw||7, we obtain
lol3 5 (ht 157 (a = @u)llr + [ Pw F(uh) = Fui) e + L |l = wh ) [ Brollr.
Since ||Brv||r S ||v||7 also by (C.3), we have
lollr < hyt 1571 (@ = ap)llr + |1 Pw F () = F(ui) iz + Llu—uj 7.
Equivalently, since Lh < 1, the estimate above can be rewritten as
W1 Pw F (i) = V- anllr S I57%(a = alif + b2 1 Pw F(up) = Fup)l[F + lu— w7 (5:28)
U
Putting together the bounds from the previous theorem and the definition of the local error esti-

mator, the local efficiency follows as an easy corollary.
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A HDG projection

In order to make this manuscript self-contained, in this section we provide previous results that will
help us to analyze our discrete scheme. First of all we recall the HDG projection operators introduced
by [7]. Given constants ,,l, € [0, k] and a pair of functions (g,u) € H*a(T) x H'*(T), we denote
by I1(q,u) := (IL,q,Ilu) the projection over V), x W}, defined as the unique element-wise solutions
of

(IIyq,v)r = (q,v)r Ve [Pr_1(T))4, (A.la)
(Myu, w)r = (u,w)r VwePr_(T), (A.1b)
(IIyq - n + TILyu, p) p = (@ - M+ Tu, p) g Ve Pr(F), (A.lc)

for every element T € Tj,, and F € 9T. The L? projection into M} will be denoted as Pys. If the
stabilization function is chosen so that 77** := max 7|s7 > 0, then by [7] there is a constant C' > 0
independent of 7" and 7 such that

lq+1 *
”qu — q”T S Ch/]l-l\—i_ ’q’qu+1(T) =+ Ch%+lTT’U‘Hlu+1(T), (A2a)
lg+1
My — ullr < C’h%+1|u|Hlu+1(T) + Ciﬁw 4| gia () (A.2b)
T

Here 77 := max 7|gp\ p+ and F* is a face of T" at which 7|g7 is maximum. As is customary, the symbol
| - |s is to be understood as the Sobolev semi norm of order s € R.

B Proof of Lemma 1

In this section we present the proof of Lemma 1, relating to the well posedness of the auxiliary non
linear local problem that leads to the post processed approximation u;. We re state the Lemma here
for convenience.

Lemma 1.  The local post processing uy is well defined for L small enough. Moreover, if Lh? <1
and k > 1, then

lu—ujlloz < (RR)YV2(Ruly, o7, + W algr27) + B2l 2.7 + LA ul, 42,7,

(B.1a)
= uihr S bz + Lhrllelor + g — aullor + Lhrllu — unloz, (B.1b)
and
S WD S o= il (1= + 02— wif ) (B.1¢)
ecE?

Proof. We will prove first that the problem (2.3) is well posed. For this, we will use a fixed point

argument. Let T' € Tj,. We define the operator S : Py11(T) — Pr41(T) as S(¢) = z, where z is the
only solution of

(kVz,Vw)r = —(qn, Vw)r + (F(up), w)r — (F(C),w)r, Vw e P (T), (B.2a)

(z,w)r = (up, w)r, YV w e Po(T). (B.2b)
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Note that S is surjective because (B.2) is well-posed. We will show now that S has a unique a fixed
point and in that case it is the solution of (2.3). Let (3,{s € Pxy1(T) such that S(¢;) = 2 and
S(¢2) = 22, with z1 and 29 satisfying (B.2). We observe that (; — (2 € Pr41(T) and

(kV (21 — 22), Vw)pr = —(F(¢1) — F((2), w) 7, Vw e Pr(T), (B.3a)
(21 — ZQ,QU)T =0, YVwée ]PO(T). (B3b)

1
Then, for i = 1 and 2, we set Z; := m/ z; and noticing that Z; = Z by equation (B.3b), we have
T

21 — 2o|3 = [|(21 — 21) — (22 — B3 < ORIV (21 — 29)||3,

where we have used the Friedrichs inequality with constant Cr > 0. Taking w = z; — 25 in (B.3a),
and recalling that F is Lipschitz continuous with constant L, we obtain

|21 — 22|17 < CR(F(C) — F(Gr), 21 — z2)7 < CRL|| G2 — Gillr |21 — 227

Thus, the operator S is a contraction as long as C’%L < 1. If that is indeed the case, it has a unique
fixed point.

For the inequality (B.1a), let Py and Py« be the L?2—projectors into the space of constants and into
Wy respectively and decompose

u—uj = (I — Py+)u+ Py(Py+u—uj)+ (I — Py)(Pw+u — uj), (B.4)

We will now proceed to bound each of the terms on the right hand side of this expression separately
in order to estimate the difference u — u}. For the first term it is easy to see that

(I = Pw)ullor < b2 uli, 127 (B.5)

For the second term we first notice that, since W* is a space of piecewise polynomials, the definitions
of Py« and Ilyy, since k > 1, imply Py Pw+u = Pou = Pyl u

| Po(Pw+u —up)llor = [[Po(Mlwu — up)llor < [[Hwu — upllor = [1€*/lo7- (B.6)

In the first equality we have made use of the fact that, due the definition of uj in equation (2.3b), we
have Pyu; = Poup,.

Now we move on to the third term in (B.4) and note that for every v in the space of vector valued
functions with components belonging to W;* and T' € T it holds that

(kV(u = up),v)r = (6V (Pw=u —up) ,v)p = (kV (I = Py)(Pw=u — uy), v)7. (B.7)
Moreover, for the exact solutions (u,q), we have KVu = —q so that the difference u — uj satisfies
(kV(u—up), Vw)r = —(q — qp, Vw)r + (F(up) — Fu), w)r — (F(up) — F(u), w)r

for every w € Wy and T' € T. Letting w := (I — Fy)(Pw=u — uj) € W* and Vw be the test functions
above, and using conditions (B.7) leads to

(va, V'w)T = _(q — gy, vw)T + (‘F(u;.;) - ‘F(u)vw)T + (]:(u) - f(uh)vw)T‘

From this equation, using the the scaling argument |w|or S hr|w|i,r and the inverse inequality

~

lwhr S h}leHo,T we arrive at

—2 —
hy? w5 S ®lwlir < llg = gullorlwhr + L (Ju—whlor + llu—unlloz) wlox
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from which we conclude that

wllo.r < brlla — aullor + Lhg (Jlu — ujlloz + [lu — usllor) -

Recalling the decomposition (B.4), and the estimates (B.5), (B.6) we can bound the term ||u — uj ||o,7
on the right hand side yielding

(1= Lh3)wloxr S hrllg = anllor + Lh3 (B Jul, o + €0 + lu = unllor) (B.8)
Combining (B.8) above with (B.5) and (B.6) once more we arrive at
(1= Lh3) llu = ujllor S (1= Lhg)higuli, o0 + (1= Lh3) | o + hr llg — aullo,r
+ LG (B2 fuls, 40,0 + 1l oz + llu = wnllor)
S h%+2|u|lu+2,T +le*lo,r + b1 llg — qpllor + L hi llu — unllo,7-
So, assuming Lh% < 1 for each T € Ty, results
lu =il S B2 [uli, 4o + e lor + b llg = anllor + Lhdllu — upllor-

By adding on each T' € Ty, the estimate (B.1a) is concluded after considering the results in Theorem
2. Now, if we apply the inverse inequality to the estimate above, we arrive at

(1= Lhp)whr S la = aullog + Lhr - (Bl vo0 + €l + lu = unllor)

Assuming again Lh2. < 1 for each T € Ty, (B.1b) follows.

1/2
Finally, using the trace inequality, the fact that hellv[l§. < [lvllo.r (||v||(2)T + h?p|v|%7T) for any
v € [HY(K)]?, and the estimates (B.1a) and (B.1b), we have

D helllunllde £ 32 Y- hellu —uilr I3,

e€e&y e€ly T Ewe
1/2
S lu—ilor (Il —willd o+ hilu =il )
e€ly T Ewe
which implies (B.1c). O

C Auxiliary estimates

The following results were used throughout the text. We include them here for completeness.
The first lemma was needed to bound the terms in the decomposition of T* carried out in Lemma
6.

Lemma C1. [9, Lemma 5.5] Suppose Assumption (3.2d) and the elliptic reqularity inequality (3.10)
hold. Then,

15" (dar = Par)d, < B]Olles (C.1a)
112 (Idys — Par)0nt|r, S RY20|O|lq, (C.1b)
1324 + 10,9) I, < 11Ol (C.1c)

17 lIr, < l1©]le. (C.1d)
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The result below is used when deducing the bound for the term of the estimator involving the jump
in the flux.

Lemma C2. Let e € &) and v € H(div;T¢). It holds

1Ere ()l7e, S72l0lI7e + 2 W7V - vl (C.2a)

Proof. We employ a scaling argument Let ® : T — T be the affine mapping from 7T to the reference
element T and set T ¢ =0 HTE,). We have

|Bre @), = ATl B@IE S ITEllF, gy = Tl (1912 + 19 - 52)

eact

S 1Tl (7 ol + 19 - ulf).

Thus, considering that |T¢,| < (HF)? = R? (h})? < r2h%, and |T¢| < hZ%, the inequality (C.2a) can
be deduced. O

The following result pertaining bubble functions is useful when addressing the local efficiency of the
error estimator.

Lemma C3. [2/, Lemma 3.3.] Let Br : Hd+1)\ be the element-bubble function associated to
T € Tn, where {\;}; d+1 are the barycentric coordinates of T, and B, := Hd+1)\ be the face—bubble

75
function associated to e C T, where \j vanishes on e. Then, the following estimates hold

oI} S @ Bro. [Brole S o] |Brolur S i ol )
B S (e Bawe  [Bels, S W lules |Benlsns be lull

for all v € [PR(T)]|%, T € Ty, and for each p € [Py(e)]?, e € &,.

D Clément and Oswald interpolants

The following two interpolants are useful in the arguments leading to the reliability of the estima-
tor. They allow to control the behavior of functions with piecewise H' regularity by representatives
belonging to the global H} () space.

First, in the next lemma, we state the approximation properties of the Clément interpolation
operator Cj, : L?(2y,) — W,;l’c N H (), introduced in [5] as

1
Crw = Z (m 0 de) ¢

ZGNh

where ¢, is the IP1 nodal basic functions associated to the interior vertex z, 2, = supp ¢,, and
Wt = {we C(Q) : wr € PL(T),T € Tp}.

Lemma D4. [2/, Lemma 8.2] For any T € Ty, e € 5}; and 0 < m < 1, the following estimates hold,
for all w € H(Q)

IChwlme S lwlme,  llw=Chwlor S hrlwlhar, llw—Chwlloe S he?[lwll,a.,,

where Ap :={T" € Tp, : TNT' # 0} and A, ={T' € Ty, : T'Ne # 0}.
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The next results shows that an element w of W} can be approximated by a continuous function
w € W, sometimes referred to as Oswald interpolant, and that the approximation error can be
controlled by the size of the inter-element jumps of w.

Lemma D5. [20, Theorem 2.2.] For any wy, € Wy and any multi-index with || = 0,1, the following
approzimation results holds: Let up be the restriction to I'y, of a function in Wy ﬂHl(Qh). then there
exists a function Wy, € Wi 0 HY(Q,) satisfying Wp|r = up, and

S D*(wn = @n)F < Co | 3o w2 Twal 12+ D ke lup —wal? |
TET, c€y, ece?

above, Cp is a positive constant independent of the mesh size.
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