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Abstract

We give some new characterizations of Schnorr triviality. In concrete
terms, we introduce a reducibility related to decidable prefix-free ma-
chines and show the equivalence with Schnorr reducibility. We also give a
uniform-Schnorr-randomness version of the equivalence of LR-reducibility
and LK-reducibility. Finally we prove a base-type characterization of
Schnorr triviality.
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1 Introduction

The theory of algorithmic randomness [21, 9] gives the definition of that a set
is random. At the same time, the theory also studies a set that is “far from
random” or “randomness theoretically weak”.

Martin-Lof randomness [16] is the randomness notion that has been studied
the most. One formulation of “far from ML-random” is K-triviality and this
notion has many characterizations. For instance, the following equivalence for
a set A [20, 12]:

(i) A is K-trivial, that is, K(A [ n) < K(n) + O(1),

(ii) A is low for Martin-Lof randomness, that is, each Martin-Lo6f random set
is Martin-Lof random relative to A,

(iii) A is low for prefix-free Kolmogorov complexity, that is, K () < K4(o) +
o),

(iv) A is a base for Martin-Lof randomness, that is, A is Turing reducible to a
Martin-Lof random set relative to A.
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Note that (i) means that A is far from random by the Levin-Schnorr theo-
rem. The equivalence between (ii) and (iii) was strengthened to the equivalence
between LR-reducibility and LK-reducibility [14].

Schnorr randomness [22] is another important randomness notion. Similarly,
the lowness notions for Schnorr randomness have been studied [7, 8, 15, 6].
Unlike the case of Martin-Lof randomness, lowness for Schnorr randomness is
not equivalent to Schnorr triviality, which is a Schnorr-randomness version of
K-triviality [8].

Franklin and Stephan [10] and Miyabe [18] claimed that truth-table re-
ducibility is more suitable than Turing reducibility when studying a notion of
relativized Schnorr randomness and proposed truth-table Schnorr randomness
(tt-Schnorr randomness) and showed the equivalence of the following:

(i) Schnorr triviality,
(ii) computable tt-traceability,
(iii) lowness for tt-Schnorr randomness,

(iv) lowness for truth-table reducible measure machines.

Franklin and Stephan [10] also showed the equivalence to a kind of being a base
for Schnorr randomness that uses new reducibility <g,,. We would like to have a
notion of being a base for Schnorr randomness that uses truth-table reducibility.

Miyabe [18] claimed that truth-table Schnorr randomness is the proper rela-
tivization of Schnorr randomness that is different from the usual relativization.
Subsequently, Miyabe and Rute [19] introduced uniform relativization. The uni-
form relativization of Schnorr randomness is called uniform Schnorr random-
ness, which is equivalent to tt-Schnorr randomness but has a slightly different
formulation.

In this paper we give some new characterizations of Schnorr triviality. In
Section 3 we give a characterization of Schnorr reducibility via decidable prefix-
free machines. Schnorr reducibility is defined via computable measure ma-
chines, with which Schnorr randomness has a characterization. Since we have
a characterization of Schnorr randomness via decidable prefix-free machines,
such a characterization should be studied. In Section 4 we study a uniform-
Schnorr-randomness version of the equivalence between LK-reducibility and LR-
reducibility. We also give characterizations via open covers. In Section 5 we give
a base-type characterization of Schnorr triviality. More precisely, we will show
the equivalence among the following;:

(i) Schnorr triviality,
(ii) being a base for uniform Schnorr tests,

(iii) being a base for uniformly computable martingales.

The main tool is a uniformly-computable-martingale version of the Kucéra-Gécs
Theorem. It should be noted that Franklin, Stephan and Yu [11] studied a base
for Schnorr randomness, which is a notion different from the one considered in
our study.



2 Preliminary

We refer to the books [21, 9] for the notions in algorithmic randomness. By
2<% we denote the set of binary strings. Cantor space 2% is the set of infinite
binary sequences equipped the canonical topology. By =, we denote the prefix
relation. For o € 2<%, we denote by [o] the set of all extensions of o in 2¢, that
is, [o] = {X : o < X € 2%}. The uniform measure on 2* is denoted by u. We
identify a set X C N with the binary sequence X by n € X <— X(n) =1
where X (n) is the n-th bit of X.

2.1 Schnorr randomness

The following are basic definitions and results on Schnorr randomness.

A Schnorr test is a sequence {U,} of uniformly c.e. open sets such that
w(U,) <277 for all n and the measure p(U,,) is uniformly computable in n. A
set X € 2¥ passes a Schnorr test {U,} if « & (), Un. A set is called Schnorr
random if it passes all Schnorr tests.

A machine is a partial computable function from 2<% to 2<“. For a machine
M, Kolmogorov complezity K of T € 2<% with respect to M is defined by
Kpy (1) = min{lo| : M(o) = 7}. A set of strings is prefiz-free if, for two
disjoint strings in the set, one is not a prefix of the other. A machine is called
prefiz-free if its domain is prefix-free. A computable measure machine is a prefix-
free machine M such that p([dom(M)]) = >_,caom(ar) 2711 is computable. A
set X € 2% is Schnorr random iff K/ (X [ n) > n — O(1) for all computable
measure machines M [7].

A machine M is called decidable if dom(M) is computable. An order is an
unbounded nondecreasing function from N to N.

Theorem 2.1 (Bienvenu and Merkle [1]). A set X is Schnorr random iff for all
decidable prefiz-free machines M and all computable orders g, we have Kpr(X |
n) 2 n—g(n)—O0(1).

A martingale is a function d : 2<¢“ — RY such that 2d(¢) = d(c0) + d(o1)
for all o € 2<%, A set X is Schnorr random iff d(X | n) < g(n) for all but finite
n for each computable martingale d and each computable order g.

2.2  Uniform Schnorr and computable randomness

When relativizing a randomness notion, we need to be careful. One criterion
of naturalness of a relativization is whether van Lambalgen’s theorem holds or
not [18, 5]. Miyabe [18] and Miyabe and Rute [19] showed that van Lambalgen
theorem holds for uniform Schnorr randomness. The following definitions and
results in this subsection are essentially from Miyabe [18] and Miyabe and Rute
[19] although the formulations are slightly different.

Definition 2.2. A uniform Schnorr test is a computable functions f : 2¥ xw —
T such that the function (X,n) — u(f(X,n)) is computable and u(f(X,n)) <



27" for all X € 2% and n € w. We say that a sequence {U2} is a Schnorr test
uniformly relative to A if UA = f(A,n) for all n for a uniform Schnorr test f.
A set B is called Schnorr random uniformly relative to A if B & [, U2 for a
Schnorr test {U2Y uniformly relative to A.

Here 7 is the set of open sets on 2¢. We refer to [24, 3, 4, 25] for computability
from 2“ to 7, from 2 to R and so on. Miyabe and Rute [19] showed that uniform
Schnorr randomness is equivalent to tt-Schnorr randomness studied in [10, 18].

Uniform Schnorr randomness has characterizations via complexity and mar-
tingales.

Definition 2.3. An oracle prefiz-free machine M is a uniformly computable
measure machine if the function X + p([dom(M™X)]) is computable.

A uniformly computable measure machine is called a truth-table reducible
measure machine in [18].

Theorem 2.4 ([18]). A set B is Schnorr random uniformly relative to A iff
Kpya(B [ n)>n—0(1) for all uniformly computable measure machine M.

Definition 2.5. A uniform martingale test is a computable map d : 2% x 2<% —
R such that d? = d(Z,-) is a martingale for each Z € 2. In this case, we say
that such a martingale d* is computable uniformly relative to A.

See also the definition in Franklin and Stephan [10].

Theorem 2.6 ([10, 18]). A set B is Schnorr random uniformly relative to A iff
dA(B | n) < h(n) for almost all n for each martingale d* computable uniformly
relative to A and each computable order h.

2.3 Lowness notions for uniform Schnorr randomness

Here we review lowness notions for uniform Schnorr randomness. Notice that we
modify the terminology according to the change of the name of uniform Schnorr
randomness.

Definition 2.7 (Downey et al. [7]). A set A is Schnorr reducible to a set B
(denoted by A <gen B) if for each computable measure machine M there is a
computable measure machine N such that Ky(A [ n) < Ky(B [ n)+ 0(1). A
set A is Schnorr trivial if A <ga, 0.

Definition 2.8. A trace is a sequence {T,,} of sets. A trace {T,,} is a trace for
a total function f if f(n) € T,, for all n. We say a trace {T,,} traces a function
fif {Tn} is a trace for f. A set A is computably tt-traceable via a computable
order h if all functions f <y A are traced by an h-bounded c.e. trace {T,}. We
say that a set A is computably tt-traceable if it is computable tt-traceable for
some computable order h.

Note that a set is computably tt-traceable iff it is computably tt-traceable
for all computable orders. For details, see [23], [21, Theorem 8.2.3] and [13].



Definition 2.9. A set A is low for uniform Schnorr randomness if every Schnorr
random set is Schnorr random uniformly relative to A. A set A is low for uni-
formly computable measure machines if for each uniformly computable mea-
sure machine M there is a computable measure machine N such that Kn(o) <

Theorem 2.10 (Franklin and Stephan [10, Theorem 3.2], Miyabe [18, Theorem
7.3]). The following are equivalent for a set A € 2%

(i) A is Schnorr trivial,

i)
(ii) A is computably ti-traceable,
(i) A is low for uniform Schnorr randomness,
)

(iv

We also use the following result.

A is low for uniformly computable measure machines.

Definition 2.11 (Ho6lzl and Merkle [13]). A set A is totally i.0. complex if
there is a computable function h such that for all total machines M there are
infinitely many n where Ky (A | h(n)) > n.

Theorem 2.12 (Holzl et al. [13]). A set is not totally i.o. complex iff it is
Schnorr trivial.

3 Characterization of Schnorr triviality via de-
cidable prefix-free machines

Schnorr randomness has a characterization via decidable prefix-free machines
(Theorem 2.1). Then the following reducibility should have a strong relation to
Schnorr randomness.

Definition 3.1. A set A is called weakly decidable prefix-free machine reducible
to a set B (denoted by A <wam B) if for each decidable prefiz-free machine M
and a computable order g there exists a decidable prefiz-free machine N such
that

Ky(An) < Ky(B|n)+g(n)+0Q).

First we see basic properties.
Proposition 3.2. The relation <yam s reflexive and transitive.

Proof. The reflexivity is immediate.

Let A <wam B and B <yam C. Let g be a computable order. For a
decidable prefix-free machine M and the order g/2 there exists a decidable
prefix-free machine N such that Ky (B [ n) < Ky (C | n)+g(n)/2+ O(1). For
this N and the order g/2 there exists a decidable prefix-free machine L such
that K(A [ n) < Kn(B I n)+g(n)/2+ O(1). Hence K(A [ n) < Ky(C |
n) + g(n) + O(1). O



The following is also immediate.

Theorem 3.3. If a set A is Schnorr random and A <wam B, then B is Schnorr
random.

Proof. Let M be a decidable prefix-free machine and g be a computable order.
Then there exists a decidable prefix-free machine N such that Ky(A [ n) <
Ky(B | n)+g(n)/2+ O(1). Since A is Schnorr random, Kn(A [ n) > n —
g(n)/2 — O(1). Then it follows that Kp(B [ n) > n — g(n) — O(1). Since M
and g are arbitrary, B is Schnorr random by Theorem 2.1. O

We give a characterization of Schnorr triviality via the relation <yqm.
Theorem 3.4. A set A is Schnorr trivial iff A <wam 0.
This theorem follows from Theorem 3.5 but we give a direct short proof here.

Proof. (“if” direction) Suppose A <y4m 0. Let h be a computable order. Then
there exists a computable order g such that g o h(n) < n/2. Note that g o
h is computable order. Let M be a decidable prefix-free machine such that
Ky (h(n)) < 2logn + O(1) for almost all n. Since A <yam 0, there exists a
decidable prefix-free machine N such that

Ky(A | h(n)) < Kp(h(n))+g(h(n))+0(1) <2logn+n/24+0(1) <n
for almost all n. By Theorem 2.12, A is Schnorr trivial.

(“only if” direction) Suppose that A is Schnorr trivial. Then A is computably
tt-traceable by Theorem 2.10.

We show A <yam 0. Let M be a decidable prefix-free machine and g be an
order. Let L be a decidable prefix-free machine such that K (n) < 2logn for
almost all n where we identify a natural number n with the string 0™. Then

max{K(i) |1 <i<n}<2logn

for almost all n. Let f(n) = A | n. Then f <; A. Hence there exists a
computable trace {T,} such that |T;,| < g(n) and f(n) € T,, for all n.

Let N be a decidable prefix-free machine such that N(o7) is the L(7)-th
element in Th(,). Then

Ky(An)=Kn(f(n) < Kum(n)+max{K.(i) |1 <i<g(n)} < Ku(n)+g(n)
for almost all n. Then A <yqm 0. O

Actually, wdm-reducibility is equivalent to Schnorr reducibility.

Theorem 3.5. For all sets A and B,

A <seh B = A <yam B.



Let us recall the KC theorem [9, Theorem 3.6.1]. A KC set is a computable
sequence of pairs {(d;,7;)} with d; € N and 7; € 2<% such that Y, 274 < 1.
Then there is a prefix-free machine M and strings o; of length d; such that
M(o;) = 7; for all i and dom(M) = {o; : i € N}. we call a pair (d,7) a request.
The weight of a request (d,7) is 27¢. The weight of a computable sequence of
requests {(d;, 7;)} is the sum of the weights of the requests. Thus a KC set is a
computable sequence of requests with the weight less than or equal to 1.

Lemma 3.6. For every decidable prefix-free machine M and every computable
order g, there exists a computable measure machine N such that

Kn(o) < Ku(o) +g(lo]) + O(1).

Proof. Let M be a decidable prefix-free machine and g be a computable order.
We define a KC set S by

S={{(r|+g(lo|))+1,0) : M(r) =0 and |7| < 2|o| + 2}.
Clearly S is a c.e. set. Furthermore
ZQ\P\< Z 9~ Iml=a(lo)-1 < Z 2~ ITI=1 < 91,
(p,o)€S M(T)=0 M(t)=0c

We claim that the weight of the KC set is a computable real. For each n € N,
define a uniformly c.e. set S,, by

Sy, ={{rl+9g(lo]) +1,0) : M(7) =0, || <2|o|+ 2 and || < 2n + 2}.

Then S, T S. Since M is decidable and S, is a finite set, the weight of S5, is
computable for each n. If {|7| + g(|o|) + 1,0) € S\ Sy, then |o| > n. Hence
Z 9~ lrl < Z 9= ITI=9(loh~1 < 9—g(n)~-1

(p,0) €S\S,, M()=c.|o|>n

where the last inequality holds by prefix-freeness of M. It follows that the
weight of S is computable.
We define another KC set T' by

T={2|o|+2,0) : 0 €2}
Then T is a c.e. set and the weight of T is

22 2|o|—2 Z 22 2|o|—2 2271 9—2n—2 22—71 2 _ 91

oe2* n=0oc€2n

Hence U = SUT is a KC set with a computable weight.
Let N be a computable measure machine constructed from U by the KC
theorem. For each o, let 7, be a string such that

M(7y) =0 and Ky (o) = |75/



If |75| < 2|o| + 2, then
Kn(o) < Kn(o) +g(lo]) + 1.
If |75 > 2|o| + 2, then
Kn(o) <2[o|+2 < Kn(o) < Kn(o) + g(lo]) + 1.
Thus the lemma is proved. O

Proposition 3.7. Let A, B be sets. If A <gcn B, then A <yam B.

Proof. Suppose that A <g, B. Let M be a decidable prefix-free machine M
and g be a computable order.
By Lemma 3.6, there exists a computable measure machine M’ such that

Kar(B Tn) < Kyf(B [ n) +g(n) + O(1). 1)
Since A <gen B, there exists a computable measure machine N such that
Kn(A 1 n) < Kun (B | n) +O(1). (2)
Then N is a decidable prefix-free machine and, by (1) and (2), we have
Kn(A 1n) < Ku(B [ ) +g(n) +O(1),
Since M and g are arbitrary, we have A <yqm B. O

Lemma 3.8. For every computable measure machine M , there exists a decidable
prefiz-free machine N and a computable order g such that

Kn(0) < Kn(o) = g(lo]) + O(1).

Proof. We can assume that dom (M) is not a finite set without loss of generality.
We further assume that |o| < 2|7| + 2 for each o, 7 such that M (1) = o.
For each m, we define a set S,, by

Sm={7 : M(7){ and |7| < m}.

Then S,, T dom(M) as m — oo. It should be noted that [dom(M)\S,,] > 0
for all m by the assumption. Then there exists a strictly increasing function
h : N — N such that

m > h(n) = [dom(M)\Sn,] <27".

Since M is a computable measure machine, h can be computable. Then there
exists a computable order g such that

29Ch(n+D+1) <y for all n and g(2k + 2) < k/2 for all k.



Let C' € w be sufficiently large. We will be more precise later. We define a
KC set W as follows: if M (1) = o, then we enumerate the pair (|7|—g(|o|)+C, o)
into W. Then the weight of W is

IR Sy S glrledeh-c
M(1)=0c n=0 m=h(n) M(7)=0,|T|=m

< Z 2g(2h(n+1)+1)70[[dom(M)\Sm]]

n=0
oo

<> m-27m9<
n=0

for sufficiently large C.

Let N be the prefix-free machine constructed from W by the KC theorem.
We claim that N is decidable. Let m € N. Suppose that M(7) = o and
0 <|7] = g(lo|) + C < m. It should be noted that

7l = g(lo]) = |71 = gQIT[ +2) = |7| = |7[/2 = |7]/2.

Then |7| < 2(m — C). Hence, by enumerating 7 such that |7| < 2(m — C), we
can enumerate all p such that p € dom(N) and |p| < m.
For each o € rng(M), let 7, be such that M(7,) = o and Ky (o) = |75].
Then
K (0) < 7ol - g(Jo]) +C = Kna(o) - g(lo]) + C.

Thus the lemma is proved. O
Proposition 3.9. Let A, B be sets. If A <wam B, then A <gen B.

Proof. Suppose that A <yqm B. Let M be a computable measure machine. By
Lemma 3.8, there exists a decidable prefix-free machine M’ and a computable
order g such that

Kum (B [n) < Ky(B [ n) —g(n) +O(1).
Since A <wam B, there exists a decidable prefix-free machine N’ such that
Kno(A T'n) < Kao (B [ )+ g(n)/2 + O(1).
Again, by Lemma 3.6, there exists a computable measure machine N such that
Kn(A 1n) < Kno(A Tn) + g(n)/2+ O(1).
By combining these, we have
Kn(A [ n) < K (B [ n) +0(1).

Thus the proposition is proved. O



4 Preorderings related to uniform Schnorr ran-
domness

In this section we study a uniform-Schnorr-randomness version of the equiva-
lence between LK-reducibility and LR-reducibility.
First recall the following definitions and facts. The reducibility A <px B is
defined by
KB(0) < K*o) +0(1).

The reducibility A <pr B is defined by that every Martin-L6f random set rel-
ative to B is Martin-Lof random relative to A. Recall that a set is called low
for K if A <px 0, and that a set is called low for Martin-Lof randomness if
A <pg 0, and these notions are equivalent. Kjos-Hanssen et al. [14] strength-
ened this equivalence to the equivalence between two reducibility of <pr and
<LK.

By the results in Franklin and Stephan [10] and Miyabe [18], lowness for
uniformly computable measure machines and lowness for uniform Schnorr ran-
domness are euiqvalent. Then we strengthned this equivalence to the equivalence
between reducibilities.

This section is dedicated to the proof of the following theorem.

Theorem 4.1. The followings are equivalent for A, B € 2%.

(i) Every Schnorr random set uniformly relative to B is Schnorr random
uniformly relative to A.

(ii) Ewvery Schnorr test uniformly relative to A is covered by a Schnorr test
uniformly relative to B.

(iii) For each uniformly computable measure machine M, there exists a uni-
formly computable measure machine N such that

Kys(0) < Kya(o) +O(1).

(iv) Fach strictly bounded and uniformly Schnorr function g : 2% — 1, there

is a strictly bounded and uniformly Schnorr function h : 2 — 7 such that
9(A) € h(B).

(v) For every computable function f : 2* x N — RT such that the function
X — > f(X,n) is computable, there exists a computable function g :
2¢ x N — RT such that the function X — Y " g(X,n) is computable
and f(A,n) < g(B,n) for all n.

We show the equivalence among these by showing

(iii) = (ii) = (1) = (iv) = (v) = (iii).

10



Proof of (ii)=(ii). Let f be a uniform Schnorr test. Then there exists a uni-
formly computable measure machine M such that

() f(An) C{X : (Vd)(En)Kpa(X [ n) <n—d}.

By the hypothesis of (iii), there exists a uniformly computable measure machine
N such that
KNB (0’) S KMA (O') + 0(1)

Then there exists a uniform Schnorr test f’ such that

{X : (Yd)@n)Kys(X [n) <n—d} C[)f(B,n).

Thus the Schnorr null set (), f(A, n) uniformly relative to A is covered by the
Schnorr null set (N, f'(B,n) uniformly relative to B. Since f is arbitrary, (iii)
implies (ii). O

Proof of (ii)=(i). Suppose that X is not Schnorr random uniformly relative to
A. Then X is covered by a Schnorr test uniformly relative to A, which is covered
by a Schnorr test uniformly relative to B by the hypothesis of (ii). Then X is
not Schnorr random uniformly relative to B. o

Our remaining proofs mostly follow the argument in [2]

4.1 Proof of (i)=(iv)

First we recall some facts from Bienvenu and Miller [2].

An open set is called bounded if its measure is less than 1. A test is a
non-increasing sequence {U,} of open sets such that (), U, has measure 0. For
U C2¥and o € 2<%, we set

(Ulo)={X €2¥ : 0 X eU}.

We say that a c.e. open set is a Schnorr set if its measure is computable.
The first fact to uniformly relativize here is the following.

Theorem 4.2 (Bienvenu and Miller [2]). The following are equivalent for a set
X €2%:

(i) X is not Schnorr random.

(ii) There is a bounded Schnorr open set U such that all tails of X belong to
U.

(ili) X € U¥ for some bounded Schnorr prefix-free subset U of 2*.

The relativization of this theorem to A gives the equivalence among the
following.

11



(i) X is not Schnorr random relative to A.

(ii) There is a bounded open set U such that p(U) is computable from A and
all tails of X belong to U.

(i) X € U¥ for some bounded prefix-free subset U of 2<“ such that u(U) is
computable from A.

In contrast, the uniform relativization of this theorem to A gives the follow-
ing.

We say that a computable function ¢ : 2¢ — 71 is a uniformly Schnorr
function if the function X — u(g(X)) is computable. A computable function
g : 2% — 7 is strictly bounded if sup yco. p(g(X)) < 1. Then the following are
equivalent.

(i) X is not Schnorr random uniformly relative to A.

(ii) There is a strictly bounded and uniformly Schnorr function g such that
all tails of X belong to g(A).

(i) X € (g(A))“ for some c.e. function g from 2 to the subsets of 2* such
that g(X) is prefix-free for all X and the function X — [¢(X)] is a strictly
bounded and uniformly Schnorr function.

Here a function g from 2“ to some discrete space is c.e. if and only if there
is a computable function h from 2¢ x N ¢g(X) = 0 | <= h(X,s) = o | for
some .

Lemma 4.3 (Bienvenu and Miller [2]). Let C be a class of bounded open subsets
of 2¥. Let {T¢}enen be a countable family of tests (i.e., for all e, {TS}nen is
a test) such that {T} belongs to C for all e,n. Suppose we have the following
closure properties.

(P1) For allU € C and o € 2<%, if u(Ulo) < 1, then there exists a V € C such
that (Ulo) C V.

(P2) For allU € C, there exists a V € C such that U CV, and for all o € 2<%,
if w(Ulo) =1, then [0] C V.

(P3) For allU € C, and o € 2<%, if u(Ulo) < 1, then for all e € N, there exists
ne € Nand V € C such that (UUTS ) CV and u(Vio) < 1.

Finally, let W be a prefiz-free subset of 2<% such that [W] cannot be covered by
any open set U € C. Then there exists X € W¥ that passes all tests T€.

Bienvenu and Miller [2] uses the following proposition to study lowness for
Schnorr randomness.

Proposition 4.4 (Bienvenu and Miller [2]). Let C be the class of bounded
Schnorr open sets and T€ be the family of Schnorr tests. Then the hypothe-
ses (P1,P2,P3) of Lemma 4.3 are satisfied for these classes.

12



The uniform relativization gives the following.

Proposition 4.5. Let A be a set. Let C be the class of open sets g(A) such that
g : 2% = 7 s a strictly bounded and uniformly Schnorr function. Let T¢ be the
family of Schnorr tests uniformly relative to A. Then the hypotheses (P1,P2,P3)
of Lemma 4.3 are satisfied for these classes.

Proof of (i)=(iv) of Theorem 4.1. Suppose that there exists a strictly bounded
and uniformly Schnorr function g : 2% — 7 such that g(A) € h(B) for all strictly
bounded and uniformly Schnorr function h. Let W be a prefix-free subset of
2<% guch that [W] = g(A). Apply Lemma 4.3 for this W. Then there exists
X € WY that passes all Schnorr tests uniformly relative to B. Then X is
Schnorr random uniformly relative to B and is not Schnorr random uniformly
relative to A by the uniform relativization of Theorem 4.2. O

4.2 Proof of (iv)=(v)

We use the same techniques as the proof of Proposition 5.1 in the revised version
of [2] in arXiv.

Proof of (iv)=(v) of Theorem 4.1. By the usual identification of w to w X w and
of 2¢ to [0, 1], we identify 2 with [0,1]“. For all n € w and « € [0, 1], set
Bno={X€[0,1]° : X,, €[0,a)}.

Let f:2¥ xw — RT be a computable function such that X — Y > f(X,n) is
computable. Since 2% is compact, SUp y cow Y neo f (X, n) is finite. Without loss
of generality, we can assume that Y ° / f(X,n) < 1. Consider the computable
function A : 2 — 7 defined by

WX) =B rxm)-
Then

p(h(X)) =1 =TT = uBupxm)) =1 - [1(0 = F(X,n)).

n n

This can be reformulated as

log(1 = p(9(X))) = > log(1 — f(X,n)).

Since f(X,n) tends to 0, X — 3 log(l — f(X,n)) is computable. Thus, g is
a strictly bounded and uniformly Schnorr function. By hypothesis (iv), there
is a strictly bounded and uniformly Schnorr function &k : 2 — 7 such that
h(A) C k(B).

Let 6 > 0 be such that supygcoe u(k(X)) < 1 — 4. For all n € w, let
kE(X,n) be the approximation of k(X) with precision 27"~ ¢ where ¢ € w to be
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specified shortly. That is, k(X,n) is a clopen set for which an exact index can
be uniformly computed from X and n, and p(k(X) \ k(X,n)) < 27"7¢. Now
define the function g : 2¢ x w — R by

g(X,n) =max{a € [0,1] : u(Bnao \k(X,n)) <27"7¢}
Note that g is computable. Also note that g(B,n) > f(A,n) because B, f(a.n) €
h(A) C k(B) and
1B, pan) \ (B, n)) < p(k(B) \ k(B,n)) <27"7°.

Now it suffices to show that the function X — > ¢(X,n) is computable.
Let m be a fixed integer. Since k(X,m) is a clopen set, one can effectively find
an integer N' = N (k) such that k(X,m) is independent from {B,, 4y : 7 > N}.
By this independence, we have

M( U Bn,g(X,n) \ k(Xv m)) :(1 - M(k(Xv m)))ﬂ( U Bnyg(X,n))
n>N n>N

>6 - (| Bugxm)- (3)

n>N

On the other hand, we have

,u( U Bn,g(X,n) \k(X)) < Z /L(Bn,g(X,n) \k(X))

n>N n>N
< Z /L(Bn,g(X,n) \k(Xa n))
n>N
< Z g—n—c _ 27N7c' (4)
n>N

By combining (3) and (4) and the fact that pu(k(X) \ k(X,m)) < 27™¢, we
obtain

27Nfc_|_27mfc
1- H (1 —g(X,TL)) = :U‘( U Bn,g(X,n)) < f

n>N n>N

We assume that 27¢t! < § and N > m. Then

1= J] (1 —g(x,n)) <27™

n>N

(By considering the case that m = 0 and N = 0, we have 1-[[, (1—-g(X,n)) < 1,
which implies ), g(X,n) is finite.) Composing with —log on both sides, we
obtain

> g(X,n) < —log(1—27m) =2 mFolm),

n>N

Hence ), g(X,n) is computable from X. O
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4.3 Proof of (v)=-(iii)
We follow the proof of Proposition 27 in [2].

Proof of (iv)=(iii) of Theorem 4.1. Let M be a uniformly computable measure
machine. The goal is to show the existence of a uniformly computable measure
machine N such that Kys(o) < Kyra(o) +O(1). Let f: 2 x 2<¥ — RT be
the function defined by
F(X.0) =27 ux (@),

Then f is lower semicomputable. Since the function X Eaedom(MX) 2ol
is computable, the function X + >’ _,.. f(X,0) is computable. By the as-
sumption of (iv), there is a computable function g : 2 x 2<“ — R™ such that
X =Y cocw 9(X,0) is computable and f(A,0) < g(B,o) for all n.

Since 2“ is compact, sup ycow ¥, 9(X, o) is finite. Let ¢ € w be a constant
such that >~ ¢(X,0) < 2¢ for all X € 2%, Let

LX = {{k,o) : 9(X,0) > 2_k+c+1}.

Then
Z 27k _ Z2f|'logg(X,a)fcfl‘\+1 < 27629()(7 0_) <1.

(k,oc)eLX o

Thus, L is a KC-set. Apply the KC theorem to construct a oracle prefix-free
machine N whose domain is a prefix-free set {p, : (k,0) € L} with [p,| =
k and N*(py,) = 0. Since the function X — Y- _g(X,0) is computable, the
function X +— 3 27 Mosg(X.e)=e=11+1 i computable. Finally notice that

Kye(o) < —logg(B,o)+c+1<—log f(A,0)+c+1< Kpa(o)+c+1.

O

5 Base for uniform Schnorr tests

We say that a set A is a base for ML-randomness if A <t X for some set
X that is ML-random relative to A. It is known that being a base for ML-
randomness is equivalent to K-triviality. Then we would like to have a base-
type characterization of Schnorr triviality. One candidate is like this: a set A
such that A <y X for some set X that is uniform Schnorr random relative
to A. However this notion is not equivalent to Schnorr triviality. Actually
Franklin and Stephan [10] showed that there exists a Schnorr trivial set that is
not truth-table reducible to any Schnorr random set.
It should be noted that the following notions are equivalent:

(i) Schnorr triviality (Definition 2.7),

(ii) computable tt-traceability (Definition 2.8),
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(iii) non-totally i.o. complexity (Definition 2.11).

Notice that all of them have the following form: a set A is Schnorr trivial iff
for any computable object, there exists another computable object such that A
is in some object. Then we define a base for uniform Schnorr tests in a similar
manner and show the equivalence to Schnorr triviality.

Definition 5.1. Let d be a computable martingale uniformly relative to A. A
set X is computably random uniformly relative to A for d if d(X [ n) < O(1). A
set X is Schnorr random uniformly relative to A for d if d(X [ n) < h(n)+0(1)
for each computable order h.

Definition 5.2. A set A is a base for uniformly computable martingales if, for
each computable martingale d uniformly relative to A, there exists a set B such
that A <y B and B is computably random uniformly relative to A for d.

A set A is a base for uniform Schnorr tests if, for each computable martingale
d uniformly relative to A, there exists a set B such that A <i; B and B is
Schnorr random uniformly relative to A for d.

Remark 5.3. The definition of a base for uniform Schnorr tests uses a uniformly
computable martingale rather than a uniform Schnorr test. The terminology
makes sense because of the correspondence of tests and martingales.

Then we show that being a base for uniform Schnorr tests is equivalent to
Schnorr triviality. Further we show that being a base for tt-reducible martingales
is also equivalent.

Theorem 5.4. The following are equivalent for a set A:
(i) A is Schnorr trivial,
(ii) A is a base for uniformly computable martingales,
(iii) A is a base for uniform Schnorr tests.

First note that (ii)=-(iii) is immediate. We prove the remaining implications
by showing Lemma 5.5 and Lemma 5.6.

Lemma 5.5. If a set is a base for uniform Schnorr tests, then it is Schnorr
trivial.

Franklin and Stephan [10] stated as a proposition that if A < B and B is
Schnorr random uniformly relative to A, then A is Schnorr trivial. The proof
actually showed something stronger: for any A, B € 2% such that A <y B, at
least one of the following holds:

(i) There exists a computable martingale d uniformly relative to A such that
B is not Schnorr random uniformly relative to A for d.

(ii) A is Schnorr trivial.

Hence, if A is not Schnorr trivial, then A is not a base for uniform Schnorr tests.
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Lemma 5.6. If a set is Schnorr trivial, then it is a base for uniformly com-
putable martingales.

For the proof, we use the Space Lemma.

Lemma 5.7 (Space Lemma,; see Merkle and Mihailovié¢ [17]). Given a rational
0 > 1 and integer k > 0, we can compute a length 1(§,k) such that, for any
martingale d and any o,

{r e 2H(0:k) | d(o7) < dd(0)}| > k.

Proof of Lemma 5.6. Let A be a Schnorr trivial set and d be a uniformly com-
putable martingale. We assume that d is Q2-valued without loss of generality.
We will construct a set B such that A <{; B and B is computably random
uniformly relative to A for d4.

Let 11 > 79 > --- > 1 be a computable sequence of rationals such that,

letting 5; = Hj<i r;, the sequence {f8;} converges to some value 8. Let Iy =
S

I(r5,5) be as in the Space Lemma and I, = 337, I;.

Let u be the use function of d4. Then n — max{u(c) | ¢ € 2"} is dominated
by a computable function r(n). We assume u(n) < r(n) for all n. Since A is
computably tt-traceable, there exists a trace {T,} such that |T;,| < n and
ATl r(in) € T, for all n. We further assume that any two elements in T,, are
distinct.

We construct B = limg o, as follows. Let g be the empty string. Then
d*(op) < 1. Note that g = B | 0. For s > 1, we assume by induction that
dA(os_l) < Bs—1 where 0,1 = B | l,_1. Then there are at least s strings 7
such that d4(os_17) < Bs. Let 7, be the lexicographically m-th least string
among such strings. Let 0541 = 05_17,, when A | r(is) is the m-th element in
T,. Then d*(B | I;) < B for all s. It follows that B is computably random
uniformly relative to A for d4.

Next we construct a reduction ® to X such that A = ®5. We assume by
induction that we have already known ®% | r(I,) for s > 1 where ® | r(I;) =
A | (). Since r dominates the use function u of d, we have u(ly) < r(ls).
Hence we can compute d‘I’X((X | Iy_1)7) for all 7 such that |r| = I,. Decide
whether a string 7 satisfy |7| = I, and d‘bx((X I [y_1)7) < Bs. Let 7y, be
the lexicographically m-th least string among such strings. Search m satisfying
X, = (X7 is_l)Tm. If such an m is found, then let ®X | r([5+1) be the m-th
element in Tyy ;. Otherwise let ®X = (®X | r(I,))0%. Then & is a tt-reduction.

Finally we show A = ®%. We prove &7 | r(is+1) =A] r([5+1) by induction
on s. For s = 0, this is true. Suppose this is true for s — 1. Let 7, be the
lexicographically m-th least string 7 such that d*(os_17) < B,. By the inductive
hypothesis, ®7 | 7(I;) = A | 7(I;). Then

d®° (B I,_1)7) < By = d*(os17) < Bs.

Hence there exists only one mg such that B | I, = (B | ls—1)Tm, and A |

7(ls11) = @B | 7(ls41) is the mo-th element in Tyy 1. Then the equation is true
for s. O
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