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Abstract The Orbit Problem consists of determining, given a matrix A on
Q4, together with vectors x and y, whether the orbit of 2 under repeated
applications of A can ever reach y. This problem was famously shown to be
decidable by Kannan and Lipton in the 1980s.

In this paper, we are concerned with the problem of synthesising suitable
invariants P C RZ, i.e., sets that are stable under A and contain z but not
1y, thereby providing compact and versatile certificates of non-reachability. We
show that whether a given instance of the Orbit Problem admits a semialge-
braic invariant is decidable, and moreover in positive instances we provide an
algorithm to synthesise suitable succinct invariants of polynomial size.
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Our results imply that the class of closed semialgebraic invariants is closure-
complete: there exists a closed semialgebraic invariant if and only if y is not
in the topological closure of the orbit of x under A.

Keywords Verification, algebraic computation, Skolem Problem, Orbit
Problem, invariants

1 Introduction

The Orbit Problem was introduced by Kannan and Lipton in the seminal
papers [KL80,KL86], and shown there to be decidable in polynomial time,
answering in the process a decade-old open problem of Harrison on accessibility
for linear sequential machines [Har69]. The Orbit Problem can be stated as
follows:

Given a square matrix A € Q?*? together with vectors z,y € Q%, decide
whether there exists a non-negative integer n such that A"z = y.

In other words, if one considers the discrete ‘orbit’ of the vector x under
repeated applications of the linear transformation A, does the orbit ever hit
the target y? Although it is not a priori obvious that this problem is even
decidable, Kannan and Lipton showed that it can in fact be solved in polyno-
mial time, by making use of spectral techniques as well as some sophisticated
results from algebraic number theory.

In instances of non-reachability, an interesting and natural question is
whether one can produce a suitable invariant as certificate, i.e., a set P C R¢
that is stable under A (in the sense that AP C P) and such that € P
and y ¢ P. The existence of such an invariant then immediately entails by
induction that the orbit of x does indeed avoid y.

Invariants appear in a wide range of contexts, from gauge theory, dynamical
systems, and control theory in physics, mathematics, and engineering to pro-
gram verification, static analysis, abstract interpretation, and programming
language semantics (among others) in computer science. Automated invariant
synthesis is a topic of active current research, particularly in the fields of the-
orem proving and program verification; in the latter, for example, one might
imagine that y corresponds to a faulty or undesirable program state, and an
invariant P as described above amounts to a succinct ‘safety’ certificate (here
the program or procedure in question corresponds to a simple WHILE loop with
linear updates). In the context of imperative programs there has been work on
synthesizing affine and algebraic invariants [MS04a, MS04b, Col07], as well as
polyhedral invariants [CH78], but as far we know no work on the more general
class of semialgebraic invariants.

The widespread use of invariants should not come as a surprise. In addi-
tion to their obvious advantage in constituting easily understandable safety
certificates, their inductive nature makes them ideally suited to modular rea-
soning, often allowing one to analyse complex systems by breaking them down
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into simpler parts, each of which can then be handled in isolation. Invari-
ants, viewed as safety certificates, also enable one to reason over large sets of
program states rather than individual instances: in the context of the Orbit
Problem, for example, an invariant P C R? such that 2 € P and y ¢ P doesn’t
merely certify that y is not reachable from z, but in fact guarantees that from
any starting point =’ € P, it is impossible to reach any of the points y’ ¢ P.

In general, when searching for invariants, one almost always fixes ahead of
time a class of suitable potential candidates. Indeed, absent such a restriction,
one would point out that the orbit O(z) = {A"z : n > 0} is always by defini-
tion stable under A, and in instances of non-reachability will therefore always
constitute a safety invariant. Such an invariant will however often not be of
much use, as it will usually lack good algorithmic properties; for example, as
observed in [KL86], in dimension d = 5 and higher, the question of whether
the orbit O(x) reaches a given (d — 1)-dimensional hyperplane corresponds
precisely to the famous Skolem Problem (of whether an order-d linear recur-
rence sequence over the integers has a zero), whose decidability has been open
for over 80 years [Tao08].

Thus let us assume that we are given a domain D C 2R of suitable poten-
tial invariants. At a minimum, one would require that the relevant stability and
safety conditions (i.e., for any P € D, whether AP C P,z € P,and y ¢ P) be
algorithmically checkable (with reasonable complexity). The following natural
questions then arise:

— Completeness: in instances of non-reachability, does a suitable invariant in
D always exist?

— Effectiveness: if not, can we algorithmically determine whether a suitable
invariant in D exists, and when this is the case can we moreover synthesise
such an invariant?

The completeness question can be further refined when considering topo-
logically closed invariants for the Euclidian topology. Indeed, if y is in the
topological closure of the orbit, then there cannot exist a closed invariant.
The converse is a completeness property:

— Closure-Completeness: if the target vector is not in the topological closure
of the orbit, does there exist a closed invariant in D?

Main results. The main results of this paper concern the synthesis of semial-
gebraic invariants for non-reachability instances of the Kannan-Lipton Orbit
Problem, where the input is provided as a triple (A, x,y) with all entries ra-
tional, and can be summarised as follows:

— We show that whether a suitable semialgebraic invariant exists or not is
decidable in polynomial space, and moreover in positive instances we show
how to synthesise a suitable invariant of polynomial size. Further, checking
whether a semialgebraic set is an invariant can be done in polynomial
space. Both results hold for both semialgebraic and closed semialgebraic
invariants.
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— We provide a simple characterisation of instances of non-reachability for
which there does not exist a suitable semialgebraic invariant,

— We obtain that the class of closed semialgebraic invariants is closure-
complete, i.e., there exists a closed semialgebraic invariant if and only
if the target vector is not in the topological closure of the orbit.

Since the existence of suitable semialgebraic invariants for the Orbit Prob-
lem does not coincide precisely with non-reachability, our proof necessarily
departs substantially from that given by Kannan and Lipton in [KL80,KL86].
In particular, handling negative instances relies upon certain topological and
geometrical insights into the structure of semialgebraic sets, and positive in-
stances require the explicit construction of suitable semialgebraic invariants of
polynomial size. We achieve this by making use of techniques from algebraic
number theory such as Kronecker’s Theorem on inhomogeneous simultane-
ous Diophantine approximation, and Masser’s deep results on multiplicative
relations among algebraic numbers.

The following three examples illustrate a range of phenomena that arise in
searching for semialgebraic invariants.

Ezample 1 Consider the matrix

A= (4 _3> .
5\3 4

The matrix A defines a counterclockwise rotation around the origin by angle
arctan(3/5), which is an irrational multiple of 7. Thus the topological closure
O of the orbit O = {x, Az, A%x,...} is a circle in R2. If y ¢ O then O itself is
clearly a suitable semialgebraic invariant. On other hand, it can be shown that
if y € O\ O then there does not exist a suitable semialgebraic invariant. (In
passing, it is also not difficult to see that the only polygons P that are invariant
under A are 0, {(0,0)}, and R?, see the remark following the examples.) More
general orthogonal matrices can be handled along similar lines, but the analysis
becomes substantially more involved. In general, the only cases in which y ¢ O
but there is no semialgebraic invariant are when the matrix A is diagonalisable
and all eigenvalues have modulus one, as in the case at hand.

Ezample 2 Consider the matrix

4-34-3

A:i 3434
2510 0 4-3
0034

The matrix A has spectral radius % and so A"z converges to 0 for any initial

vector x € Q*. Given a non-zero target y € Q* that does not lie in the orbit
x, Az, A%z, ..., a natural candidate for an invariant is an initial segment of the
orbit, together with some neighbourhood N of the origin in R* that excludes ¥
and is invariant under A. Note however that A is not contractive with respect
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to either the 1-norm or the 2-norm, so we cannot simply take A/ to be a ball
of suitably small radius with respect to either of these norms. However, for
e > 0, the set

N ={ueR 1 uf+ud <e®Auj+uj < 2}

is invariant under A. Thus we obtain a semialgebraic invariant as the union
of N, where ¢ is chosen sufficiently small such that y & N;, together with an
(easily computable) initial segment of the orbit x, Az, A%z, ... comprising all
points in the orbit that lie outside N-.

Example 3 Consider the following scaled version of the matrix from the pre-
vious example:

4-34-3

A:l 3434
5(0 0 4-3
0034

Note that A is a non-diagonalisable matrix with spectral radius 1. Example 1
concerned an orthogonal matrix, while the matrix in Example 2 was (morally
speaking, if not literally) length-decreasing. Here, by contrast, the idea is to
identify a subset @ C R* that is invariant under A, together with a “length
measure” f: Q — R that increases under application of A. Fixing a constant
c > 0, such a set is

Q:{u€R4:u?+u§20/\u1u3+u2u420}

with length measure f(u) = u? +u3. A key property of Q is that for any vector
x € R* such that x3 # 0 or x4 # 0, the orbit =, Az, A%z, ... eventually enters
Q. By choosing c suitably large, we can exclude y from Q. Thus we obtain an
invariant as the union of Q and an appropriate finite initial segment of the
orbit z, Az, A%x, .. ..

We would like to draw the reader’s attention to the critical role played by
the underlying domain D of potential invariants. In the examples above as well
as the rest of this paper, we focus exclusively on the domain of semialgebraic
sets. However one might naturally consider instead the domain of semilinear
sets, i.e., sets defined by Boolean combinations of linear inequalities with in-
teger coefficients, or equivalently consisting of finite unions of (bounded or
unbounded) rational polytopes. As pointed out above, in Example 1 no non-
trivial instance admits a semilinear invariant, whereas one can show that in
Example 2 semilinear invariants can always be found. Interestingly, deter-
mining in general whether or not a suitable semilinear invariant exists in
non-reachability instances is not known to be decidable, and appears to be
a challenging problem.
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2 Preliminaries
Semialgebraic sets

Identifying C? with R2¢, a set P is semialgebraic if it is the set of real so-
lutions of some Boolean combination of polynomial inequalities with integer
coeflicients.

It is convenient in this paper to work over the field of (complex) alge-
braic numbers, denoted A. All standard algebraic operations, such as sums,
products, root-finding of polynomials and computing Jordan normal forms
of matrices with algebraic entries can be performed effectively; we refer the
reader to [BCRI8] for more details on the matter.

A central result about semialgebraic sets is the Tarski-Seidenberg Theo-
rem: if $ C R™™! is semialgebraic then the image 7(S) under the projection
7 R — R™ where 7(xq,...,Zn41) = (21,...,2,), is also semialgebraic.
Among the consequences of this result is the fact that the topological closure
of a semialgebraic set (in either R™ or C") is again semialgebraic.

Succinct semialgebraic sets

The standard representation of semialgebraic sets involves representing poly-
nomials as an array of coefficients, or equivalently with exponents written in
unary. By contrast, we will need to represent polynomials with few terms but
large exponents, such as f(z) = 22" Therefore we cannot use the standard
representation of semialgebraic set and maintain good complexity bounds.
Furthermore, it will be important to allow for composition without an expo-
nential blowup: for example f(z+y) = (z+y)2" has 21°°+ 1 monomials over
x and y. This rules out the usual sparse representation where polynomials are
given by a list of coefficients. We introduce a succinct representation where
polynomials are represented as terms generated by the following grammar:

pu=x|v|p+plp-p

where x denotes a variable and v € A a (real) algebraic number. The size of
such a term is the number of subterms (in other words we see a term as a
DAG), noting that we use the standard representation of algebraic numbers
(in particular, integers coefficients are written in binary). For example, f above
has size approximately 100 since f can be defined by taking x and squaring
it 100 times. Composing two such polynomials amounts to a substitution of
variables and only increases the size linearly, so f(x + y) also has size roughly
100. We can also have a small representation for the real and imaginary parts
of f(z + iy). As an example, consider 7, the real part of (z + iy)?" and
i, its imaginary part. Then r,41 = 7",% — 1721 and 4,41 = 2rpiy,. This yields a
representation for 7,41 and 4,1 of size 6 plus the sizes of r,, and i,,, thus linear
in n. More generally, the size of the representation of the real and imaginary
parts of f(x + iy) is linear in the size of the representation of f.



Invariant Synthesis for the Kannan-Lipton Orbit Problem 7

We extend this succinct representation to formulas by

pu=(pP=0)|(@>0)|pAp|eVe

and we define the size of a formula in the usual way, with the size of atoms
using the succinct representation above. The other comparisons >, <, < and #
can be rewritten using = and > only with a linear blowup in size: for example
(p #0) < (p < 0)V(p > 0). Similarly, negation is not included because it can
always be pushed down to the comparisons operators; this will be important
for the following lemma.

A succinct representation for a semialgebraic set S C R”™ is a succinct
formula ¢ such that S = {z € R™ : ¢(x)}. The size of this representation is
the size of .

The usual complexity results on semialgebraic sets and the existential the-
ory of reals assume the standard encoding. It is therefore important to point
out that we can translate our succinct encoding into a standard one by in-
troducing existential quantifiers. This translation shows that some decision
problems on succinct semialgebraic sets are decidable.

Lemma 1 Let S C R™ be a semialgebraic set with succinct representation .
Then there exists k € N and a formula ¢, using the standard representation,
such that

S={zeR": 3y eR" ¢(z,y)}

and the size of (the standard representation of) ¢ is polynomial in the size of
(the succinct representation of ) ¢. Furthermore, there is a PTIME algorithm
to compute k and ¢ from p.

Proof Tt is sufficient to show the result for ¢ = (p = 0) or ¢ = (p > 0). We
introduce one variable for each subterm of p, and mimic the construction of
p. For instance, if p = p; - p2, then we add y = y; - y2 in the formula ¢, where
the variables y, y1, y2 correspond to the terms p, p1, po.

In particular, membership and semialgebraic set inclusion (with a twist),
remain decidable in polynomial space:

Lemma 2 The following problems can be solved in polynomial space, where S
s a semialgebraic set given by a succinct representation:

— compute a succinct representation for S¢, the complement of S,

— compute a succinct representation for AS where A is an invertible matriz,

— decide if x € S,

decide if AS CT where A is a matriz and S is a semialgebraic sets,

— compute a succinct representation for {Aka:} where A is a matriz and k is
given in binary.

In all problems, the coefficients of A and or/ x are algebraic numbers.
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Proof The first item is clear: the complement of S is define by the negation
of its succinct formula. By pushing the negation to the polynomials, we can
obtain a new succinct formula with a linear blowup in size.

The second item is also clear: first compute B = A~!, which has algebraic
coefficients and can be computed in polynomial time. Write S = {z : p(x)},
then AS = {x: p(Bx)} = {z : ¢’'(x)} where ¢’ = ¢[z < Bx] is a substitution
and thus only incurs a polynomial blowup in size.

The third item follows from Lemma 1: compute a formula ¢ such that
S ={z: 3y, ¢(x,y)}. Then we have

z €8 <— Jy.é(z,y)

which is a first order formula in the existential theory of the reals, and is thus
decidable in polynomial space. Note that it is crucial that the formula ¢ uses
the standard representation.

The fourth item is a bit more involved since we cannot easily compute
a succinct representation for AS in the case where A is not invertible. By
the first item and Lemma 1, we can compute a formula ¢ such that T¢ =
{z : Jy.Y(x,y)}. By Lemma 1 we can compute a formula ¢ such that S =
{z : Jy, ¢(z,y)}. But then

ASCT «— ASNT =2
= {z:dxeSz=Az}NT° =0
— {z: 3z, yd(x,y) N2 =Az}NT = o
— {z: 3z, y.0(x,y) Nz = Az AN JyW(z,y)} = O
— —3z. (Fz,y.9(z,y) Az = Az A Jy.(z,y))

which is decidable in polynomial space by the existential theory of the reals.

To show the fifth item, one can compute a Jordan normal form P.JP~! for
A in polynomial time, then observe that A*z = PJ*P~'z, thus it is enough
to compute a succinct representation for the entries of J*. This is done block-
wise, using the following formula for a Jordan block of size d:

Vi NI
R _ )\k (lf))\k—l . :
. IS
A Ak

Indeed, A* can be written succinctly by repeatedly squaring A. Similarly, (f)
is an integer so it can obtained by repeatedly squaring 2 since it has polyno-
mial size (in the size of k) when written in binary (since i is bounded by the
dimension of the matrix).
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The Orbit Problem

An instance of the Orbit Problem, or Orbit instance for short, is given by a
square matrix A € Q?*¢ and two vectors z,y € Q?. The triple (A, z,y) is a
reachability instance if there is n € N such that A"z = y, and otherwise is a
non-reachability instance. It was shown by Kannan and Lipton [KL80,KL86]
that the Orbit problem is decidable.

We are interested in non-reachability certificates given as invariants. For-
mally, given an Orbit instance (A4,x,y) in dimension d, a set P C C¢ is a
(non-reachability) invariant if AP C P,z € P, and y ¢ P.

For the remainder of this paper, we focus on semialgebraic invariants.

Representation of semialgebraic invariants

As it is the case in Examples 2 and Examples 3, many of the invariants we
synthesise are comprised of an initial segment of the orbit {m, Ax, ..., A’“’lx}
together with a semialgebraic invariant Q for the instance (A, A*x,y). Since
the smallest such k may be exponential and polynomials describing ©Q might
involve large exponents we choose to represent such an invariant by the pair
(k, ¢) where k is written in binary and ¢ is a succinct formula. More precisely,
(k, @) represents the semialgebraic set

{x,Am, .. .,Ak_lm} U {z : = satisfies ¢} .

By abuse of notation, we will sometimes write (k, ¢) to denote the above set.
This representation is more succinct than a more classical representation given
by a single boolean combination of polynomial inequalities using a standard
representation. However, this does not affect complexity as stated in the fol-
lowing lemma.

We say that (k, Q) is an eventual invariant if y ¢ {:mAx, . ,Ak_lx} and
Q is an invariant for the instance (A, A*z, 7). Or equivalently if

S AreQ={zp(2)
- AQQQ7
-yé {x,Am,...,Ak_lx}UQ.

One checks that any eventual invariant is invariant but the converse is not true.
Indeed, one can build an invariant (k, Q) such that AQ ¢ Q. However, if (k, Q)
is invariant, then (0, {x, e 7Aka:} UQ) is trivially an eventual invariant, but its
description can be exponential bigger, even using the succinct representation
for semialgebraic sets.

Lemma 3 For the representation defined above, the following two problems
can be decided in polynomial space:

— decide if (k,Q) is an eventual invariant,
— assume (k, Q) is an eventual invariant, decide if z € (k,Q),
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Proof To check that (k, Q) is an eventual invariant, we need to check that:

— AFz € Q: we cannot write down AFz since k could be exponential but
thanks to Lemma 2 we can express { A"z} succinctly and check if {A¥z} C
Q.

— AQ C @Q: this is an instance of Lemma 2.

—y¢P:= {sc, Az, ... ,Ak_lx} UQ: since A*z € Q, it follows that the entire
orbit of z is contained in P. Thus y ¢ P if and only if y is not in the orbit
of z and y ¢ Q. The former is decidable in polynomial time [KL80] and
the latter in polynomial space using Lemma 2.

Now given (k, Q) an eventual invariant, and using the same remark as above,
checking if z € (k, Q) is equivalent to checking if z is in the orbit of z and if

z € Q.

Note that these two complexity bounds match the complexity for the more
classical representation. However, it is unclear if the same lemma holds for
succinct invariants that are not eventual invariants. Indeed, checking that
AQ C (k,Q) (as opposed to AQ C Q) appears nontrivial. A consequence
of our main result is that whenever an invariant exists, a succinct eventual
invariant of small size always exists.

Throughout this paper we assume that semialgebraic sets are given by the
representation (k, @), above, and the size of a semialgebraic set refers to the
number of bits required for its representation.

3 Semialgebraic Invariants

Our main result is the following.

Theorem 1 There exist PSPACE algorithms for the following two problems:
giwen an Orbit instance,

— does it admit a semialgebraic invariant?
— does it admit a closed semialgebraic invariant?

Furthermore,

— both algorithms construct such an invariant when it exists, and the invari-
ant produced has polynomial-size description,

— the invariants produced by the algorithms are always eventual invariants,

— there exists a closed semialgebraic invariant if and only if the target vector
s not in the topological closure of the orbit.

Kannan and Lipton showed the decidability of reachability for Orbit in-
stances over rational numbers; their proof carries over to instances with alge-
braic entries, however without the polynomial-time complexity.

The remainder of the paper is devoted to proving Theorem 1. To this end,
let £ = (A, z,y) be a non-reachability Orbit instance in dimension d.
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As a first step, recall that every matrix A can be written in the form
A = Q7 'JQ, where @ is invertible and J is in Jordan normal form. The
following lemma transfers semialgebraic invariants through the change-of-basis
matrix Q.

Lemma 4 Let £ = (A, z,y) be an Orbit instance, and Q an invertible matrix
in A, Construct the Orbit instance Lo = (QAQ™Y, Qx,Qy). Then P is a
semialgebraic invariant for £ if and only if Q™ P is a semialgebraic invariant
for £. Moreover, the size of Q™'P is at most the sum of the size of Q and of P.
Finally, if P is an eventual invariant then Q~'P is also an eventual invariant.

Proof First of all, QP is semialgebraic if and only if P is semialgebraic and
we can build a succinct representation of Q ~!'P from that of P using Lemma 2
since Q1 is invertible. We have:

— QAQ~YP C P if and only if AQ™'P C Q~'P,
— Qx € P if and only if x € Q' P,
— Qy ¢ P, ifand only if y ¢ Q71 P.

This concludes the proof, the last point being clear. One easily checks that
this transformation also preserves eventual invariants.

Thanks to Lemma 4, we can reduce the problem of the existence of semial-
gebraic invariants for Orbit instances to cases in which the matrix is in Jordan
normal form, i.e., is a diagonal block matrix, where the blocks (called Jordan
blocks) are of the form:

A1

A

1
A

Note that this transformation can be achieved in polynomial time [Cai00,
CLZ00].

Formally, a Jordan block is a matrix AI + N with A € A, I the identity
matrix and N the matrix with 1’s on the upper diagonal, and 0’s everywhere
else. The number X is an eigenvalue of A. A Jordan block of dimension one
is called diagonal, and A is diagonalisable if and only if all Jordan blocks are
diagonal.

The d dimensions of the matrix A are indexed by pairs (J, k), where J
ranges over the Jordan blocks and k € {1,...,d(J)} where d(J) is the di-
mension of the Jordan block J. For instance, if the matrix A has two Jordan
blocks, J; of dimension 1 and Jy of dimension 2, then the three dimensions
of A are (J1,1) (corresponding to the Jordan block J;) and (Jz,1), (J2,2)
(corresponding to the Jordan block Jz).

For a vector v and a subset S of {1,...,d}, we let vg denote the projected
vector on C%. We extend it to matrices: for A € C? x C?, we define Ag € C° x
C%. The notation v J,>k is for the projection on the coordinates of the Jordan
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block J whose indices are greater than k. We let S¢ denote the complement
of Sin {1,...,d}.

There are a few degenerate cases that we handle now. We say that an Orbit
instance £ = (A, x,y) in Jordan normal form is non-trivial if:

— There is no Jordan block associated with the value 0, or equivalently A is
invertible;

— For each Jordan block J, z; is not the zero vector;

— For each non-diagonal Jordan block J, the vector x ; has at least a non-zero
coordinate other than the first one, i.e., 7~ is not the zero vector.

Lemma 5 The existence of (closed) semialgebraic eventual invariants for Or-
bit instances reduces in polynomial time to the same problem for non-trivial
Orbit instances in Jordan normal form.

Proof Let £ = (A, z,y) be an Orbit instance in Jordan normal form.

— If A is not invertible, we distinguish two cases.

— If for some Jordan block J associated with the eigenvalue 0 we have that
yg # 0, then consider P = (k, Q) where {z €eCl:zy= O} is semialge-
braic, which we claim is an eventual invariant. Indeed, the Jordan block
J is nilpotent, so for any vector v and n > d, we have that J"u = 0, so
in particular (A"z); = 0, i.e. A"z € P. If z; = 0 then (Az); =0, i.e.
AQ C Q. Moreover, since by assumption y is not reachable, it is not
one of A"z for n < d, and y; # 0, so y ¢ P.

— Otherwise, let J be the dimensions corresponding to Jordan blocks
associated with the eigenvalue 0, we have that y; = 0. Consider the
Orbit instance £jc = (Aje, (A%) e, y7¢). We claim that ¢ admits a
semialgebraic eventual invariant if and only if £ ;. does.

Let P = (k,Q) be an eventual semialgebraic invariant for ¢ and con-
struct Q' = {z € C’": (2,0) € Q}). We argue that Pye = (d,Q’) is
an eventual invariant for £jc. Indeed, Aj-Q" C Q' since AQ C @ and
A(2,0) = (Ajez,0) for any z. Then A%, (Ax);c = (AFdp);c € Q'
since A% € Q, Q is stable under A and (A**9z); = 0. Finally ysc ¢ Pje
because y; = 0, so yje € Pje would imply y € P.
Conversely, let Pj. = (k, Q) be a semialgebraic invariant for £jc, con-
struct P = (k, Q') where Q' = {(2,0) € C"xC’:z¢ Q}. One easily
checks that it is an eventual invariant for £ using a similar reasoning.
We reduced the existence of semialgebraic invariants from ¢ to £ jc, with
the additional property that the matrix is invertible.

— If A contains a Jordan block J such that x; = 0, we distinguish two cases.

— If for some Jordan block J we have x; = 0 and y; # 0, then P =
(0,{z € C?: z; = 0}) is a semialgebraic eventual invariant for /.

— Otherwise, let J be the dimensions corresponding to Jordan blocks for
which z; = y; = 0. Consider the Orbit instance £jc = (Aje, T je, yje),
we claim that ¢ admits an eventual invariant if and only if £;. does.
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Let P = (k,Q) be a semialgebraic eventual invariant for ¢, construct

Pye = (k, Q") where Q@ = {2z € C’" : (2,0) € Q}. We easily see that

Pje is a semialgebraic eventual invariant for £ je.

Conversely, let Py = (k,Q) be a semialgebraic eventual invariant for

£ e, construct P = (k, Q") where @' = {(2,0) € C/* x C’ : 2 € Q}. We

easily see that P is a semialgebraic invariant for /.

We reduced the existence of semialgebraic eventual invariants from ¢ to

£y, with the additional property that for each Jordan block J, z; # 0.
— If A contains a non-diagonal Jordan block J such that z;-; = 0, we

distinguish two cases.

— If for some non-diagonal Jordan block J we have that x;~; = 0 and
ys>1 # 0, then P = (0,{z € C?: 251 = 0}) is a semialgebraic even-
tual invariant for /.

— Otherwise, let J be the dimensions corresponding to non-diagonal Jor-
dan blocks for which z;-1 = ys51 = 0. Let S = J°UJ,(J,1), i.e.,
the dimensions outside J plus the first dimension of each block in J.
Consider the Orbit instance £g = (Ag, zs,ys), we claim that ¢ admits
a semialgebraic eventual invariant if and only if {g does.

Let P = (k,Q) be a semialgebraic invariant for ¢, construct Pg =
(k, Q') where Q' = {z € C%:(2,0) € P}. We easily see that Pg is a
semialgebraic eventual invariant for £g.

Conversely, let Ps = (k,Q) be a semialgebraic invariant for £g, con-
struct P = (k, Q') where Q' = {(2,0) € C5 x C5" : z € Pg}. We easily
see that P is a semialgebraic eventual invariant for /.

We reduced the existence of semialgebraic invariants from ¢ to fg, with
the additional property that for each non-diagonal Jordan block J,

ry>1 # 0.

This concludes the proof. Note that in all constructions closed invariants were
constructed, hence the proof also yields a reduction for the existence of closed
invariants.

3.1 A useful lemma

We give a number theoretic lemma which we will need on several occasions.
It concerns eigenvalues of A of modulus different than 1 and is an easy conse-
quence of a separation bound by Mignotte [Mig82] asserting that for two roots
a # 8 of a polynomial P € Z[z], we have

6
P P -
dd+1)/2 frd—1

where d and H are respectively the degree and height of the polynomial P.

Lemma 6 Let A be a nonzero eigenvalue of a rational matriz A. If |\ # 1,
then m is bounded by an exponential in the size of A.
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Proof (Sketch) Let p be the minimal polynomial of A, then p has degree at
most d, the dimension, and height H exponential in the size of A. Let ¢ be an
integer polynomial such that the roots of ¢ are the products of the roots of p.
There are standards constructions using the resultant, one can build such a ¢ in
a way that only increases the degree and height by a polynomial factor. Since
A is a real matrix, A and \ are eigenvalues of A, thus roots of p, thus |A\|? = A\
is a root of g. Without loss of generality, we can assume that 1 is a root of g,
by considering r(z) = g(x)(x — 1), which incurs only a polynomial blowup in
the degree and height. Finally, 1 and |A|? are roots of 7, thus by the Mignotte
bound, and since 1 # |\, |[[A\]2 — 1| > v/6/M where M = e(¢*1)/2G%~1 where
e is polynomial in d and G is polynomial in H and d. If |A| > 1, we then have,
using log(1 4+ z) > -%-, that

= r+1?

(log(IAP)) ™ < L

< < G)26 (e+1)/2Gd—1
DE—1 (eG)%6e

which is exponential in G and e and thus exponential in the size of A at most.

3.2 Some eigenvalue has modulus greater than one

Lemma 7 Let{ = (J,z,y) be a non-reachability instance, where J is a Jordan
block whose modulus is greater than 1 and x # 0, then there exists a closed
semialgebraic eventual invariant for £ with size polynomial in the size of (.
This invariant can be computed in polynomial time.

Proof Some coordinate of (J"x),en diverges to infinity, so eventually gets
larger in modulus than the corresponding coordinate in y. This allows us to
construct a semialgebraic invariant for ¢ by taking the first points and then
all points having a large coordinate in the diverging dimension. This case is
illustrated in Figure 1.

By assumption x # 0, let k such that xp # 0 and z~; = 0. For all n € N,
we have (J"z), = A"z, so [(J"x)g| diverges to infinity. It follows that there
exists ng € N such that |(J™x)|r > |yx|. Let P = (ng, Q) where

Q={zeC: |z|>|(J™z);| and z) = 0} .

We argue that P is a semialgebraic eventual invariant for £. The non-trivial
point is that @ is stable under J. Note that (J™z)s, = 0, so J"z € Q. Let
z € C¢ such that |z;| > |(J™x)x| and zsp = 0. Then (J2), = Az and
(J2)skr =0, s0 Jz € Q. Clearly y ¢ P, thus P is an invariant for /.

To finish the proof we argue that P indeed has polynomial size. Indeed

1 | ‘ ) .
one can choose nyg = {%‘;ﬁ(w-‘ , and using Lemma, 6, we see that ng is

bounded by an exponential in the size of £ and we can use Lemma 2 to write
(J™ ) succintly.
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Fig. 1 Case |A| > 1. This figure represents the complex plane, which is the projection on
the coordinate k.

3.3 Some eigenvalue has modulus smaller than one

Lemma 8 Let ¢ = (J,x,y) be a non-reachability instance, where J is a Jor-
dan block whose modulus is smaller than 1 and x # 0, then there exists a
semialgebraic eventual invariant for €. Further, if y # 0 then there exists a
closed semialgebraic eventual invariant for £. Moreover, these invariants have
size polynomial in the size of £ and can be computed in polynomial time.

Proof If y = 0 then P = (0, {z €Cl:z2# 0}) is clearly a semialgebraic even-
tual invariant, but it is not closed.

For the remainder of the proof we assume that y # 0 and construct a
closed semialgebraic eventual invariant. The situation is similar to Lemma 7,
except that the convergence is towards the origin. The construction of the
semialgebraic invariant is much more subtle though, for the following reason:
for k such that xj # 0 and x~; = 0, we may have that y, = 0, implying that
((J™2)k)nen does not become smaller than yi. Working on another dimension
entails giving up the following diagonal behaviour: (J"x), = A"y, making it
hard to find a stable set under J. To overcome this problem, the invariant we
define depends upon all the coordinates of J.

We let d denote the dimension of J. We have that (J"z),en converges to 0.
It follows that there exists ng € N such that for each dimension & of J, i.e., for
ke {1,...,d}, we have |(J™z)r| < (1 — [AD* - ||y]|co- Let P = (ng, Q) where

Q={zeCl:Vhe{l,....d}, | < (1 — A Ilylloc}-
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We argue that P is a semialgebraic invariant for £. Note that y ¢ P since
for k such that [ly[|ec = [yx], this would imply ||yl < (1 — [AD" - |[yl|ec,
which cannot be since k > 1, y # 0 and |\| < 1. We examine the stability of
Q under J. Let z € C? such that for each dimension k € {1,...,d}, we have
|zl < (1= |AD)* - [|y]|oo- Let k < d, then

[(J2)k| = A2k + 2541

IAllzk] + |2k41]

AL = IAD* - lyllse + (1= [ADFT! - [yl
= (Al + (@ = [A)A = IAD* - Iylleo

= (1= AD* - [lylloo-

The case k = d is similar but easier.

It remains to see that P has a polynomial representation. We show that ng
can be chosen exponential in the size of ¢. We will consider the case where J
is not diagonal, which is a bit harder and easily adapted to the diagonal case.
Note that

INIA

n

|(J"2)g| = [A"2p +n N rapgg .+ (d— i

)z\"‘d+kmd < A" | 2] 0o

It follows that ng can be chosen to be

Fog(lyllm) — log(d) — log({|x|o)
log([A])

which is exponential in the size of ¢ thanks to Lemma 6.

2

3.4 Some eigenvalue has modulus one and corresponds to a non-diagonal
Jordan block

Lemma 9 Let ¢ = (J,z,y) be a non-reachability instance, where J is a non-
diagonal Jordan block whose modulus is equal to 1 and x~1 # 0, then there
exists a closed semialgebraic eventual invariant for £ of size polynomial in the
size of £. This invariant can be computed in polynomial time.

We illustrate the construction of the semialgebraic invariant in an example
following the proof. (See also Example 3 from the Introduction.)

Proof Let k such that x; # 0 and x>, = 0, we have k > 1 and
(Jnm>k_1 =AN"zp_1+ n/\nilﬂjk,

5o (J(J™x)g—1]|)nen diverges to infinity since |A| = 1. It follows that there
exists ng € N such that |(J™x)k—1] > |yk—1]. Without loss of generality we

(Azk—1,2k)

FTaEEE The notation (u,v) designates the scalar product

assume ng > —
of the complex numbers u and v viewed as vectors in R?, defined by Re (uv).
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This quantity will appear later; note that it only depends on x and J. Let
P = (ng, Q) where

Q=1{2€C%: |zj_1| > |(J™z)k_1], and (A\zx_1,2k) >0, and 25y = 0}.

We argue that P is a semialgebraic eventual invariant for ¢. It is a semialgebraic
set: the condition (Azx_1, z;) > 0 is of the form P(z) > 0 for a polynomial P
with algebraic coefficients, where z is seen as a vector in R2¢. The part to be
looked at closely is the stability of @ under J.

First, J™z € Q. Indeed, using |A| = 1 and the assumption on ny,

A"0) k-1, (J™0T)1)

(\- ()\"ka_l + no)\"o_la:k) S A0z
= |A"|2(Azk_1, 71) + ng| A0 xk|?

= (Azg_1,zx) + nolzk|?
> 0.

Now, let z € C? such that |zx_1| > [(J™2)k_1], (\zx_1,2%) > 0 and zsj = 0.
We have (Jz)p—1 = Azk—1 + 2k, (J2)r = Azi, and (Jz)sg = 0. It follows that

(J2)k1l* = Azpo1 + 2]

lzk—1]* 4+ 2(Xzk—1, 2&) + |2]?
|21 ?

|(‘]n0x)k—1‘2a

AVAAVARI

and
MNI2) =1, (J2)k) = A Azp—1 + 21), Azk)
= [AP(Xzk—1 + 2k, 2x)
(Azp—1, 2) + |26 ]?
0.

AVAN

Hence Jz € @, and P is a semialgebraic eventual invariant for 4.

To conclude we show that P has size polynomial in the size of ¢. Indeed,

lyk—1l—lzK—1]

it is enough to have ny > [ BN

] and we can use Lemma 2.

Ezxample 4 Consider the following matrix:

|
A:[O e’

where § € R is an angle such that g ¢ Q. We start from the vector z = [1, 1]T.
We have

Aty = {einé _’_nei(n—l)e7 ein@} ,

so the projection on the second coordinate is a dense subset of the unit circle,
and the projection on the first coordinate describes a growing spiral (similar
to that shown in Figure 1). A tentative invariant for excluding some vector
y is the complement of a circle on the first coordinate, large enough not to
include y. However, this set is not a priori invariant. Geometrically, the action
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of A on a vector [z1, 22| is to rotate both z; and z3 by an angle of 6, and to
push the first coordinate in the direction of z5:

0

Alz1, 2z9] = [ewzl + 29, €' 22] )

A natural way to restrict the above set to make it invariant is to ensure that
z9 pushes away from the origin, i.e., that the norm of (Az); increases. This is
achieved by requiring that (e?z, z0) > 0.

3.5 All eigenvalues have modulus one and the matrix is diagonalisable

This case is the most involved and is the only one in which it might hold that
y is not reachable and yet no closed semialgebraic invariant exists. (Recall
Example 1 from the Introduction.) Write O = {A™z : n € N} for the orbit of
2 under A, and O for its topological closure. Using results from Diophantine
approximation and algebraic number theory, we show that O is (effectively)
semialgebraic. Furthermore, using topological properties of semialgebraic sets
we show that any semialgebraic invariant must contain the closure of the orbit.
It follows that there exists a semialgebraic invariant just in case y ¢ O.
We start with the following topological fact about semialgebraic sets.

Lemma 10 Let E,F C R" be two sets such that E = F and F is semialge-
braic. Then ENF # (.

Proof The proof uses the notion of the dimension of a semialgebraic set.
The formal definition of dimension uses the cell-decomposition theorem (see,
e.g., [Dri98, Chapter 4]). However to establish the lemma it suffices to note
the following two properties of the dimension. First, for any semialgebraic
set X C R™ we have dim(X) = dim(X) [Dri98, Chapter 4, Theorem 1.8]. Sec-
ondly, if X C Y are semialgebraic subsets of R™ that have the same dimension,
then X has non-empty interior in Y [Dri98, Chapter 4, Corollary 1.9].

In the situation at hand, since dim(F) = dim(F) it follows that F has
non-empty interior (with respect to the subspace topology) in FF = E. But
then E is dense in F while F' has non-empty interior in E, and thus E and F
meet.

Lemma 11 Let ¢ = (A, z,y) be an Orbit instance, where A = diag(A1,...,\q)
is a diagonal d x d matriz with entries A1, ..., Aq € C all having modulus one.
Then

— The set O is a semialgebraic set that is computable from £ in polynomial
space and has polynomial size using the succinct representation.
— Any semialgebraic invariant for ¢ contains O.

Proof We start by proving the first item. Write T for the unit circle in C. Let

LA:{UEZd:)\f1~--/\Zd:1}
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be the set of all multiplicative relations holding among A1, ..., Aq. Notice that
L4 is an additive subgroup of Z?. Consider the set of diagonal d x d matrices

Ts = {diag(p1, ..., pa) : pp € T and Vo € La, (43" -+ - pg* = 1)}

whose diagonal entries satisfy the multiplicative relations in L 4. Notice that
T4 forms a group under matrix multiplication that is also a closed subset of
(Cdxd’

Using Kronecker’s Theorem on inhomogeneous simultaneous Diophantine
approximation [Cas65], it is shown in [OW14, Proposition 3.5] that

{A" :n e N}
is a dense subset of T'4. This immediately gives
O={Arz:neN}={Mz:MEcTa}. (1)

We now show that O is semialgebraic. Observe that L 4 is finitely generated,
being a subgroup of the free finitely generated abelian group Z¢. Moreover, if
B C L4 is a basis of L4 then we can write

Ty = {diag(pl,...,ud):pe']l‘d and Vv € B, (ui* -+t = 1)} .

It follows that T4 is a semialgebraic subset of C?*¢ and thus from (1) that O
is a semialgebraic set.

From an upper bound on the length of B due to Masser [Mas88], it can
be shown that one can compute a basis for L4 of polynomial size, in poly-
nomial space in the description of A (see [OW14, Corollary 3.3]) and thereby
compute a description of T4 as a semialgebraic set, also in polynomial space
in the description of A. More precisely, the resulting basis B has at most d
elements and each vector in it has polynomial size (when writing integers in
binary). Using the succinct representation, we can thus write pj* - - - p,* using
polynomial size only by repeated squaring. Doing so for each of the (at most
d) vectors of the basis yields a polynomial size formula.

Now we move to the second item in the statement of the lemma. Let P be
a semialgebraic invariant for £. Our goal is to show that O C P. To show this
we can, without loss of generality, replace P by P N O, since the latter is also
a semialgebraic invariant. Moreover, since any invariant necessarily contains
the orbit @, we may suppose that O C P C O, and hence P = O.

We now prove that O C P, that is, we pick an arbitrary element z € O
and show that z € P. To this end, consider the orbit of z under the matrix
A7Y. Now A~ = diag(A\[ 1, ..., )\;d) and we may define groups L 4-1 and T)4-1
analogously with L4 and T4. In fact it is clear that L4 and L 4-1 coincide (i.e.,
A1, ..., g satisfy exactly the same multiplicative relations as /\1_17 ceey /\;1),
and hence also Ty = T's-1.
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Now we claim that the following chain of equalities holds:

{Amz:neN}={Mz: McTy} (2)
={Mz: M €Ty} (3)
={Mx: M €Ty} (4)
=0 = P.

Indeed, Equation (2) is an instance of (1), but with A~ and z in place of A
and z. Equation (3) follows from the fact that T4 = T4-1. To see Equation (4),
observe from (1) that z has the form Moz for some My € T4. But {M Myx :
M € Ta} ={Mx: M € T4} since T4, being a group, contains M; .

Now we have established that

{A"z:neN}=P.

Then by Lemma 10 we have that A~"z lies in P for some n € N. But since P
is invariant under A we have z € P.

Corollary 1 Let the Orbit instance ¢ be as described in Lemma 11. Then £
admits a semialgebraic eventual invariant if and only if y ¢ O. Furthermore,
when it exists, such an eventual can be computed in polynomial space and has
size polynomial in the size of £.

Proof If y ¢ O, then O is a semialgebraic invariant for £ by the first item in
Lemma 11 and thus (0, O) is an eventual invariant. Conversely, if there exists a
semialgebraic invariant P for £, then O C P by the second item in Lemma, 11,
implying that y ¢ O.

3.6 Proof of Theorem 1

We now draw together the results of the previous sections to prove our main
result, Theorem 1, giving an effective characterisation of the existence of semi-
algebraic invariants and a procedure to compute such an invariant when it
exists.

Let ¢ = (A, z,y) be a non-reachability Orbit instance. First we put A in
Jordan normal form and simplify ¢ to obtain a non-trivial Orbit instance.

Lemma 12 Let{ = (A, z,y) be a non-trivial Orbit instance in Jordan normal
form. Assume that there exists a Jordan block J such that either the eigenvalue
has modulus different from 1, or J is a non-diagonal Jordan block. Then there
exists ng at most exponential such that if A"x =y, then n < nyg.

Proof Clear by looking at the modulus of A™z.

We first consider the case of (non necessarily closed) semialgebraic invari-
ants, and divide into four cases.

1. Either some eigenvalue of A has modulus greater than 1.
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2. Or some eigenvalue of A has modulus smaller than 1.

Or some eigenvalue of A has modulus 1 and a non-diagonal Jordan block.

4. Otherwise, all eigenvalues have modulus 1 and the matrix is diagonalisable,
so thanks to Corollary 1 there exists a semialgebraic invariant if and only
if the topological closure of the orbit O is such an invariant, which holds
if and only if the closure does not contain .

©w

In the first three cases, let J be the corresponding Jordan block. Thanks to
Lemma 12, we can see that (J, J™x ;,ys) is a non-reachability Orbit instance.
Now thanks to either Lemma 7, Lemma 8, or Lemma 9, we obtain a semi-
algebraic invariant, which then easily induces a semialgebraic invariant for
L.

In all cases, when an invariant exists we can compute an eventual invariant
of polynomial size, and do so in polynomial space (and in fact polynomial time,
except for the last case).

We now consider closed semialgebraic invariants. Lemma 7, Lemma 9, and
Corollary 1 construct closed semialgebraic invariants, but Lemma 8 applies
only if the Jordan block J whose eigenvalue is smaller than 1 satisfies y; # 0.
Hence we have to change the case distinction above. The first three cases
are identical, the last case becomes: for all Jordan blocks J, the associated
eigenvalue is either

— of modulus 1 and the block is diagonalisable,
— of modulus smaller than 1 and y; = 0.

In the last case, we conclude thanks to the following lemma.

Lemma 13 Let { = (A, z,y) be a non-trivial Orbit instance in Jordan normal
form. Assume that for each Jordan block J, either the eigenvalue has modulus
1 and J is diagonalisable, or the eigenvalue has modulus smaller than 1 and
yg = 0. Then there exists a closed semialgebraic invariant for ¢ if and only if

y¢ 0.

Proof Let U denote the dimensions corresponding to eigenvalues of modulus 1.
Observe that y is in the closure of the orbit of A under x if and only if yy
is in the closure of the orbit of Ay under xy, because the action of Af is
to converge towards y; = 0 since the associated eigenvalues have modulus
smaller than 1. Thanks to Corollary 1, this implies the claim.

Again, in all cases, when a closed invariant exists we can compute a closed
eventual invariant of polynomial size, and do so in polynomial space.

Thus we obtain an effective characterisation of the class of Orbit instances
for which there exists a semialgebraic invariant, and similarly for a closed
semialgebraic invariant. Note that non-reachability Orbit instances for which
there do not exist semialgebraic invariants are extremely sparse. In those cases
in which there exists an invariant we have shown how to compute such an
invariant of polynomial size in polynomial space.
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Moreover, we obtain the completeness of the class of closed semialgebraic
invariants: there exists a closed semialgebraic invariant if and only if the target
vector is not in the topological closure of the orbit.

4 Conclusions

This paper is a first step towards the study of invariants for discrete linear
dynamical systems. At present, the question of the existence and of the al-
gorithmic synthesis of suitable invariants for higher-dimensional versions of
the Orbit Problem (i.e., when the ‘target’ y to be avoided consists of either
a vector space, a polytope, or some other higher-dimensional object) is com-
pletely open. Given, as pointed out earlier, that reachability questions with
high-dimensional targets appear themselves to be very difficult, one does not
expect the corresponding invariant synthesis problems to be easy, yet this
approach might prove a tractable alternative well worth exploring.

Our main result is a polynomial-space procedure for deciding existence
and computing semialgebraic invariants in instances of the Orbit Problem.
The only obstacle to obtaining a polynomial-time algorithm is the problem of
computing a basis of the group of all multiplicative relations among a given
collection of algebraic numbers aq, ..., aq, which is not known to be solvable

in polynomial time. Less ambitiously one can ask for a polynomial-time pro-

-
cedure to verify a putative relation af* ...a}* = 1. Assuming that a4, ..., a4

are represented as elements of an explicitly given finite-dimensional algebra
K over Q, Ge [Ge93] gave a polynomial-time algorithm for verifying multi-
plicative relations. In our setting, however, where aq, ..., a4 are roots of the
characteristic polynomial of matrix A, the dimension of K may be exponen-
tial in d. Note that in order to obtain an invariant of polynomial size, we had
to introduce a succinct representation and the notion of eventual invariant.
This representation is succinct in two orthogonal ways: we need to encode a
prefix of the orbit succinctly because it can be exponentially long, and we
need succinct representation of the semialgebraic “eventual” part. succinctly
encoding the prefix of the orbit seems necessary in virtually all cases, whereas
succinctly encoding the semialgebraic part is necessary because encoding the
relations among the eigenvalues can involve very high exponents.
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version of the paper.
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