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Abstract

In the Maximum Connectivity Improvement (MCI) problem, we are given a directed graph
G = (V,E) and an integer B and we are asked to find B new edges to be added to G in
order to maximize the number of connected pairs of vertices in the resulting graph. The
MCI problem has been studied from the approximation point of view. In this paper, we
approach it from the parameterized complexity perspective in the case of directed acyclic
graphs. We show several hardness and algorithmic results with respect to different natural
parameters. Our main result is that the problem is W [2]-hard for parameter B and it is
FPT for parameters |V | −B and ν, the matching number of G. We further characterize the
MCI problem with respect to other complementary parameters.

Keywords: Graph augmentation, connectivity, parameterized complexity

1. Introduction

Graph augmentation problems under connectivity requirements are fundamental topics
in algorithmic research. Given a graph, these problems ask to add a limited number of
new edges to it in order to meet some connectivity requirements, like, for example, strong
connectivity of a directed graph [13].

While graph augmentation problems have been widely investigated (see [3, 14]), their
study from a parameterized complexity perspective is still at the beginning. Marx and
Végh [20] proved that the problem of increasing the edge-connectivity of an undirected graph
from k−1 to k by adding at most B edges is fixed-parameter tractable when parameterized
by B. They proposed an algorithm with complexity 2O(B logB)|V |O(1). This bound on the
running time was then improved by Basavaraju et al. [4], that provided an algorithm that
runs in 9B|V |O(1) time. Marx and Végh also proved the fixed-parameter tractability of
increasing edge-connectivity from 0 to 2 and increasing vertex-connectivity from 1 to 2 [20].

Gao et al. [15], showed that the problem of adding B edges to a graph in order to have a
diameter equal to t, for some input t, is W [2]-hard with respect to parameter B, for every t.

∗Corresponding author
Email addresses: federico.coro@gssi.it (Federico Corò), gianlorenzo.dangelo@gssi.it
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Hoffmann et al. [18] proved that the problem of maximizing the closeness or the betweenness
centrality of a graph by adding B new edges is W [2]-hard with respect to parameter B and
give FPT algorithms for a parameter that measures the distance to cluster graphs.

A related class of problems asks to select a set of edges in a graph in order to maintain
some connectivity requirements when these edges are removed. A general version of this
problem is the so called Survivable Network Design Problem (SND), in which we are given
an edge-weighted (directed or undirected) graph, a connectivity requirement function r :
V × V → N, and two numbers, B and W . The aim is to remove a set of edges of size
at most B and overall cost at least W in such a way that the resulting graph has at least
r(u, v) edge-disjoint (or vertex-disjoint) paths for every (u, v) ∈ V × V . The SND problem
is W [1]-hard in directed graphs for both vertex-disjoint and edge-disjoint versions, even in
the case of uniform weights [2]. The case of uniform demands, in which function r is a
constant and the aim is to preserve edge-connectivity or vertex-connectivity of k-connected
graphs, admits FPT algorithms in several interesting cases. Basavaraju et al. [4] gave a
2O(B)|V |O(1) time algorithm for the unweighted version of the edge-connectivity problem
in undirected graphs. Bang-Jensen et al. [2] considered the problem of maintaining the
edge-connectivity or vertex-connectivity of both directed and undirected weighted graphs.
They provided a 2O(B log(B+k))|V |O(1) time algorithm for the case of edge-connectivity of both
directed and undirected graphs and an algorithm with same running time for the case of
vertex-connectivity in directed graphs. Gutin et al. [17] considered this latter problem in
undirected graphs and showed that it admits a 2O(B logB)|V |O(1) time algorithm in the case
of biconnected graphs (i.e., k = 2).

Several optimization problems related to graph augmentation have been studied in the
field of approximation algorithms. For the problem of computing a minimum cost set of
new edges to add to an existing k-connected graph in order to increase the connectivity to
k + 1 we refer to [22] and references therein. For the SND problem, we refer to the survey
by Kortsarz and Nutov [19] and a more recent paper by Cheriyan and Végh [7].

The problem of minimizing the average all-pairs shortest path distance of a graph has
been studied by Papagelis [24]. The problem of adding a small set of links in order to
maximize the centrality of a given vertex in a network has been addressed for different
centrality measures: page-rank [1, 23], eccentricity [12], average distance [21], harmonic and
betweenness centrality [5, 9, 10], and coverage centrality [11].

In this paper we focus on theMaximum Connectivity Improvement (MCI) problem, which
consists in adding at most B edges to a directed graph G = (V,E) in order to maximize the
number of pairs of vertices (u, v) ∈ V ×V such that v is reachable from u in the augmented
graph. This problem is a maximization version of the Strong Connectivity Augmentation
(SCA) problem which asks to add a minimum number of edges to a directed graph in order
to make the resulting augmented graph strongly connected [13]. While the SCA problem
can be solved in linear time [13], the MCI problem is NP -hard even in restricted case of
Directed Acyclic Graphs (DAGs) with only one source vertex or only one sink vertex [8].

The MCI problem has been defined in [8], where it has been studied from an approx-
imation point of view. The authors show that the problem is NP -hard to approximate
within some constant factor and propose an algorithm that matches this factor in the case
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of DAGs with only one sink or only one source. Moreover, they give a polynomial time exact
algorithm for the case of trees with a single source or a single sink.

In this paper we address the MCI problem on DAGs from a parameterized complexity
point of view by using many natural parameters.

In parameterized complexity each problem instance comes with a parameter k. A param-
eterized problem that can be solved exactly in O(f(k)nc) time is said to be Fixed-Parameter
Tractable (FPT). Above FPT, there exists a hierarchy of complexity classes, known as the
W-hierarchy. Just as NP -hardness is used as evidence that a problem is probably not poly-
nomial time solvable, showing that a parameterized problem is hard for one of these classes
gives evidence to the belief that the problem is unlikely to be fixed parameter tractable.
The principal analogue of the classical intractability class NP is W [1]. In particular, this
means that an FPT algorithm for any W [1]-hard problem would yield an O(f(k)nc) time
algorithm for every problem in the class W [1].

In this paper, we first prove, by modifying a reduction given in [8], that it is hard to
find a FPT algorithm for MCI on DAGs with respect to several parameters. In detail, we
show that MCI is W [2]-hard with respect to the number of added edges B and it remains
NP -hard if one of the following parameters are constant numbers: the sum of maximum
in-degree and out-degree ∆, the number of sources |S| (or the number of sinks |T |) plus the
number of isolated vertices |Q|, the difference between the size of the minimum vertex cover
τ and that of the largest independent set ν in the underlying undirected graph. Similar
conclusions hold for the chromatic number (χ) and the size of the largest clique (ω).

On the positive side, we show that the problem is FPT with respect to other (somewhat
complementary) parameters, namely: the value of an optimal solution OPT , |S| + |T |,
|V | − B, |V |2 − OPT , ν, and τ . While it is easy to see that simple brute-force algorithms
solve MCI in FPT time with respect to OPT , |S| + |T |, and |V |2 − OPT , the algorithms
for parameters |V | − B, ν, and τ require further arguments. Our main results consist in

algorithms that run in time 2O((|V |−B) log(|V |−B))|V |O(1) and 22
O(ν)

|V |O(1). This latter algorithm
implies also an FPT algorithm for parameter τ , since τ ≥ ν in any graph.

Our results are summarized in Table 1. It is worth to observe that the MCI problem
exhibits different complexity if parameterized with respect to a parameter or to its com-
plement. For example, MCI is W [2]-hard with respect to B but it is FPT with respect to
|V | − B. 1 Similarly, it is solvable in FTP time with respect to both τ and ν, while it is
NP -hard when τ − ν is a constant (note that in any graph τ − ν ≤ ν ≤ τ). In contrast,
MCI is FPT with respect to both OPT and |V |2 −OPT (|V |2 is an upper bound to OPT ).
Finally, if at most one between |S| and |T | is a constant, then the problem remains NP -hard,
while it is FPT with respect to |S|+ |T |.

2. Problem statement and preliminaries

Let G = (V,E) be an unweighted DAG (Directed Acyclic Graph). Given two vertices
u, v ∈ V , we say that u is reachable from v in G if there is a directed path from v to u.

1One can assume that |V | is an upper bound for B as otherwise the graph can be made strongly connected
(see Theorem 1).
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Parameter Result Parameter Result
OPT FPT |V | − B FPT
B W [2]-hard |V |2 −OPT FPT
∆ NP -hard ν, τ FPT

|S|+ |Q|, |T |+ |Q| NP -hard τ − ν NP -hard
|S|+ |T |, max{|S|, |T |} FPT χ, ω NP -hard

Table 1: Results in this paper.

Akin to that defined in [8], our objective is to augment the graph G by adding a set N of
edges of at most size B, i.e., |N | ≤ B and B ∈ N≥0, that maximizes the connectivity of G.
Let f(G) =

∑

v∈V |{u ∈ V : ∃ path from v to u in G}| and G(N) = (V,E ∪N), we formally
define the following optimization problem: 2

Definition 1 (Maximum Connectivity Improvement (MCI)). Given a DAG G = (V,E)
and a budget B ∈ N≥0. We want to add a set of edges N∗ ⊆ Γ = (V ×V )\E, with |N∗| ≤ B,
such that f(G(N)) is maximized. That is

N∗ = argmax
N⊆Γ:|N |≤B

f(G(N))

Given a DAG, a vertex with no incoming edges ans at least one outgoing edge is called a
source, while a vertex with no outgoing edges and at least one incoming edge is called a sink.
In the remainder of the paper we denote with S the set of sources, with T the set of sinks,
and with Q the set of isolated vertices in G (i.e. before adding edges). Let us explicitly note
that Q is disjoint with S or T . Finally, we denote with OPT (or sometimes OPT (G,B) in
order to make the graph and the budget explicit) and ALG the value, respectively, of an
optimal solution and the solution find by the algorithm we are considering. We also point
out a result by Tarjan et al. [13] that we will use frequently:

Theorem 1 ([13]). Let G be a non-trivial DAG and let B be a positive integer. Then G

can be made strongly connected by adding at most B edges (OPT (G,B) = |V |2), if and only
if B ≥ max{|S|, |T |}+ |Q|. In the latter case, these edges can be found in polynomial time.

We say that a DAG is trivial if it contains one vertex.
Therefore, in the reminder of the paper we will assume that B < max{|S|, |T |}+ |Q|, as

otherwise MCI can be optimally solved in polynomial time. Sometimes, we will also assume
that max{|S|, |T |} = |S|, as, in those case, equivalent results can be obtained when |T | ≥ |S|
by using the same arguments.

Next lemma allows us to focus on solutions that contain only edges connecting sink
vertices to source vertices.

2We can equivalently define MCI as a decision problem without affecting (up to a poly-logarithmic factor)
the complexity of the algorithms given in this paper.
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Lemma 1 ([8]). Let N be a solution to the MCI problem, then there exists a solution N ′

such that |N | = |N ′|, f(N) ≤ f(N ′), and all edges in N ′ connect sink vertices to source
vertices.

The following proposition proved in [25] allows us to reduce one parameter to the another
one when investigating the fixed-parameter tractability.

Proposition 1 ([25]). Let Π be an algorithmic problem and let k1 and k2 be two parameters.
Assume that there is a (computable) function h : N → N such that for any instance I of Π,
we have that k1(I) ≤ h(k2(I)). Then if Π is FPT with respect to k1, then it is FPT with
respect to k2.

3. Some hardness results

Corò et al. in [8] proved that MCI is NP -complete and NP -hard to approximate within
a factor greater than 1 − 1

e
even in the case of graphs with a single sink vertex or a single

source vertex. In this section we give an alternative reduction to prove that the problem is
NP -complete. Our reduction is from Exact Cover by 3-Sets. Later, it will help us to derive
several properties of MCI.

Theorem 2. MCI is NP-complete.

Proof. Consider the decision version of MCI in which given a directed graph G = (V,E) and
two integers M,B ∈ N≥0, the goal is to find a set of additional edges N ⊆ (V × V ) \E such
that f(N) ≥ M and |N | = B. The problem is in NP since it can be checked in polynomial
time if a set of edges N is such that f(N) ≥ M and |N | = B.

We reduce from the Exact Cover by 3-Sets (X3C) problem which is known to be NP -hard
even if no element occurs in more than three subsets [16, Problem SP2, page 221].

Consider an instance of the X3C problem IX3C = (X, Y, q) defined by a collections of 3q
elements, X = {x1, . . . , x3q}, and m subsets, Y = {y1, . . . , ym}, with yi ⊆ X and |yi| = 3 for
all i. The problem is to decide whether there exist q subsets whose union is equal to X .

We define a corresponding instance IMCI = (G,M,B) of MCI as follows. Create a
graph G = (V,E), where V = {vxj

| xj ∈ X} ∪ {vyi | yi ∈ Y } ∪ {v} ∪ V ′ and E =
{(vyi, vxj

) | xj ∈ yi} ∪ E ′ and V ′, E ′ form the following structure. We connect every pair
of vertices vxj

, vxj+1
to a new vertex vi, i.e., we add the edges (vxj

, vi) and (vxj+1
, vi). We,

then, repeat this process with the new vertices vi just created in order to form a binary
tree rooted in the vertex v with all the edges toward v. Note that with this process we
create 3q − 2 vertices (excluding the root v). It is easy to see that now we have bounded
the in-degree and the out-degree of G, as problem X3C remains NP -hard if each element
occurs in at most three subsets. See Fig. 1 for an example. Then we set B = q and
M = (B + 6q − 1)2 + (m− B)(B + 6q) = (7q − 1)2 + 7q(m− q).

By Lemma 1, we can assume that any solution N of MCI contains only edges (v, vyi)
for some yi ∈ Y . In fact, v is the only sink vertex and vyi are the only source vertices.
Assume that there exists a set cover Y ′, then we define a solution N to the MCI instance as
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Figure 1: Example of reduction from X3C to MCI used in Theorem 2

N = {(v, vyi) | yi ∈ Y ′}. It is easy to show that f(N) ≥ M and |N | = q = B. Indeed, all the
vertices in G can reach: vertex v, all the vertices vxj

(since Y ′ is a set cover) and the vertices
vi that form the tree that are 3q − 2, and all the vertices vyi such that yi ∈ Y ′. Moreover,
each vertex vyi such that yi 6∈ Y ′ can reach itself. Therefore there are at least B + 6q − 1
vertices that are able to reach B + 6q − 1 vertices and m − B that reach themselves and
B + 6q − 1 other vertices. Hence, f(N) ≥ M . On the other hand, assume that there exists
a solution for MCI then N is in the form {(v, vyi) | yi ∈ Y } and we define a solution for the
set cover as F ′ = {yi | (v, vyi) ∈ N}. We show that F ′ is a set cover. By contradiction, if
we assume that F ′ is not a set cover and it cover only 3q − k elements of X (k ≥ 1), then
f(N) ≤ (B + 6q − 1 − k)2 + (m− B + k) · (B + 6q − k) + (m− q) · k. Now it is matter of
direct verification that this expression is less than M . This contradicts the choice of N as a
solution for MCI. We observe that in the reduction the graph is bipartite and that there is
only one sink vertex v and multiple sources. It is easy to see that the same result holds in
graphs with only one source and multiple sinks, by using the transpose graph of G and the
same values of B and M .

Corollary 1. MCI is W [2]-hard with respect to the budget B.

This result directly follows either from the reduction in [8] from Set Cover, that is known
to be W [2]-hard [6], or from the reduction given in the proof of Theorem 2.

Corollary 2. MCI is not FPT with respect to |S|+ |Q| and |T |+ |Q|, unless P = NP.

Proof. This just follows from the observation that the number of sources or sinks is one in
the reduction, and there are no isolated vertices.

Corollary 3. MCI is not FPT with respect to the chromatic number χ, the size of the
largest clique ω of G, and the difference between the size of the minimum vertex cover τ and
that of the largest independent set ν, unless P = NP.

Proof. This just follows by observing that the graphs obtained in the reduction from The-
orem 2 have bounded χ and ω. Moreover these graphs are bipartite, hence τ(G) = ν(G)
and this implies that if P 6= NP , we have that the problem is not FPT with respect to
τ(G)− ν(G).
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Corollary 4. MCI is not FPT with respect to ∆ = maxz∈V (d
−(z)+d+(z)), where d−(z), d+(z)

are, respectively, the maximum in-degree and out-degree in the graph, unless P = NP.

Proof. It follows directly from Theorem 2, in fact it is easy to see that in the reduction we
have bounded the in-degree and the out-degree of G. This implies that it cannot exists an
FPT with parameter ∆, otherwise, we would have a polynomial algorithm to solve X3C.

4. Some FPT results

In this section, we present our first results on FPT of MCI. Throughout the paper we
will use the following propositions.

Proposition 2. There is an optimal solution N∗, such that

(a) each isolated vertex of G has in-degree and out-degree at most one in G(N∗),

(b) the isolated vertices of G induce a directed path plus some isolated vertices in G(N∗).

Proof. (a) Let N be an optimal solution. Assume that a vertex v ∈ Q is incident to two
edges leaving it in G(N). Let the neighbors of v be u and w. Now, if we remove the edge
(v, w) and add (u, w), we will still have that the vertex w is reachable from v. Thus,
we can join all these vertices in |Q| with a path and have at least the same reachability
as before. We can repeat these arguments in the case that a vertex in Q has more that
two outgoing edges in G(N). Similarly, one can show that the maximum in-degree is at
most one.

(b) Thanks to (a), the isolated vertices induce vertex-disjoint directed paths. Now, we claim
that at most one of these paths can contain at least one edge, others must be isolated
vertices. On the opposite assumption, choose a directed path P containing the maximum
number of edges. Let the source of P be u and the sink of P be v. Let us consider any
other path P ′ and let x and y be the source and the sink of P ′, respectively. Moreover,
thanks to (a) there is at most one edge incoming x and one edge outgoing y, let (z, x)
and (y, w) be the (possible) edges incident to x and y, respectively. If edges (z, u) and
(v, w) do not belong to the current solution, we can replace edges (z, x) and (y, w) with
(z, u) and (v, w) without decreasing the value of the objective function. Otherwise, if
(z, u) is already in the current solution, we merge paths P and P ′ by using the same
number of edges as before: we replace edge (z, u) with (y, u) and (y, w) outgoing y with
(v, w). Also in this case the value of the objective function is not decreased. If (v, w)
is already in the current solution, we can merge P and P ′ in a similar way. If both
(z, u) and (v, w) are already in the current solution we obtain a solution that does not
decreases the objective function and uses one unit of budget less. If x has no incoming
edge, we can remove x from P ′ and add it to P without increasing the number of edges
or decreasing the objective function. We can do a similar operation if y has no outgoing
edges.
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By repeating these arguments we end with a single path of vertices in Q in which the
end-points can have multiple outgoing or incoming edges. We apply again the arguments
in (a) to have at most one incoming and one outgoing edge.

Observe that the initial graph G is a DAG. Thus, all of its strongly connected components
contain just one vertex. We will call such strongly connected components trivial.

Proposition 3. There is an optimal way of adding B new edges, such that the resulting
graph contains at most one non-trivial strongly connected component.

Proof. Assume that after adding B edges, the resulting graph contains two non-trivial
strongly connected components C1 and C2. Since all components in the original graph
were trivial, we have that there are edges (v1, u1) in C1 and (v2, u2) in C2 that were among
these new added B edges. Since C1 and C2 are strongly connected, there are paths P1 in
C1 that connects u1 to v1 and P2 in C2 that connects u2 to v2. Consider the way of adding
edges, which is obtained from the previous one by replacing (v1, u1) and (v2, u2) with (v1, u2)
and (v2, u1). Observe that the number of reachable pairs has not decreased. Hence the re-
sulting way of adding edges is optimal. However, this operation has decreased the number
of non-trivial strongly connected components.

Theorem 3. MCI is FPT with respect to |S|+ |T |.

Proof. We start with the case when Q = ∅. Given an instance of MCI with G = (V,E) and
budget B, we can always assume that B ≤ max{|S|, |T |} (Theorem 1). Note that the overall
number of possible solutions (as a set of edges) that we can have is

(

|S||T |
B

)

(see Lemma 1).
Thus, for the running-time of the trivial algorithm that tries to all possible ways of joining
sinks to sources using B edges, we will have the following bound:

O∗((|S||T |)B) ≤ O∗((|S|+ |T |)2(|S|+|T |)),

as B ≤ max{|S|, |T |} ≤ |S|+ |T |.
Now, we complete the case |Q| 6= 0 by using Proposition 2 in the following way. Assume

that in an optimal solution OPT , the isolated vertices induce a path of length k. We have
0 ≤ k ≤ |Q| − 1. Let this path be P . Observe the rest of edges (we have B − k of them)
will either join a vertex of T to that of S, or a vertex of T to the beginning of P , or the
end-point of P to a vertex of S. Thus, we can view P as one big vertex and remove the
other isolated vertices.

Just observe that each vertex of T can join to S, to P or the remaining B − k isolated
vertices. Thus each vertex of T has |S|+B−k+1 choices. Similarly, each vertex of S has at
most |T |+B−k+1 choices. Thus, the overall number of choices is bounded by |T |·(|S|+B−
k+1)+|S|·(|T |+B−k+1). Hence we have at most

(

|T |·(|S|+B−k+1)+|S|·(|T |+B−k+1)
B−k

)

possibilities
of adding new edges. Clearly, we can assume that B − k ≤ |S| + |T | + 1, as otherwise, G
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can be made to a strongly connected component in polynomial time (Theorem 1). Thus

(

|T | · (|S|+B − k + 1) + |S| · (|T |+B − k + 1)

B − k

)

= O
(

[|T | · (|S|+B − k + 1) + |S| · (|T |+B − k + 1)]B−k
)

Since B − k is bounded in terms of |S|+ |T |, we have that this algorithm has running-time
bounded in terms of |S|+ |T |. Thus, if we knew the value of k in the optimal solution, the
running time of the algorithm will be a function of |S| + |T | times some polynomial in the
input size.

To complete the proof, we do guessing of k, that is, we try all possibilities of the values
of k, that is, k = 0, 1, . . . , |Q| − 1. Since |Q| ≤ |V |, this increases the running-time of the
algorithm by only of a polynomial factor.

We observe that Theorem 3 and Proposition 1 imply that MCI is FPT also with respect
to parameter max{|S|, |T |}, as |S|+ |T | ≤ 2max{|S|, |T |}.

Corollary 5. MCI is FPT with respect to |V |2 −OPT .

Proof. We assume that |S| = max{|S|, |T |} since the following arguments can be used if
|T | ≥ |S|. Moreover, we assume that B < max{|S|, |T |}+ |Q| = |S|+ |Q|, as otherwise we
can make G strongly connected in polynomial time. Now, if we add B new edges, we will
still have |S|+ |Q| −B vertices of G with no incoming edges that remains with no incoming
edges the addition of the new edges. Thus no other vertex can reach them. Hence

OPT ≤ |V |2− (|V |−1) · (|S|+ |Q|−B) or (|V |−1) · (|S|+ |Q|−B) ≤ |V |2−OPT.

Hence by Proposition 1, if we parameterize the problem with respect to (|V | − 1) · (|S| +
|Q|−B), we will have the result with respect to |V |2−OPT . Consider the trivial brute-force
algorithm running in time O∗(|V |2|V |). Observe that

|V | ≤ 2 · (|V | − 1) ≤ 2 · (|V | − 1) · (|S|+ |Q| − B).

Thus, the trivial algorithm is an FPT algorithm with respect to (|V |−1) ·(|S|+ |Q|−B).

Corollary 6. MCI is FPT with respect to OPT .

Proof. Observe that for any DAG G, we have OPT ≥ |V |, since each vertex reaches itself.
Thus,

|V |2 − OPT ≤ OPT 2 − OPT = h(OPT ).

Hence the result follows from Corollary 5 and Proposition 1.

5. FPT with respect to |V | − B

In this section, we parameterize our problem with respect to |V | − B. We will assume
that max{|S|, |T |} = |S|, as the same arguments can be used when |T | ≥ |S|. Our proof
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will rely on the following lemma.

Lemma 2. Given a DAG G, assume Q = ∅, |S| ≥ |T |, and let B ≥ |V \ S|. Then we can
find the optimal solution in polynomial time.

Proof. We can assume that B ≤ max{|S|, |T |} + |Q| = |S|, as otherwise the problem is
polynomial time solvable (Theorem 1). Thus, |V \ S| ≤ |S|. As in Corollary 5 we have the
following upper bound on OPT :

OPT ≤ |V |2 − (|S| − B) · (|V | − 1).

Consider the following algorithm: Take a representative source from S for each vertex
of V \ S. A source s ∈ S is representative for a vertex z, if in G there is a directed path
that connects s to z. Put these |V \S| sources into a subset of S of cardinality |B|. With B

edges we can create a strongly connected component with this subset and V \S (Theorem 1).
Thus, we have (B + |V \ S|)2 pairs in the strongly connected component. Moreover, the
remaining |S| − B sources can reach the vertices of the strongly connected component and
themselves. Hence we have

ALG ≥ (B + |V \ S|)2 + (|S| −B) · (1 +B + |V \ S|)

= |S| −B + (B + |V | − |S|)|V | = |V |2 − (|V | − 1)(|S| − B).

Taking into account the upper bound for OPT , we have that this algorithm find the opti-
mum. The proof is complete.

Theorem 4. MCI is FPT with respect to |V | −B.

Proof. First assume that Q = ∅, that is, there are no isolated vertices in G. Note that if
|V | − B ≥ |V |

2
, then |V | is bounded in terms of |V | − B, hence the trivial algorithm will be

an FPT algorithm in terms of |V |−B. On the other hand, let us assume that |V |−B ≤ |V |
2
.

Then B ≥ |V |
2
. Since B ≤ max{|S|, |T |}+ |Q| = |S|, then,

|V |

2
≤ B ≤ |S| or |V \ S| = |V | − |S| ≤

|V |

2
≤ B.

Thus, B ≥ |V \ S|. Hence we can solve this case in polynomial time thanks to Lemma 2.
Now, assume that Q 6= ∅. By Propositions 2 and 3, we have that the isolated vertices

induce a path of length k (0 ≤ k ≤ |Q| − 1). Moreover, the end-vertices of this path
are joined to at most one vertex outside it. Consider the graph G′ = G \ Q, and let
B′ = B − (k + 1). Observe that the added edges must form an optimal solution for this
new instance. This allows us, to finish the proof by guessing k, that is, we try all possible
values of k = 0, 1, . . . , |Q| − 1. For each fixed k, we observe that G′ contains no isolated
vertex, hence we can solve this instance with the approach outlined above. By taking the
one with maximum optimal number of pairs we will get an optimal solution for G. Observe
that since there are |Q| possible values of k, and for each k, |V ′| − B′ ≤ |V | − B, we will
have that the running-time of the algorithm will be FPT in terms of |V | − B.
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6. FPT with respect to the matching number

In this section, we parameterize the problem with respect to the size of the largest
matching. Recall that a matching in a DAG is a subset of edges, such that no two edges of
the subset share a vertex. Let ν(G) be the matching number of G, that is, the size of the
largest matching in G. Our proof will require the following lemma.

Lemma 3. Let H = (X, Y, E) be a bipartite graph, such that for each x1, x2 ∈ X, we have
that N(x1) 6= N(x2), where N(x) denotes the set of neighbors of the vertex x. Then:

|X| ≤ ν(H) + 2ν(H).

Proof. Let M be a maximum matching. Let XM and YM be the set of vertices in X and Y ,
respectively, that are covered by M . Clearly, |XM | = |YM | = ν(H). Since M is maximum,
no vertex in X \XM is adjacent to that of in Y \ YM . Thus, the neighbors of X \XM are
in YM . Since different vertices have different neighbors, we have that

|X \XM | ≤ 2|YM |.

Hence,
|X| ≤ |XM |+ 2|YM | = ν(H) + 2ν(H).

The proof is complete.

Theorem 5. MCI is FPT with respect to ν(G).

Proof. Again, we start with the case Q = ∅. Let S0 and T0 be a minimal subset of sources
and sinks, respectively, such that they are representatives of the remaining graph, that is,
for each vertex v ∈ V , there is a vertex sv ∈ S0 and a vertex tv ∈ T0 such that there is a
path from sv to v and a path from v to tv inn G, and S0 and T0 are minimal inclusion-wise.

We claim that |S0|, |T0| ≤ ν(G). Let us prove for S0. Since it is minimal, we have that
for each source s ∈ S0, there is a vertex zs ∈ V \ S such that s is the only vertex of S0 that
is connected to zs with a path. Now, if we consider these paths for all vertices of S0, then
clearly they are vertex disjoint. Hence, the first edges of these paths form a matching of
cardinality |S0|. Thus, |S0| ≤ ν(G).

We distinguish two cases. First, assume that B ≥ max{|S0|, |T0|}. As in the previous
section, we can assume that B ≤ max{|S|, |T |}+|Q| = |S|. Now, let us assume that B ≤ |T |.
In this case, any solution, will leave |S| −B sources of G still sources, and similarly, |T | −B

sinks of G will be still sinks after adding the B edges. Hence, we have the following upper
bound for OPT :

OPT ≤ |V |2− (|S|−B) · (|V |−1)− (|T |−B) · (|V |−1) = |V |2− (|V |−1) · (|S|+ |T |−2B).

Since B ≥ max{|S0|, |T0|}, and B ≤ |T | ≤ |S|, we can add new sources to S0 and sinks to T0,
such that we get sets of cardinality B. Now, with B edges we can make this part a strongly
connected component together with all internal vertices (Theorem 1). Observe that outside
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the strongly connected component, there will be |S| − B sources and |T | − B sinks. Thus,
the strongly connected component will have |V |−(|S|−B)+(|T |−B) = |V |−|S|−|T |+2B
vertices. Hence we will have (|V | − |S| − |T | + 2B)2 pairs in the solution. Moreover, the
remaining sources can reach the strongly connected component, and the vertices of the
strongly connected component can reach the remaining sinks. Thus, in total we will have at
least

ALG ≥ (|V | − |S| − |T |+ 2B)2 + (|S| − B) · (1 + |V | − |S| − |T |+ 2B)

+ (|T | − B) · (1 + |V | − |S| − |T |+ 2B)

= (|V | − |S| − |T |+ 2B)2 + (1 + |V | − |S| − |T |+ 2B) · (|S|+ |T | − 2B)

= (|S|+ |T | − 2B) + |V | · (|V | − |S| − |T |+ 2B)

= |V |2 − (|V | − 1) · (|S|+ |T | − 2B) = OPT.

Thus, we have an optimal number of pairs. On the other hand, if |T | ≤ B ≤ |S|, then we
can overcome this case similarly. Observe that any solution will leave |S| − B sources of G
still sources. Hence, we will have the following upper bound for OPT :

OPT ≤ |V |2 − (|V | − 1) · (|S| − B).

Let us add new sources from S to S0, such that we have exactly B sources in it. Clearly,
we can create a strongly connected component with these B sources and the remaining
part of the graph (except |S| − |S0| sources) (Theorem 1). Moreover, the remaining sources
will reach the strongly connected component. Hence a polynomial time algorithm finds the
optimal solution, in fact

ALG ≥ (|V | − |S|+B)2 + (|S| −B) · (1 + |V | − |S|+B)

= |S| −B + (|V | − |S|+B) · |V | = |V |2 − (|V | − 1) · (|S| − B) = OPT.

It remains to consider the case B ≤ max{|S0|, |T0|}. Hence B ≤ ν(G). Let us say that
two sources are equivalent, if they are adjacent to the same set of vertices. Observe that this
relation is an equivalence relation defined on the set of sources. Thus, it partitions S into
equivalence classes. We claim that the number of equivalence classes is bounded by some
function of ν(G). Assume that S1,. . . , Sl are the equivalence classes. Consider a bipartite
graph H = (X, Y, E), where X = {S1, . . . , Sl}, Y = NG(S) and Si is joined to y ∈ Y , if and
only if in G there was a vertex in Si that was adjacent to y. Since S1, . . . , Sl are pairwise
different equivalence classes, we have that H satisfies the conditions of Lemma 3. Thus,

l = |X| ≤ ν(H) + 2ν(H) ≤ ν(G) + 2ν(G).

Similarly, one can show that the number of equivalence classes of sinks is bounded in terms
of ν(G). Now, let S1, . . . , Sl and T1, . . . , Tm be the equivalence classes of sources and sinks.
Consider all possible partitions of B into the sum of Bijs, where i = 1, . . . , l and j = 1, . . . , m.
Intuitively, Bij shows how much budget we spend in connecting sinks in Tj to sources in Si.
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Since each of Bijs can be at most B, we have that the total number of partitions is at most
(B + 1)l·m. Since B is bounded by ν(G), we have that this expression is bounded by some
function of ν(G).

Let us show that the number of different ways of joining Bij edges between Tj and Si

is bounded by B, hence by ν(G). We will estimate the number of different configurations
in terms of B. Observe that we can have at most B sinks of Tj that will be joined to a
source from Si. Moreover, the number of sources that will be incident to at least one edge
is at most B, too. Let us count the number of different (not necessarily non-isomorphic)
configurations. Let t be any sink from Tj that is joined with at least one of B edges. Observe
that it can be joined to some subset of Si. Hence, the number of possibilities of t is at most
2B. Recall that we have at most B vertices in Tj . Thus, the total number of configurations
is bounded by

≤ 2B · 2B · . . . · 2B = 2B
2

.

This implies that the number of non-isomorphic ways of joining B edges is bounded by
a function of ν(G). Thus, we can consider all of them and find the one maximizing the
number of connected pairs. Clearly, the running-time of this simple algorithm will be FPT
with respect to ν(G).

Now, assume that Q 6= ∅. By Propositions 2 and 3, we have that the isolated vertices
induce a path of length k (0 ≤ k ≤ |Q| − 1). Moreover, the end-vertices of this path
are joined to at most one vertex outside it. Consider the graph G′ = G \ Q, and let
B′ = B − (k + 1). Observe that the added edges must form an optimal solution for this
new instance. This allows us, to finish the proof by guessing k, that is, we try all possible
values of k = 0, 1, . . . , |Q| − 1. For each fixed k, we observe that G′ contains no isolated
vertex, hence we can solve this instance with the approach outlined above. By taking the
one with maximum optimal number of pairs we will get an optimal solution for G. Observe
that since there are |Q| possible values of k, and for each k, ν(G′) ≤ ν(G), we will have that
the running-time of the algorithm will be FPT in terms of ν(G). The proof is complete.

Observe that in any graph G, we have ν(G) ≤ τ(G), hence we have that the problem is
FPT with respect to τ(G) as well (Proposition 1).

7. Conclusion and future work

We addressed the MCI problem from a parameterized tractability viewpoint and show
hardness and algorithmic results on different natural parameters. Our results open several
research directions. The main open problem regards the case of general directed graphs. A
strictly more general case is that in which each vertex is associated with a weight and the
objective function is the sum, for each (u, v) ∈ V × V , of the product between the weight
of u and that of v, if v is reachable from u [8]. A more restricted open problem is to solve
the case in which the graph is a directed tree with more than one source. It is worth to
decrease the running time of some of the FPT algorithms in this paper, for example find an
algorithm with single exponential running time in ν. Another interesting problem that the
parameterization with respect to ν, hence τ , suggests is the following: since our problem is
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FPT with respect to τ , it is FPT with respect to |V |−α , where α is the maximum number
of independent vertices of the graph. Thus, an interesting question is the parameterization
with respect to α. Finally, we would like to suggest the following question:

Question 1. Is our problem FPT with respect to max{|S|, |T |} − B.

It is not hard to see that a positive answer to this question will imply four of our results.
That are, the parameterization with respect to max{|S|, |T |}, |V | − B, |V |2 − OPT and
OPT .
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