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Abstract Let π(w) denote the minimum period of the wordw. Let w be a primi-
tive word with periodπ(w) < |w|, andz a prefix ofw. It is shown that ifπ(wz) =
π(w), then|z|< π(w)−gcd(|w|, |z|). Detailed improvements of this result are also
proven. As a corollary we give a short proof of the fact that ifu,v,w are primitive
words such thatu2 is a prefix ofv2, andv2 is a prefix ofw2, then|w| > 2|u|. Fi-
nally, we show that each primitive wordw has a conjugatew′ = vu, wherew= uv,
such thatπ(w′) = |w′| and|u| < π(w).

1 Introduction

Various aspects of periodicity play a central rôle in combinatorics on words and its
applications; see Lothaire’s books [8–10]. The notion of periodicity is well posed
in many problems concerning algorithmic aspects of strings: in pattern matching,
compression of strings, sequence analysis, and so forth.

In this paper we study extensions of words with respect to their periodicity.
Let w be a word over a finite alphabetA. The length ofw is denoted by|w|. The
empty word is denoted byε. A positive integerp is aperiod of w, if w = (uv)ku
wherep = |uv|, k≥ 1, andv 6= ε. The minimum period ofw is denoted byπ(w).

For a wordw = uv, the wordu is a prefix of w, denoted byu≤p w, andv is
a suffixof w, denoted byv ≤s w. If v is nonempty, thenu is a proper prefixof
w, denoted byu <p w. A nonempty wordu is a border of w, if u is a prefix and
a suffix ofw, i.e.,ux= w = yu for some nonempty wordsx andy. Each word has
a unique factorization in the formw = ukv, wherek ≥ 1, v <p u and|u| = π(w).
Hereu is called theroot of w andv theresidueof w. We denote the length|v| ≥ 0
of the residuev by ρ(w).
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A word isprimitive if it is not a power of a shorter word, i.e., ifπ(w) does not
divide |w| properly.

Let w be a word with a nonempty residue and a prefixz≤p w. We show
that if the wordwz has the same minimum period asw, that is,π(wz) = π(w),
then |z| < π(w)−gcd(|w|, |z|), where gcd denotes the greatest common divisor
function. As a corollary we give a short proof of the well known result due to
Crochemore and Rytter [4] stating that ifu,v,ware primitive words such thatu2 <p

v2 <p w2, thenu2 <p w, i.e.,|w|> 2|u|. Finally, we strengthen the above extension
result by showing that ifw is a word withu as a root andw has a nonempty residue,
thenπ(wz) > π(w) for all prefixesz≤p w with |z| ≥ π(w)+π(u)−ρ(w)−1.

In the last section, we study extensionswz that force the periodπ(wz) = |w|.
This problem is stated for unbordered conjugates. For this, letτ(w) denote the
shortest prefixof the wordw, sayw = τ(w)u, such that the conjugateuτ(w) is
unbordered, i.e.,π(uτ(w)) = |uτ(w)|. We show that for each primitive wordw it
holds thatτ(w) < π(w).

2 Extensions of words by periods

It is clear that ifu is a border of a wordw, then|w|− |u| is a period ofw, and thus
|w|− |u| ≥ π(w). A word w is said to bebordered(or self-correlated[11]), if it
has a border, that is, ifw has a prefix of length less than|w| which is also a suffix
of w. If w is not bordered, it is calledunbordered. Clearly, a wordw is unbordered
if and only if π(w) = |w|.

We begin with an application of the basic periodicity result of Fine and Wilf [6]:

Theorem 1 (Fine and Wilf) If a word w has two periods p and q such that|w| ≥
p+q−gcd(p,q), then alsogcd(p,q) is a period of w.

Note that ifw has an empty residue, thenπ(wz) = π(w) for all wordsz= wku
with u≤p w andk≥ 0. Therefore, in the sequel we consider words with nonempty
residues. Note that each wordw with a nonempty residue is primitive, and thus
π(w2) = |w| > π(w).

Theorem 2 Let w be a word with a nonempty residue and a prefix z≤p w.

If π(wz) = π(w) then |z| < π(w)−gcd(π(w), |w|) .
Proof Clearly π(wz) ≥ π(w). Let d = gcd(π(w), |w|), and suppose thatz≤p w
satisfiesπ(wz) = π(w). Then both|w| and π(w) are different periods ofwz. If
|wz| ≥ π(w)+ |w|−d, then Theorem 1 implies thatd is a period ofwz. In this case,
d = π(w), sinceπ(wz) ≥ π(w), and soπ(w) divides|w| contradicting primitivity
of w; hence the claim follows. ut

The following example shows that the bound given in Theorem 2 is optimal
for all lengths.

Example 1Consider the word

w = an−1ba

with the minimum periodπ(w) = n, and letz= an−2 ≤p w. We haveπ(wz) = n,
where|z| = |w|−3 = π(w)−gcd(π(w), |w|)−2, since gcd(n,n+1) = 1.
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The following example shows that the condition|z| ≥ π(w)−gcd(π(w), |w|)
does not imply thatπ(wz) = |w|.

Example 2Consider the word

w = ababaabab.

Thenπ(w) = |ababa| = 5. Letz= aba. We have|z| = π(w)−2 and

wz= ababa.abab.aba

with π(w) = 5 < 7 = π(wz) < 9 = |w|, since|ababaab| is a period ofwz.

The following result is due to Crochemore and Rytter [4]. A short proof due
to Diekert is given in [9, Lemma 8.1.14]. Below we show that this result follows
from Theorem 2. Note that an integerp≤ |w| is a period of the wordw if and only
if w≤p xw, wherex≤p w is such that|x| = p.

Corollary 1 Let u,v,w be primitive words with u2 <p v2 <p w2. Then|w| > 2|u|.

Proof Suppose that|w| ≤ 2|u|, and thusw <p v2 <p w2. Hencew has a nonempty
residue. Letw = vx. Then |x| is a period ofv, sincevv≤p ww = vxvx and so
v ≤p xv. Now π(v) ≤ |x|, and, by Theorem 2,π(w) ≥ |v|, and soπ(w) = |v|.
However, also|u| is a period ofw, sincew<p u2. Therefore|v|= π(w) = |u| gives
a contradiction. ut

For a wordw with a nonempty residue, let itsmaximal extension numberbe
defined by

κ(w) = max{p | p = |z| for a prefixz≤p w with π(wz) = π(w)} .

Theorem 2,κ(w) exists and satisfiesκ(w) < π(w)−1. For a nonempty wordw,
let w• denote the word from which the last letter is removed. For the proof of the
following result, see Berstel and Karhumäki [1].

Lemma 1 Let u and v be two nonempty words. If uv• = vu• then there exists
a word g such that u= gi and v= g j for some i, j ≥ 1.

We shall now have a partial improvement of Theorem 2.

Theorem 3 Let w be a word with a nonempty residue and let u be the root of w.
Then

κ(w) ≤ π(w)+π(u)−ρ(w)−2.

Proof Let u = vy where|v| = ρ(w), and letx be the root ofu. Assume that there
exists a prefixz≤p w such thatπ(wz) = π(w) and|z|= π(w)+π(u)−ρ(w)−1=
|wu|− |v|−1. By Theorem 2, we have thatπ(u) < ρ(w), and thusx <p u. Now,
|vz| = |ux| − 1 and sincevz≤p ux, we havevz= ux• = vyx•, and thusz = yx•.
Also, z= xy•, sincez≤p u andy <p u, for, y <p z<p u andx is the root ofu. By
Lemma 1,yx• = xy• implies that there exists a primitive wordg such thatx = gi

andy = g j for somei, j ≥ 1. Thenv = git g1 for a prefixg1 <p g and an integer
t ≥ 0, and sou= vy= git g1g j . However, sincex is the root ofu, u= xrx1 for some
r ≥ 1 andx1 <p x, from which it follows thatu = git+ jg1. In order forg to be
primitive, we must havej = 0, for otherwiseg is a proper conjugate of itself. This
contradicts the fact thatj ≥ 1. ut
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The bound given in Theorem 3 is optimal as shown in the following example.

Example 3Consider the words

wn = (aba)nab

whereπ(wn) = 3, π(u) = 2 for the rootu = aba of wn, andρ(wn) = 2. Hence,
κ(w) = π(wn)+ π(u)−ρ(wn)−2 = 1. Indeed, the extensionwnab has a larger
period than 3, namelyπ(wnab) = 3n+2.

Also, for
un = (ab)naab

of length 2n+3, we haveπ(un) = 2n+1, and the lengthρ(un) of the residue ofun
is 2 . Hence,κ(un) = 2n−1 = π(un)+π((ab)na)−ρ(un)−2.

3 Critical points and extensions

Every primitive wordw has an unbordered conjugate. For instance, consider the
least conjugate ofw with respect to some lexicographic ordering, that is, a Lyndon
conjugate ofw; see e.g. Lothaire [8]. Denote byτ(w) the shortest prefixof w,
w = τ(w)u, such that the conjugateuτ(w) is unbordered. Hence 0≤ τ(w) < |w|.

Lemma 2 Each primitive word w has a factorization w= uv such that the conju-
gate vu is unbordered and either|u| < π(w) or |v| < π(w).

Proof Let w = ukz, whereu is the root ofw, k ≥ 1, andz<p u. Suppose thatw
has no conjugate as stated in the claim. Letw′ = yuk−izui−1x be an unbordered
conjugate ofw, whereu = xy. (Take, for instance, a Lyndon conjugate ofw.)
It follows that i = k or i = 1, for otherwiseyx is a border ofw′. If i = 1, then
w′ = yuk−1zxis a required conjugate:w′ = (yuk−1z)(x). Assume then thati = k, we
havew′ = yzuk−1x and thusz<p x; otherwise againyx is a border ofw′. However,
noww′ = (yz)(uk−1x) is a required conjugate. ut

In the following we say that an integerp with 1≤ p < |w| is a point in the
wordw. A nonempty wordu is called arepetition wordat p if w= xywith |x|= p
and there exist wordsx′ andy′ such thatu is a suffix ofx′x andu is a prefix ofyy′.
Let

π(w, p) = min{|u| | u is a repetition word atp}
denote thelocal periodat pointp in w. In general, we have thatπ(w, p) ≤ π(w).
A factorizationw = uv, with u,v 6= ε and |u| = p, is calledcritical, and p is a
critical point, if π(w, p) = π(w).

The Critical Factorization Theorem (CFT) is a fundamental result on periodic-
ity. It was first conjectured by Schützenberger [12] and then proved by Césari and
Vincent [2]. Later it was developed into its present form by Duval [5]. We refer
to [7] for a short proof of the theorem giving a technically improved version of the
proof by Crochemore and Perrin [3].

Theorem 4 (CFT)Let w be a word with at least two different letters. Then w has
a critical point p such that p< π(w).
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The following lemma rests on the CFT.

Lemma 3 Let w be an unbordered word with|w| ≥ 2, and let w= uv be such that
p = |u| is any critical point of w. Then also the conjugate vu is unbordered.

Proof Without loss of generality we can assume that|u| ≤ |v|. Now π(w) = |w|,
sincew is unbordered. Assume, contrary to the claim, that the wordvu is bordered.
We have two cases to consider. (1) Assume thatv= sv′ andu= u′s for a nonempty
words. Thenπ(w, |u|)≤ |s|< |w| contradicting the assumption that|u| is a critical
point. (2) Assume thatv = sut. Thenπ(w, |u|) ≤ |su| < |w|, and again|u| is not a
critical point; a contradiction. These cases prove the claim. ut

The following theorem states the main result of this section.

Theorem 5 Let w be a primitive word. Thenτ(w) < π(w).

Proof Suppose first thatπ(w) > |w|/2. Assume thatw = xyz, where|xy| = π(w),
z<p xy, and|x| is a critical point ofw such that|x|< π(w) provided by Theorem 4.
Suppose that the conjugatew′ = yzx is bordered, and letu be its shortest border.
Since|x| is a critical point inw andu is a local repetition at|x| in w, we have|u| ≥
π(w), and hence|u| ≥ |yx|. Sinceu is unbordered, it does not overlap with itself,
and therefore|yzx| ≥ 2|u|, which implies that|yzx| ≥ 2|yx| and hence|z| ≥ |yx|; a
contradiction. Hence the conjugatew′ = yzx is unbordered, and soτ(w) < π(w).

Assume then thatπ(w) < |w|/2, and etu be the root ofw. Thenw= ukzwhere
π(w) = |u| andz<p u andk≥ 2.

Assume thatτ(w) ≥ π(w), and thus thatτ(w) > π(w). By Lemma 2, there
exists an unbordered conjugatew′ = vuk−1t of w, wherev ≤s w such that|v| <
π(w). Consider a critical pointp of w′, sayw′ = gh, where|g| = p.

First, v is a suffix ofuz, and thus the critical pointp is not inv, i.e., p > |v|,
sinceπ(w′) = |w′| andv occurs inuk−1t. Similarly, p < |vu|, since all suffixes
of w′ starting from a positionq≥ |vu| occur inw′ starting from the pointq−|u|
and thus there is a local repetition at pointq of length at most|u|. Now we have
|v| < |g| < |vu| and the conjugatehg is unbordered by Lemma 3. Letu = rs such
thatg = vr. Thenhg= suk−1zr and 1≤ |r| < |u| as required. ut

The following example illustrates that it is not enough to just consider critical
points for proving Theorem 5.

Example 4It is not true that a conjugatevu with respect to a critical point|u|
of w = uv is unbordered. Consider for instance the wordw = abcbababcbabab,
whereπ(w) = 6, andp = 3 is a critical point, but the corresponding conjugate
w′ = bababcbabababchas a borderbababc.

Note that we always haveπ(wkz) ≤ |w| for prefixesz≤p w and nonnegative
integersk. Theorem 5 gives a complementary result to Theorem 2 and 3.

Corollary 2 Let w be a word with a nonempty residue and a prefix z≤p w.

If |z| ≥ π(w) then π(wz) = |w| .
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Proof Let |z| ≥ π(w). By Theorem 5,w has an unbordered conjugatew′ = vu
wherew = uv and|u| < π(w). Then we haveπ(wu) = |w| for the extensionwu,
sinceπ(wu) is at least the length of the longest unbordered factor ofwu. The claim
follows now fromwu≤p wz.

The following example elaborates on the differences between Theorem 2 and
Corollary 2.

Example 5Consider the word

w = aaabaa

for which |w| = 6 andπ(w) = 4 and gcd(π(w), |w|) = 2 so that we getπ(w)−
gcd(π(w), |w|) = 2. We haveπ(wz) > π(w) for each extensionwz with z≤p w
and |z| ≥ 2, by Theorem 2. The shortest extension increasing the period is for
z= aa, that is,w.aa= aaabaaaawith π(waa) = 5.

However, we haveπ(wz) < |w| and the corresponding conjugatew′ = abaaaa
of w is bordered. In this example, we need an extensionz = aaa of length 3 in
order to obtainπ(wz) = |w|.
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5. Duval, J.P.: Ṕeriodes et ŕeṕetitions des mots de monoı̈de libre. Theoret. Comput. Sci.9(1),

17–26 (1979)
6. Fine, N.J., Wilf, H.S.: Uniqueness theorem for periodic functions. Proc. Amer. Math. Soc.

16, 109–114 (1965)
7. Harju, T., Nowotka, D.: Density of critical factorizations. Theor. Inform. Appl.36(3), 315–

327 (2002)
8. Lothaire, M.: Combinatorics on Words,Encyclopedia of Mathematics, vol. 17. Addison-

Wesley, Reading, MA (1983. Reprinted in the Cambridge Mathematical Library, Cambridge
Univ. Press, 1997)

9. Lothaire, M.: Algebraic Combinatorics on Words,Encyclopedia of Mathematics and its
Applications, vol. 90. Cambridge University Press, Cambridge, United Kingdom (2002)

10. Lothaire, M.: Algorithmic Combinatorics on Words. Cambridge University Press, Cam-
bridge, United Kingdom (2005)

11. Morita, H., van Wijngaarden, A.J., Vinck, A.J.H.: On the construction of maximal prefix-
synchronized codes. IEEE Trans. Inform. Theory42, 2158–2166 (1996)
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