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WELLPOSEDNESS OF A NONLINEAR, LOGARITHMIC
SCHRÖDINGER EQUATION OF DOEBNER–GOLDIN TYPE

MODELING QUANTUM DISSIPATION

P. GUERRERO, J. L. LÓPEZ, J. MONTEJO–GÁMEZ, AND J. NIETO

Abstract. This paper is concerned with the modeling and analysis of quan-
tum dissipation phenomena in the Schrödinger picture. More precisely, we do
investigate in detail a dissipative, nonlinear Schrödinger equation somehow ac-
counting for quantum Fokker–Planck effects, and how it is drastically reduced
to a simpler logarithmic equation via a nonlinear gauge transformation in such
a way that the physics underlying both problems keeps unaltered. From a
mathematical viewpoint, this allows for a more achievable analysis regarding
the local wellposedness of the initial–boundary value problem. This simplifica-
tion requires the performance of the polar (modulus–argument) decomposition
of the wavefunction, which is rigorously attained (for the first time to the best
of our knowledge) under quite reasonable assumptions.

1. Introduction, setting of the problem and main result

Quantum dissipation and diffusion modeling has been widely analyzed over
last years, mainly in the context of open quantum systems. We refer for instance
to [6, 7, 9, 22, 31, 41]. Recently, the quantum–mechanical treatment of dissipa-
tive processes and other nonequilibrium phenomena has been a subject of much
attention due to its applicability in various fields such as solid state and statisti-
cal physics, photochemistry, Brownian dynamics, heavy ion scattering, quantum
gravity theories or ecology. In the Schrödinger picture, quantum friction and dif-
fusion effects have been more or less succeedingly modeled by nonlinear terms of
type λSψψ (formulated by Kostin [31] to describe nonlinear Schrödinger–Langevin
dynamics), where λ is a friction constant and Sψ = −i log(ψ/|ψ|) stands for the
(multivalued) argument of the complex wavefunction ψ(t, x), as well as by loga-
rithmic nonlinearities with the form log(|ψ|2)ψ (first studied by Bialinicki–Birula
and Mycielski in [9]), among others (see for example [6, 13, 15, 27, 34]). A large
number of the nonlinear Schrödinger equations proposed in the literature involve
complex nonlinearities describing different phenomenologies in condensed matter
physics, e.g. incoherent solitons, dynamical modes of plasma physics, propaga-
tion of optical pulses or damping effects in nonlinear media. For instance, the

Key words and phrases. Wigner–Fokker–Planck equation; Doebner–Goldin equations; dis-
sipative quantum mechanics; nonlinear Schrödinger equation; logarithmic nonlinearities; local
solvability; Madelung transformation; reconstruction of the wavefunction.
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2 P. GUERRERO, J. L. LÓPEZ, J. MONTEJO–GÁMEZ, AND J. NIETO

Doebner–Goldin equations

i~∂tψ = − ~2

2m
∆xψ +

i~D
2

(
∆xn

n

)
ψ + V ψ +mD′µ1

(
∇x · J
n

)
ψ

+
m2

~
D′µ3

(
|J |
n

)2

ψ +mD′µ4

(
J · ∇xn

n2

)
ψ

+ ~D′
(
µ2

∆xn

n
+ µ5

|∇xn|2

n2

)
ψ

were introduced in [22] as the most general class of Schrödinger type equations
compatible with the Fokker–Planck continuity equation for the probability den-
sity n = |ψ|2, namely ∂tn + ∇x · J = D∆xn, with J(t, x) denoting the electric
current. The subfamily of these equations characterized by the identities

(1) D′µ1 = D = −D′µ4 , µ2 + 2µ5 = 0 , µ3 = 0 ,

satisfies the Ehrenfest theorem of quantum mechanics and was shown to be lin-
earizable through a suitable nonlinear transformation (see [6, 23, 36]) if the con-
straint

(2)
4mD′

~
µ2 < 1− 4m2D2

~2

is fulfilled. The nonlinearities of the Doebner–Goldin equations were derived in
the frame of group theory, more precisely from the representation analysis of the
quantum kinematical group of diffeomorphisms Diff(R3). Very recently a non-
linear logarithmic Schrödinger equation of Doebner–Goldin type was introduced
and analyzed by two of us in [35] from a hydrodynamic perspective, starting from
the Wigner–Fokker–Planck system (see e.g. [4, 5, 11] for a physical motivation
and some mathematical analysis concerning the wellposedness of the latter model
coupled to Poisson’s equation).

In this paper we investigate the following nonlinear Schrödinger equation of
logarithmic type (that might be called ’Full Logarithmic Schrödinger Equation’
or, in short, FLSE for future reference), derived in [34] in the one–dimensional
case and in full generality in [28] under a Nelsonian stochastic approach, which
rules the evolution in (t, x) ∈ [0, T ) × Ω of a quantum electron gas interacting
with a heat bath in thermodynamic equilibrium

iα∂tψ =

(
− α

2

2m
∆x + Vα

)
ψ ,(3)

Vα =
α2

~2
Q+ Λ log(n) +

α

2m

(
iα

2

∆xn

n
+m∇x ·

J

n

)
,(4)

with initial and boundary conditions given by

ψ(0, x) = ψ0(x) , x ∈ Ω ,(5)

ψ(t, x) = ψB(x) , x ∈ ∂Ω , t ∈ [0, T ) ,(6)
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WELLPOSEDNESS OF LOG. SCHRÖDINGER EQ. OF DOEBNER–GOLDIN TYPE 3

where ψ = ψ(t, x) is the (complex) wavefunction,

α = 2mDqq , Λ = 2Dpq + ηDqq ,

Ω is a smooth bounded domain in R3 (though all of our results can be also stated
without changes in the case Ω ⊂ Rd, 1 ≤ d ≤ 3), m is the effective mass of the
electrons and where

(7) Dpq =
ηω~2

12πmkBT
, Dqq =

η~2

12m2kBT

are phenomenological (diffusion) constants related to the system–reservoir in-
teractions. Here, ~ is the reduced Planck constant, η = 2mλ is the damp-
ing/coupling constant of the thermal bath, λ is the friction coefficient, ω is the
cut–off frequency of the reservoir oscillators, kB is the Boltzmann constant and T
is the bath temperature. Also, Q(t, x) denotes Bohm’s quantum potential defined
by

(8) Q := − ~2

2m

(
∆x

√
n√
n

)
= − ~2

4m

(
∆xn

n
− |∇xn|2

2n2

)
,

n = |ψ|2 holds for the local density and

(9) J =
α

m
Im
(
ψ∇xψ

)
is the electric current, Im(z) and z denoting imaginary part and complex con-
jugation respectively. The electron Hamiltonian Hα may appear augmented by
an external potential V = V (t, x), typically the quantum harmonic oscillator
confining potential V = m

2
ω2

0|x|2, with ω0 standing for the oscillator frequency,
although nonlinear and self–consistent couplings can be also considered.

The quantum correction involving Bohm’s potential in Eq. (4), which gives
rise to a modular type nonlinearity κQψ [6, 25], represents a field through which
the electrons interact with themselves and can be interpreted as a quantum dif-
fusion term yielding a theory which contains quantum–mechanical confinement
effects. This potential has been used, for example, to study wave packet tun-
nelling through barriers. On the other hand, meaningful physical interpreta-
tions have been also given to the presence of the logarithmic potential log(n)
in the Schrödinger equation. Indeed, it can be understood as the effect of sta-
tistical uncertainty or as the potential energy associated with the information
encoded in the matter distribution described by the probability density n(t, x).
The logarithmic nonlinearity has been recently proposed for the modeling of sev-
eral phenomena occurring in capillary fluids and magma transport [20, 21, 32].
Furthermore, Eq. (4) retains a nonlinear complex potential describing quantum
position diffusion. This is in good agreement with the physical interpretation of
complex potentials, as they have been used in the literature to simulate dissipa-
tive processes and decoherence effects in the transition regions of small quantum
devices.
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4 P. GUERRERO, J. L. LÓPEZ, J. MONTEJO–GÁMEZ, AND J. NIETO

The Schrödinger system (3)–(4) can be viewed as a particular subclass of the
Doebner–Goldin equations (with action unit α instead of ~) belonging to the
Ehrenfest family (cf. (1)) and containing an additional logarithmic nonlinearity,
by just identifying

D = Dqq , µ3 = 0 , D′µ1 = Dqq = −D′µ4 ,

D′µ2 = −Dqq

2
= −2D′µ5 .

Besides, the linearization condition (2) is also fulfilled (with α instead of ~).
As a matter of fact, the nonlinearities in (4) can be drastically simplified to
just the logarithmic one still preserving the underlying physics. In particular, if
considering the Madelung form of the wavefunction

(10) ψ(t, x) =
√
nψ(t, x) exp

{
i

α
Sψ(t, x)

}
,

then the nonlinear change of phase ψ 7→ φ = F (ψ) defined by

F (ψ)(t, x) =
√
nψ(t, x) exp

{
−ilog

(√
nψ(t, x)

)
+

1

α
Sψ(t, x)

}
= ψ(t, x) exp

{
− i

2
log (nψ(t, x))

}
(11)

is a (formal by the moment) one–to–one correspondence between solutions of the
FLSE and solutions of the following ’purely logarithmic Schrödinger equation’
(PLSE)

(12) iα∂tφ = − α
2

2m
∆xφ+ Λ log(n)φ .

The transformation F defined in (11) does belong to a general class of mappings
known as nonlinear gauge transforms, which preserve some fundamental aspects
of quantum mechanics such as the probability density n(t, x). We are intended
to reduce (via F ) the wellposedness problem associated with Eq. (3)–(6) to the
study of Eq. (12) with the following boundary and initial conditions

φ(0, x) = φ0(x) , x ∈ Ω ,(13)
φ(t, x) = φB(x) , x ∈ ∂Ω , t ∈ [0, T ) .(14)

Similar strategies were also recently developed in [16, 38], in the scope of deriva-
tive Schrödinger equations.

Some wellposedness and stability properties were shown in [12, 13, 14] for a
class of logarithmic Schrödinger equations, where the logarithmic nonlinearity
was considered with opposite sign to that explored in this paper. Nevertheless,
this fact drastically changes the dynamics of the system (see [28, 34], where
a comparison between the phase portraits of both stationary systems was per-
formed). For instance, in that situation one finds soliton–like solutions with
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Gaussian shape (Gaussons) in any number of dimensions, describing the propa-
gation of nonspreading wave packets of freely moving particles [9]. In fact, the
radial Gausson was shown in [13] to be orbitally stable under radial perturba-
tions. The single sign choice for the logarithmic term first made in [9] and later
continued in [13, 14] was owing to the fact that the other sign led to an energy
functional which was not bounded from below. However, the positive sign for
the logarithmic nonlinearity was also physically justified in [18] as representing a
diffusion force within the context of stochastic quantum mechanics [8, 37], and
mathematically analyzed in the whole space in [29]. Besides, a simple minimiza-
tion argument for slow varying, compactly supported density profiles was carried
out by Davidson in [19] to conclude that the (usual) assumption about the sign of
the logarithmic term made in [9] is not the only reasonable possibility and that a
sensible theory can be developed with the opposite sign as well, as argued herein.

Our strategy will consist in developing a fixed–point argument on an appropri-
ate subset of H2(Ω), consisting of those wavefunctions living far from vacuum, in
order to obtain regular solutions to Eq. (12)–(14), thus to Eq. (3)–(6) by means
of F (cf. formula (11)). This analytical treatment does require an accurate defi-
nition of Sψ due to the multivaluedness of the complex logarithm. The required
assumptions for our analysis are

(H1) Ω ⊂ R3 is a simply–connected, C2 bounded domain.

(H2) ψ0 ∈ H2(Ω), ψB ∈ H3/2(∂Ω), and ψ0 = ψB in ∂Ω.

(H3) There exists δ > 0 such that

ess-inf
{
|ψ0(x)| : x ∈ Ω

}
> δ , ess-inf

{
|ψB(x)| : x ∈ ∂Ω

}
> δ .

Note that the Rellich–Kondrachov compactness theorem (see for example [10])
along with the regularity properties of ψ0 and ψB, allow us to consider the con-
dition ψ0 = ψB stated in (H2) in the usual sense, ψ0 − ψB ∈ H1

0 (Ω), as well as a
pointwise identity in ∂Ω.

We start by fixing some notation that will be useful in the sequel. Let H be a
subset of L2(Ω), δ a positive constant, and denote

Hδ =
{
ϕ ∈ H : |ϕ| > δ a.e. in Ω

}
.

Given T > 0, we also denote

XT = C
(
[0, T );H2(Ω)

)
∩ C1

(
[0, T );L2(Ω)

)
and

XT
δ =

{
ϕ ∈ XT : |ϕ| > δ a.e. x ∈ Ω, ∀ 0 ≤ t < T

}
,

where Hk(Ω) is the usual Sobolev space W k,2(Ω).
Finally, given ϕ ∈ H1(Ω) we write nϕ = |ϕ|2 and Jϕ = α

m
Im
(
ϕ∇xϕ

)
(or

simply n and J when an unique wavefunction is involved). In the following,
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6 P. GUERRERO, J. L. LÓPEZ, J. MONTEJO–GÁMEZ, AND J. NIETO

we shall simply denote ∇ and ∆ the gradient and Laplace operators when no
possible confusion concerning the variable with respect to which differentiation
is being performed can arise. Otherwise we will denote ∇x and ∆x to indicate
differentiation with respect to the position coordinate. Our main result reads as
follows.

Theorem 1.1. Assume that (H1)–(H3) hold. Then, the following properties are
satisfied

(i) There exists T = T (δ, ψ0, ψB,Ω) > 0 such that the nonlinear Schrödinger
initial–boundary value problem (3)–(6) admits a unique strong solution
ψ ∈ XT

δ .
(ii) The dynamics underlying (3)–(6) is (topologically) equivalent to that asso-

ciated with the initial–boundary value problem consisting of Eq. (12) sub-
ject to the conditions (13)–(14), in the sense that there exists a suitable
homeomorphism in C

(
[0, T );H2

δ

)
that carries strong solutions of (3)–(6)

into strong solutions of (12)–(14).

The contents of the paper are structured as follows: In Section 2 we give
an overview of the stochastic derivation of our main equation (see [28] for de-
tails). Section 3 is devoted to a detailed discussion and analysis of the main
mathematical difficulties arising when dealing with Madelung’s representation of
the wavefunction, mainly consisting of the multivaluedness of the argument of the
wavefunction. In particular the existence of regular arguments shall be proved,
which is of fundamental importance for our research. In Section 4 we show how
the FLSE is topologically equivalent to the standard PLSE through the action of
the homeomorphic transformation. In Section 5 we address the local wellposed-
ness issue for the mixed initial–boundary value (auxiliary) problem associated
with the PLSE. Finally, in Section 6 the three–dimensional local solvability of
the FLSE is proved on bounded domains satisfying (H1), starting from that for
the PLSE, by carefully ’transporting’ the wellposedness result shown for the latter
along F−1.

2. On the multidimensional derivation of Eq. (3)

In this section we review the main aspects of the three–dimensional derivation
of Eq. (3)–(4) carried out in [28] (see also [34] for the 1D derivation). The starting
point is the Wigner–Fokker–Planck equation

(15) ∂tw + (ξ · ∇x)w + θV [w] = LQFP [w] ,

with

(16) LQFP [w] =
Dpp

m2
∆ξw + 2λ∇ξ · (ξw) +

2Dpq

m
∇x · (∇ξw) +Dqq∆xw ,

where w = w(t, x, ξ) is the (quasi)–probability distribution function. Here, x and
ξ respectively hold for the position and velocity coordinates of the electron gas,
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and

θV [w] =
i

(2π)3

∫
R6

(
V (t, x+)− V (t, x−)

~

)
w(x, ξ′, t)e−i(ξ−ξ

′)·y dξ′ dy

is a pseudo–differential operator associated with the external potential V , with
x± = x ± ~y

2m
. Of course, this operator can make the quantum Fokker–Planck

equation to become nonlinear in virtue of the eventual nonlinear character of the
chosen potential.

One of the main aspects of dissipative theories in quantum mechanics relies on
the presence of a diffusive term in the continuity equation. Indeed, if we write
the balance equation for the local density, n =

∫
R3 w dξ, we find

(17) ∂tn+∇x · J = Dqq∆xn , with J(t, x) =

∫
R3

ξw(t, x, ξ) dξ ,

which is nothing else than a Fokker–Planck equation describing the time evolution
of n(t, x). This equation along with

(18) ∂tu+ (u · ∇x)u = −∇xV

m
− ∇x · P

n
− 2λu− 2Dpq

m

(
∇xn

n

)
+ I(n, u)

constitute the hydrodynamic system associated with the Wigner–Fokker–Planck
equation (15)–(16). Here, u = J/n is the fluid mean velocity and P = E−nu⊗u
is the stress tensor with E =

∫
R3 ξ ⊗ ξ w dξ denoting the kinetic energy tensor,

while
I(n, u) = Dqq

{
2

(
∇xn

n
· ∇x

)
u+ ∆xu

}
stands for the dissipative force. The main idea underlying this derivation consists
of admitting a ’classical’ interpretation of the continuity equation (17) in terms of
Nelsonian stochastic mechanics [37]. This theory, initiated in 1952 by I. Fényes
[24], is intended to give a description of quantum mechanics by means of classi-
cal probability densities for particles undergoing Brownian motion with diffusive
interactions. In this framework, the evolution of a particle subject to nondissi-
pative Brownian motion is shown to be equivalent (in the sense of its probability
and current density) to that described by the Schrödinger equation [37]. In our
context we assume Brownian motion as produced by the dissipative interaction
between the quantum gas and the thermal environment, the particles thus being
subject to the action of forward and backward velocities u+ and u− := u+− 2uo,
respectively, entering the continuity equation as

(19) ∂tn+∇x · (nu±) = ±Dqq∆xn .

Here, uo denotes the so–called osmotic velocity defined by

uo := Dqq
∇xn

n
according to Fick’s law, that sets the exact balance between the osmotic cur-
rent nuo and the diffusion current Dqq∇xn and somehow controls the degree
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8 P. GUERRERO, J. L. LÓPEZ, J. MONTEJO–GÁMEZ, AND J. NIETO

of stochasticity of the process. Now, summing up both forward and backward
Fokker–Planck equations in (19) and introducing the current mean velocity

v :=
1

2
(u+ + u−) = u+ − uo ,

it is easy to check that the standard continuity equation of quantum mechanics
∂tn +∇x · (nv) = 0 is recovered. Henceforth we shall use Einstein’s convention
(i.e. sum over repeated indices). By defining the mean backward derivative of
the forward velocity as

D−u+ := ∂tu+ + (u− · ∇x)u+ −Dqq∆xu+ ,

Eq. (18) can be rewritten for u+ as

(20) D−u+ = − 1

m
∇xV −

1

n
∇x · Pu+ − 2λu+ −

2Dpq

m

∇xn

n
.

We now perform time inversion according to the following rules [26]:

t 7−→ −t , ∂t 7−→ −∂t , u± 7−→ −u∓ , D± 7−→ −D∓ .
Since the internal stress tensor Pu+ is a dynamic characteristic of motion, its
divergence changes sign under time inversion. Accordingly, after time inversion
Eq. (20) becomes

(21) D+u− = − 1

m
∇xV +

1

n
∇x · Pu+ + 2λu− −

2Dpq

m

∇xn

n
,

where D+u− := ∂tu−+ (u+ · ∇x)u−+Dqq∆xu− is the mean forward derivative of
the backward velocity. We then sum up (20) and (21) and obtain the following
frictional version of Nelson’s stochastic generalization of Newton’s law (in tensor
notation, with ∇k = ∇xk

)

∂tvj + vi∇ivj = − 1

m
∇j

(
V + Λlog(n)

)
−D2

qq

[
∇in

n
∇i

(
∇jn

n

)
−∇j

(
∇2
in

n

)]
.(22)

Combining now Eqs. (19) and (22) with the identity v = u+ − u0, the equation
for u+

∂t(u+)j + (u+)i∇i(u+)j = − 1

m
∇jV −

Λ

m
∇jlog(n)− 2α2

m~2
∇jQ

+Dqq

[
∇in

n

(
∇i(u+)j −∇j(u+)i

)
−∇2

ij(u+)i

]
can be recovered. Under the original assumptions on the parameters (see for
example [5] for details)

1

ω
� τ , λ� ω , ω <

kBT

~
,
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τ being the characteristic time scale of the electrons, we are straightforwardly led
to α � ~, which means that the Bohm potential effects are drastically relaxed
due to the spatial diffusion introduced by the quantum Fokker–Planck equation.
As consequence, the Dqq term confers ’classical’ behaviour to the system at the
hydrodynamic level.

Then, after the identification of the velocity as an irrotational field we get
u+ = 1

m
∇xS, hence

∇j

(
∂tS +

1

m
∇iS∇2

jiS

)
= −∇j

(
V +

2α2

~2
Q+ Λ log(n) +Dqq∇2

iiS

)
,

which after formal integration along xj yields the following Hamilton–Jacobi type
equation for the evolution of S:

(23) ∂tS +
1

2m

∣∣∇xS
∣∣2 = −V − 2α2

~2
Q− Λ log(n)−Dqq∆xS + χ ,

χ(t) being an arbitrary function of time. This along with the continuity equation

∂tn+
1

m
∇x · (n∇xS) = Dqq∆xn

constitute a closed potential–flow quantum hydrodynamic system, thus we may
construct an ’envelope’ wavefunction which contains the same physical informa-
tion that the quantum Fokker–Planck equation. Indeed, if we define

ψ(t, x) =
√
n(t, x) exp

{
i

α
S(t, x)

}
along with the quantization rule m

∮
L
u+ dl = 2kπα, where k is an integer and L

is any closed loop [43], in order to keep ψ single–valued, we are led to the following
Schrödinger–like equation accounting for frictional and dissipative effects

iα∂tψ = Hαψ +
α2

~2
Qψ + Λ log(n)ψ +Dqq

(
iα

2

∆xn

n
+m∇x ·

J

n

)
ψ ,

whereHα = − α2

2m
∆x+V is the electron Hamiltonian (under the new action unit α,

see [17] for details). In this picture, the magnitudes |ψ|2 and α
m
Im(ψ∇xψ) coincide

with n and J , respectively. Notice also that χ has been set to zero in virtue
of the gauge ψ̃ = eiθψ. Here, the crossed–diffusion Dpq–term (or ‘anomalous
diffusion’), owing to a linear velocity–dependent frictional force caused by the
interaction of the electrons with the dissipative environment, is of logarithmic
type [9] (actually, log(n) can be seen as an expansion of V up to O(~2) when
V is assumed to be the Hartree electrostatic potential solving ∆xV = n). On
the other hand, the position–diffusion Dqq–terms contain nonlinearities which
form part of the Doebner–Goldin family of Schrödinger equations [22]. It is also
noticeable the fact that the term involving Dpp = 2mλkBT , responsible for the
decoherence process, does not contribute to the final form of Eq. (3). This is
due to the fact that the moment system has been truncated at the level of the
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momentum equation, while theDpp–contribution is only ’visible’ at the next level,
i.e. that of the energy equation. However, the role played by Dpp is essential for
the fulfillment of the uncertainty inequality as well as for the Lindblad form [33]
of the Wigner–Fokker–Planck equation, thus for the positivity preservation of the
density matrix operator. As a matter of fact, a sufficient and necessary condition
to fit Lindblad’s class is that the reservoir parameters be such that the inequality
DppDqq −D2

pq ≥ ~2λ2/4 holds.

3. On the existence of a regular argument function

The right definition and regularity of the argument of a complex wavefunction ψ
has been one of the most serious drawbacks in quantum mechanics for years, when
aiming to connect the Schrödinger equation with the fluid description provided by
the balance laws for the square amplitude nψ = |ψ|2 and the quantum phase Sψ
via the Madelung transformation [43]. To the best of our knowledge, this is the
first time in which an analytical treatment partially ends up with this question
and make it possible to rigorously write the Madelung form of the wavefunction
in an unique way (up to additive constant factors). This section is devoted to
discuss several rigorous aspects related to the existence of Sψ as well as to find
a smooth argument for ψ under just some regularity assumptions for ∇xψ/ψ,
which are known to hold true in H2

δ .
In [30] a very general approach to this sort of nonlinear Schrödinger problems

stemming from quantum hydrodynamics was carried over to solve a flow–potential
quantum hydrodynamical system by using its formal equivalence with the equa-
tion

(24) i~∂tψ = Hψ + h(nψ)ψ + Sψψ ,

which contains Kostin’s term Sψψ [31] describing Schrödinger–Langevin dynam-
ics, where H = − ~2

2m
∆x + V (x) stands for the electron Hamiltonian and where

the enthalpy function h is defined by

h′(r) =
p′(r)

r
∀ r > 0 , h(1) = 0 ,

the scalar pressure p (typically expressed as p(nψ) = θnγψ in classical fluid dy-
namics with θ > 0 standing for the temperature) being assumed to depend only
on the particle density nψ. In the particular case γ = 1 the isothermal fluid
condition p = θnψ is met, which is straightforwardly translated into the nonlin-
ear term θlog(|ψ|2)ψ in the Schrödinger picture. In [30] it is already shown the
local existence of H2

δ solutions to a family of logarithmic Schrödinger equations
with Poisson coupling in bounded domains. Nonetheless, some mathematical
shortcomings are still present in the whole theory concerning the selection of
an argument Sψ = −i log(ψ/|ψ|) owing to the mutivaluedness of the complex
logarithm. As a matter of fact, in [30] the eventual ambiguity of the argument
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is partially overcome by introducing it as the solution of the following elliptic
problem

∆xSψ = ~ Im
(
∇x ·

∇xψ

ψ

)
= ~

nψIm
(
ψ∆xψ

)
− 2Re

(
ψ∇xψ

)
· Im

(
ψ∇xψ

)
n2
ψ

(25)

with somehow arbitrary Dirichlet boundary values, far from vacuum regions
(nψ = 0) in Ω in order to circumvent the singularities. In spite of that, some
important defficiencies must be still managed to be fully rigorous from a math-
ematical point of view. To illustrate this point, we can consider for instance
Ω = B1 ⊂ R3 the unit ball centered at the origin and ψ(x) = exp

{
i

2α
|x|2
}
for all

x ∈ Ω. Then, it becomes clear that Sψ(x) = |x|2/2 is a global argument for ψ
that satisfies ∆S = 3 in Ω. On the contrary, solving the problem

∆σ = 3 in Ω , σ ≡ 1 in ∂Ω ,

yields σ(x) = 1
2

(
|x|2 + 1/|x|2

)
, which clearly is not an argument for ψ. Of course,

this means that not every solution to Eq. (25) with prescribed values on the
boundary of Ω is a ’true argument’ of the wavefunction. In this context, Neumann
boundary conditions seem to be more appropriate given that ψ fully determines
∇xSψ through the physical observables nψ and Jψ. Indeed, if we assume that a
pure quantum state can be decomposed in Madelung’s modulus–argument form
(10), then the equation

(26) ∇xSψ = α Im
(
∇xψ

ψ

)
= m

(
Jψ
nψ

)
is formally fulfilled for the gradient velocity field, which allows for a connection be-
tween the hydrodynamic and the Schrödinger descriptions of quantum mechanics.
What we propose here is to directly tackle Eq. (26), as it readily implies Eq. (25)
(by just taking its divergence) and moreover does not ’see’ eventual solutions of
(25) which are not ’true arguments’. In this spirit, the problem is reduced to the
computation of a scalar potential associated with Im(∇xψ/ψ). This obviously
requires the irrotationality of the field, which can be deduced from Schwartz’s
Lemma and the fact that the domain is simply–connected, as shown in [1, 2] in a
much more general situation. Proceeding like this, we shall obtain an unique (up
to an additive constant) solution Sψ to Eq. (26) for a given ψ ∈ H2

δ , that of course
also solves the corresponding Neumann boundary value problem associated with
Eq. (25). Thus, a countable family of functions Slψ ∈ H2(Ω), l ∈ Z, there exists
such that

ψ(x) =
√
nψ(x) exp

{
i

α
Slψ(x)

}
, a.e. x ∈ Ω ,(27)

Slψ − Smψ = 2πα(l −m) .(28)
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Furthermore, for any fixed µ ∈ R, the mapping ψ 7→ Sψ is continuous from H2
δ to

{S ∈ H2(Ω) :
∫

Ω
S dx = µ}. Indeed, this makes it possible to find a continuous–

in–time argument for any given ψ ∈ XT
δ solution to a general Schrödinger–like

equation.
A different approach to the treatment of Sψ was recently given in [3], where

the authors demonstrate the existence of finite energy solutions to the quantum
hydrodynamic system (coupled to Poisson’s potential V )

∂tnψ +∇x · Jψ = 0

∂tJψ +∇x ·
(
Jψ ⊗ Jψ
nψ

)
+ Jψ +∇xp(nψ) = −nψ∇x(V +mQ)

via its formal equivalence with the family of nonlinear Schrödinger equations
(24). However, they do not have the need to calculate Sψ thanks to the use of a
fractional step method which allows them to obtain the macroscopic magnitudes,
say nψ and Jψ, by just solving the previous Schrödinger–Poisson equation without
the Schrödinger–Langevin term Sψψ and taking the adequate limit. On the
contrary, computing the argument of the wavefunction seems to be unavoidable
for us to be able to establish the potential–flow hydrodynamic system associated
with our Schrödinger equations.

The simple connectedness of the domain will be of crucial importance for our
purposes, since otherwise we are oblied to admit jumps in Sψ. The following
simple example so testifies it: take the ringed cylinder

Ω = {(x, y, x) ∈ R3 : 0 < r2 < x2 + y2 < 1, 0 < z < 1}
and consider the complex function ψ : Ω → C defined as ψ(x, y, z) = x + iy. It
is clear that ψ ∈ C∞(Ω) ∩ L2(Ω) and |ψ| =

√
x2 + y2 > r > 0 for all (x, y, z) ∈

Ω, but ψ has not a continuous argument Sψ in Ω. Indeed, if such a function
Sψ : Ω → R could be built up, we might consider R(0; r2, 1) ⊂ C the annulus
centered at zero with radius r2 and 1 and i : R(0; r2, 1) → Ω defined by i(w) =
(Re(w), Im(w), 0) in such a way that Sψ◦i would be a continuous argument for the
identity operator ψ ◦ i : R(0; r2, 1) → R(0; r2, 1). However, this is impossible in
virtue of well known results from complex analysis (see for instance Theorem 13.18
in [40]).

In the sequel we are concerned with the problem of existence of a regular
argument for a strong solution of a Schrödinger equation. The first step is to
solve Eq. (26) for a given wavefunction ψ. To proceed we shall follow the track
of some ideas developed in [1] and [2].

Lemma 3.1. Let Ω ⊂ R3 be a simply–connected, Lipschitz–continuous bounded
domain and 0 ≤ k ∈ Z. Then the following assertions hold.

(i) For all complex functions ψ ∈ Hk(Ω) such that
∇ψ
ψ
∈ (Hk−1(Ω))3 ,

(∇⊗∇)ψ

ψ
,
∇ψ
ψ
⊗ ∇ψ

ψ
∈
(
Hk−2(Ω)

)9
,
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there exists an unique (up to an additive constant) function Sψ ∈ Hk(Ω)
that solves Eq. (26). Besides, given µ ∈ R there exists an unique Sψ ∈
Hk(Ω) solution to Eq. (26) such that

∫
Ω
Sψ dx = µ, and also an unique

βµ ∈ [0, 2πα) such that the family

(29) Slψ := Sψ + βµ + 2πlα , l ∈ Z ,

satisfies (27)–(28).
(ii) Under the hypotheses of (i), there exists C > 0 such that∥∥Sψ − Sφ∥∥Hk(Ω)

≤ C

∥∥∥∥ Im
(
∇ψ
ψ

)
− Im

(
∇φ
φ

)∥∥∥∥
Hk−1(Ω)

for all Sψ, Sφ solutions to Eq. (26) (associated with ψ and φ, respectively)
satisfying

∫
Ω
Sψ dx =

∫
Ω
Sφ dx.

This result is mainly achieved by using Proposition 2.10 in [2] and Theorem 1
in [1], that we state below for selfconsistency.

Proposition 3.1 (Amrouche–Girault [2]). Let Ω be a bounded Lipschitz–
continuous domain of Rd, m an integer and r any real number with 1 < r <∞.

(i) If p ∈ D′(Ω) has its gradient in Wm−1,r(Ω), then p belongs to Wm,r(Ω).
If in addition Ω is connected, then there exists a constant C > 0 such that
the following inequality is satisfied

∀ [p] ∈ Wm,r(Ω)/R , ‖[p]‖Wm,r(Ω)/R ≤ C‖∇p‖Wm−1,r(Ω) .

If Ω is arbitrary (not necessarily bounded nor Lipschitz–continuous), then
p belongs to Wm,r

loc (Ω).
(ii) When m ≥ 0 and Ω is connected, there exists a constant C > 0 such that

all distributions p in D′(Ω) with ∇p in Wm−1,r(Ω) and
∫

Ω
p dx = 0 satisfy

the bound
‖p‖Wm,r(Ω) ≤ C‖∇p‖Wm−1,r(Ω) .

Theorem 3.1 (Amrouche–Ciarlet–Ciarlet [1]). Let f ∈ (H−m(Ω))3 for some
integer m ≥ 0. Then, the following assertions are equivalent:

(i) H−m(Ω)〈f, ϕ〉Hm
0 (Ω) = 0 for any ϕ ∈ Vm =

{
ϕ ∈ (Hm

0 (Ω))3 : ∇ · ϕ = 0
}
.

(ii) H−m(Ω)〈f, ϕ〉Hm
0 (Ω) = 0 for any ϕ ∈ V =

{
ϕ ∈ (D(Ω))3 : ∇ · ϕ = 0

}
.

(iii) There exists a distribution χ ∈ H−m+1(Ω), unique up to an additive con-
stant, such that f = ∇χ in Ω.

If Ω is in addition simply–connected, then the three previous statements are
equivalent to:

(iv) curl(f) = 0 in Ω.
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Proof of Lemma 3.1. Let ψ ∈ Hk(Ω) be a complex function under the hy-
potheses stated in (i). Then

∇⊗
{

Im
(
∇ψ
ψ

)}
= Im

(
(∇⊗∇)ψ

ψ
− ∇ψ

ψ
⊗ ∇ψ

ψ

)
,

hence curl
(
Im(∇ψ/ψ)

)
= 0 in the sense of distributions. By Theorem 3.1

((iv) ⇒ (iii)) we deduce the existence of Sψ ∈ D′(Ω), unique up to an addi-
tive constant, such that ∇Sψ = αIm(∇ψ/ψ), that is to say it solves Eq. (26).
Using now the fact that ∇ψ/ψ ∈ (Hk−1(Ω))3 by hypothesis along with Proposi-
tion 3.1 (i), we find that Sψ ∈ Hk(Ω). In addition, given µ ∈ R and S ∈ Hk(Ω)
any solution to Eq. (26), we find that Sψ defined by

Sψ(x) := S(x) +
1

|Ω|

(
µ−

∫
Ω

S dx

)
is the unique solution to Eq. (26) that satisfies

∫
Ω
Sψ dx = µ. Finally, if defining

ψS(x) := |ψ(x)| exp
{
i

α
Sψ(x)

}
a.e. x ∈ Ω ,

we can easily deduce that ψS ∈ Hk(Ω) in virtue of

∇ψS =

{
Re
(
∇ψ
ψ

)
+ i Im

(
∇ψ
ψ

)}
ψS ,

thus ψ∇ψS = ψS∇ψ. As consequence ∇(ψ/ψS) = 0, which implies the existence
of an unitary z ∈ C such that ψ/ψS ≡ z. Therefore, there exists β ∈ R such that
ψ = eiβ/αψS. In particular,

(30) ψ(x) = |ψ(x)| exp
{
i

α
(Sψ(x) + β)

}
a.e. x ∈ Ω .

Of course β is not unique, as whether β1, β2 ∈ R are chosen so as to satisfy
Eq. (30), then it is clear that β1 − β2 = 2παl for some l ∈ Z. Now, it is enough
to choose βµ as the unique number in [0, 2πα) fulfilling (30). This concludes the
proof of (i).

In virtue of Proposition 3.1 (ii), we have that a positive constant C does exist
such that

‖S‖Hk(Ω) ≤ C‖∇S‖Hk−1(Ω)

for all S ∈ Hk(Ω) with vanishing mean value. Therefore, if Sψ, Sφ are two
solutions to Eq. (26) as those given in (i), then it is clear that Sψ − Sφ ∈ Hk(Ω)
and

∫
Ω

(
Sψ − Sφ

)
dx = 0, so that ‖Sψ − Sφ‖Hk(Ω) ≤ C‖∇(Sψ − Sφ)‖Hk−1(Ω). This

ends the proof. �

Remark 3.1. Notice that
(i) We need Ω to be connected in order that Proposition 3.1 can be applied,

yet otherwise a parallel argument might be carried out on every connected
component.
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(ii) Our main assumption in Theorem 1.1, i.e. the fact that

ess-inf{|ψ0(x)| : x ∈ Ω} > δ ,

implies the conditions of Lemma 3.1

The following result establishes the main regularity properties of the funda-
mental observables we are concerned with. In the sequel we shall skip Ω from the
subsequent norms for the sake of notational simplicity, and write ‖ · ‖X instead
of ‖ · ‖X(Ω) for any given functional space X.

Lemma 3.2. Let Ω ⊂ R3 be a C1 bounded domain, δ > 0 and ψ ∈ H2
δ . Then,

for n = |ψ|2 and J = α
m
Im
(
ψ∇ψ

)
, the following identity holds

(31) ψ∇ψ =
1

2
∇n+

mi

α
J .

As consequence
(i)
√
n ∈ H2

δ , n ∈ H2
δ2, J,∇n/n, J/n ∈ (H1(Ω))3, and the mappings

ψ 7→
√
n, n, J,

∇n
n
,
J

n

are continuous from H2
δ onto the corresponding functional space in each

case.
(ii) ∆ψ ∈ L2(Ω) may be written as

∆ψ =

{
−2m

~2
Q− m

α

(
m

α

|J |2

n2
− i∇ · J

n

)}
ψ ,

where Q is given by formula (8).

Proof. The identity (31) comes out straightforwardly from the definition of J and
the fact that ∇n = 2Re

(
ψ∇ψ

)
. To check (i) we first notice that the regularity

of
√
n and its continuous dependence upon ψ follow from the fact that

√
n =

|ψ|. Also, ψ ∈ L∞(Ω) as sheds from the Sobolev embedding H2(Ω) ↪→ L∞(Ω).
Furthermore, ψ∇ψ ∈ L2(Ω) and

∇⊗
(
ψ∇ψ

)
= ∇ψ ⊗∇ψ + ψ(∇⊗∇)ψ ∈ L2(Ω) ,

since ∇ψ ∈ H1(Ω) ⊂ L4(Ω), so that ∇ψ⊗∇ψ ∈ L2(Ω). Hence ψ∇ψ ∈ (H1(Ω))3.
Taking real parts in (31) we find that ∇n ∈ (H1(Ω))3, thus n ∈ H2(Ω). Also, the
nonvacuum condition |ψ| > δ implies that n ∈ H2

δ2 . Taking now imaginary parts
we can easily deduce that J ∈ (H1(Ω))3. Again, the fact that |ψ| > δ allows to
guarantee that ∇n/n, J/n ∈ (H1(Ω))3.

To observe the continuity of the mappings stated in (i) it is enough to show
that for all ψ, φ ∈ H2

δ we have

‖nψ − nφ‖L2 ≤ C‖nψ − nφ‖L∞ = C
∥∥ψψ − φφ∥∥

L∞
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≤ C
{∥∥ψ(ψ − φ)

∥∥
L∞

+
∥∥φ(φ− ψ)

∥∥
L∞

}
≤ C

(
‖ψ‖H2 + ‖φ‖H2

)
‖ψ − φ‖H2 ,(32)

∥∥ψ∇ψ − φ∇φ∥∥
L2 ≤

∥∥ψ(∇ψ −∇φ)
∥∥
L2 +

∥∥∇φ(ψ − φ)
∥∥
L2

≤ ‖ψ‖L∞‖∇ψ −∇φ‖L2 + ‖∇φ‖L2‖ψ − φ‖L∞

≤ C
(
‖ψ‖H2 + ‖φ‖H2

)
‖ψ − φ‖H2 ,(33)

‖∇ ⊗
(
ψ∇ψ − φ∇φ

)
‖L2 ≤

∥∥∇ψ ⊗ (∇ψ −∇φ)
∥∥
L2 +

∥∥∇φ⊗ (∇ψ −∇φ)
∥∥
L2

+
∥∥ψ∇⊗∇(ψ − φ)

∥∥
L2 +

∥∥(ψ − φ)∇⊗∇φ
∥∥
L2

≤ C
(
‖ψ‖H2 + ‖φ‖H2

)
‖ψ − φ‖H2 ,(34)

where we denoted C various positive constants only depending on Ω. Therefore
the mapping ψ ∈ H2

δ 7→ ψ∇ψ ∈ H1(Ω) is continuous, thus ψ 7→ ∇n and ψ 7→ J
so are. This along with (32) yield the continuity of H2

δ 3 ψ 7→ n ∈ H2
δ2 . Next,

checking that ψ 7→ ∇ψ/ψ is continuous from H2
δ onto L2(Ω) is a simple matter

stemming from the strict positivity of |ψ|. Furthermore, we have∥∥∥∥∇⊗ (∇ψψ −∇φφ
)∥∥∥∥

L2

≤
∥∥∥∥∇⊗∇ψψ

−∇⊗∇φ
φ

∥∥∥∥
L2

+

∥∥∥∥∇ψψ ⊗ ∇ψ
ψ
− ∇φ

φ
⊗ ∇φ

φ

∥∥∥∥
L2

,

where the first term in the right–hand side is bounded as in (34) by

1

δ2
‖φ∇⊗∇ψ − ψ∇⊗∇φ‖L2 ≤ 1

δ2

(
‖φ‖L∞‖ψ − φ‖H2 + ‖φ‖H2‖ψ − φ‖L∞

)
≤ C

δ2
‖φ‖H2‖ψ − φ‖H2 ,(35)

while the second one is bounded by
1

δ4
‖φ2∇ψ ⊗∇ψ − ψ2∇φ⊗∇φ‖L2

≤ C

δ4

{
‖φ‖2

L∞

(
‖∇φ‖L4 +‖∇ψ‖L4

)
‖∇ψ −∇φ‖L4 +‖∇φ‖2

L4‖ψ + φ‖L∞‖ψ − φ‖L∞
}

≤ C

δ4
‖φ‖2

H2

(
‖φ‖H2 + ‖ψ‖H2

)
‖ψ − φ‖H2 .

(36)

Consequently, we have that H2
δ 3 ψ 7→ ∇ψ/ψ ∈ H1(Ω) is also continuous.

Finally, taking real and imaginary parts we see that both ψ 7→ ∇n/n and ψ 7→
J/n are continuous from H2

δ onto H1(Ω). This proves the first statement of the
lemma.
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To demonstrate (ii) we use that

(37) ∇ψ =

(
∇n
2n

+
mi

α

J

n

)
ψ ∈ H1(Ω) ,

which is a straightforward consequence of formula (31) and of the previous esti-
mates. Then, by taking divergences we achieve the expression in (ii) for ∆ψ after
simple calculus. �

We now make explicit the rigorous connection between the wavefunction de-
scription of the quantum–mechanical process and its associated hydrodynamic
formulation.

Lemma 3.3. Let Ω ⊂ R3 be a bounded domain, δ > 0, T > 0, and let ψ ∈ XT
δ

be a strong solution of the following model Schrödinger equation

(38) i∂tψ = − α

2m
∆xψ + Θ[n, J ]ψ ,

where Θ: H2
δ2 ×

(
H1(Ω)

)3 → L2(Ω) is a continuous (complex) operator. Then

n ∈ XT
δ2 ,

∇xn

n
, J ,

J

n
∈ C

(
[0, T );H1(Ω)

)
∩ C1

(
[0, T );H−1(Ω)

)
,

and the following identities hold:
(i) ∂tn+∇x · J = 2Im(Θ[n, J ])n in a strong sense.

(ii) ∂tJ = α2

2m2Re
(
ψ2∇x

(
∆xψ
ψ

))
− α

m
Re
(
ψ2∇x

(
Θ[n,J ]ψ

ψ

))
in the sense of dis-

tributions.
(iii) ∂t

(
J
n

)
= −∇x

(
α2

~2m
Q+ |J |2

2n2 + α
m
Re(Θ[n, J ])

)
in the sense of distributions.

Proof. The regularities of n, J,∇xn/n and J/n are deduced from the previous
lemma and the fact that t 7→ ψ(t) is a continuous mapping in H2(Ω).

(i) follows after multiplying the Schrödinger equation by −iψ and taking twice
the real part. As t 7→ Θ[n, J ](t)n(t) as well as t 7→ ∇x · J(t) are continuous from
[0, T ) onto L2(Ω), we find that n ∈ C1([0, T );L2(Ω)).

We now prove (ii). It is a simple task to verify that ∂tJ = α
m
Im
(
∂tψ∇xψ +

ψ∂t∇xψ
)
in the sense of distributions. Using Eq. (38) this identity can be rewrit-

ten as

∂tJ =
α2

2m2
Re
(
ψ∇x∆xψ−∇xψ∆xψ

)
+
α

m
Re
(
∇xψΘ[n, J ]ψ−ψ∇x

(
Θ[n, J ]ψ

))
,

which can be easily recast in the form stated in (ii). Note that the regularity of
ψ and Θ[n, J ] allows ∂tJ to make sense in H−1(Ω).

According to the previous balance laws for n and J we get

∂t

(
J

n

)
=
α

m

{
α

2m
Re
(
ψ

ψ
∇x

(
∆xψ

ψ

))
− Re

(
ψ

ψ
∇x

(
Θ[n, J ]ψ

ψ

))}
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+
J

n

{
∇x · J
n
− 2Im(Θ[n, J ])

}
.

The subsequent computation of ψ

ψ
∇x

(
∆xψ
ψ

)
via Lemma 3.2 (ii) and that of

ψ

ψ
∇x

(
Θ[n,J ]ψ

ψ

)
gives

ψ

ψ
∇x

(
∆xψ

ψ

)
= ∇x

(
∆xn

2n
− |∇xn|2

4n2

)
− m

α

{
m

α
∇x

(
|J |2

n2

)
+ i∇x

(
∇x · J
n

)}
− 2i

n2
Im
(
ψ∇xψ

){∆xn

2
− |∇xn|2

4n
− m2

α2

|J |2

n
− mi

α
∇x · J

}
,

ψ

ψ
∇x

(
Θ[n, J ]ψ

ψ

)
= ∇x

(
Θ[n, J ]

)
+ Θ[n, J ]

(
∇xψ

ψ
− ∇xψ

ψ

)
,

respectively. Finally, taking real parts and making some simplifications we arrive
at the equation shown in (iii). Furthermore, using the regularity known for ψ
and Θ[n, J ] it is easily found that J/n,∇xn/n ∈

(
C1([0, T );H−1(Ω))

)3. �
To close this section, we shall prove that strong solutions of a general

Schrödinger equation as that of Lemma 3.3 can be rigorously decomposed in
Madelung’s form in an unique way (up to a change of constant global phase) in
terms of a regular argument.

Theorem 3.2. Let Ω ⊂ R3 be a simply–connected, C1 bounded domain. Let also
δ > 0, T > 0, and ψ ∈ XT

δ under the hypotheses of Lemma 3.3 Then, there exists
Sψ ∈ XT such that the following properties are accomplished.

(i) For any fixed t ∈ [0, T ), the equation ∇xSψ(t) = J
n
(t) holds almost every-

where in Ω and

(39) ψ(0, x) =
√
n(0, x) exp

{
i

α
Sψ(0, x)

}
.

(ii) The evolution equation

(40) ∂tSψ = −α
2

~2
Q− m

2

|J |2

n2
− αRe(Θ[n, J ])

holds strongly in [0, T ).
(iii) There exists a countable family {Slψ}l∈Z ⊂ XT such that the Madelung

decomposition

ψ(t, x) =
√
n(t, x) exp

{
i

α
Slψ(t, x)

}
holds for any l ∈ Z.

(iv) Sψ satisfying (i) and (ii) is unique in the sense that Sψ ∈ {Slψ}l∈Z.
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Proof. Define K : H2
δ2 ×

(
H1(Ω)

)3 → L2(Ω) as

K[n, J ] :=
α2

~2
Q+

m

2

|J |2

n2
+ αRe(Θ[n, J ]) .

On one hand, the fact that |ψ| is nonvanishing along with the Sobolev embedding
H2(Ω) ↪→ L∞(Ω) makes t 7→ K[nψ, Jψ](t) continuous from [0, T ) onto L2(Ω). On
the other hand, ψ(0) ∈ H2

δ . Then, by fixing (for instance) µ = 0 in Eq. (29) the
hypotheses of Lemma 3.1 (i) are fulfilled, hence there exist Sψ(0) ∈ H2(Ω) and
β0 ∈ [0, 2πα) such that

(41) ψ(0, x) =
√
n(0, x) exp

{
i

α
S0(x)

}
a.e. x ∈ Ω ,

where we denoted S0 = Sψ(0) + β0. Now we can define

(42) Sψ(t, x) := S0(x)−
∫ t

0

K[n, J ](s, x) ds+
1

|Ω|

∫
Ω

∫ t

0

K[n, J ](s, y) ds dy

for all t ∈ [0, T ). The fact that the operators Θ and K depend upon ψ only
through the observables n and J emerges here as a relevant feature to make the
definition of Sψ explicit. Let us finally check that Sψ defined as above satisfies
(i)–(iv).

The definition of Sψ jointly with (41) yield (39). Also, the continuity of
t 7→ K[nψ, Jψ](t) in L2(Ω) implies that Sψ ∈ C1((0, T );L2(Ω)). Besides, combinig
(42) and (41) gives ∇xSψ(0) = mJ(0)

n(0)
. To check that Eq. (26) holds strongly, we

first fix t ∈ [0, T ). For t > 0, we can differentiate Sψ to get

∇xSψ(t) = ∇xS0(t)−∇x

(∫ t

0

K[n, J ](s, x) ds

)
.

In virtue of Schwartz’s lemma and Lemma 3.3 (iii) we obtain

∇xSψ(t) = ∇S0(t)−m
∫ t

0

∂t

(
J

n

)
(s) ds ,

which implies ∇xSψ(t) = m(J/n)(t). Then, Lemma 3.3 ensures that ∇xSψ ∈
C([0, T ), H1(Ω)), so that Sψ is easily seen to belong to C((0, T );H2(Ω)).
Since

∫
Ω
Sψ dx =

∫
Ω
S0 dx for all t ∈ [0, T ), Lemma 3.1 (ii) implies that Sψ ∈

C([0, T );H2(Ω)) and that Eq. (26) holds strongly for all t ∈ [0, T ). A simple
exercise involving the facts that ∂tSψ ∈ C((0, T );L2(Ω)) and Sψ is continuous
at t = 0 then leads to Sψ ∈ XT . Now, from the definition and regularity of K
it is a simple matter to deduce that Eq. (40) is fulfilled in a strong sense. As
consequence, Sψ defined by (42) satisfies (i) and (ii).

To prove that (iii) is also satisfied we define

ψS(t, x) =
√
n(t, x) exp

{
i

α
Sψ(t, x)

}
∀ t ∈ [0, T ) , a.e. x ∈ Ω .
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It is straightforward to check that ψS ∈ XT
δ . Furthermore, the computation

of ∇(ψ/ψS) leads us to the relation ψ(t, x) = z(t)ψS(t, x) for certain z ∈
C1([0, T );L2(Ω)) verifying

(43) z′ =
1

(ψS)2

(
ψS∂tψ − ψ∂tψS

)
.

We do know by hypothesis (cf. (38)) that ∂tψ = iα
2m

∆xψ − iΘ[n, J ]ψ. Then,
invoking Lemma 3.2 (ii) we have that

∂tψ =

(
−iα

~2
Q− mi

2α

|J |2

n2
− ∇x · J

2n
− iΘ[n, J ]

)
ψ .

On the other hand ∂tψ
S =

(
1

2n
∂tn + i

α
∂tSψ

)
ψS, and an application of Lem-

mata 3.2 (i) and 3.3 (iii) gives

∂tψ
S =

{
−∇x · J

2n
+ Im(Θ[n, J ]) +

i

α

(
−α

2

~2
Q− m

2

|J |2

n2
− αRe(Θ[n, J ])

)}
ψS

=

{
−iα

~2
Q− mi

2α

|J |2

n2
− ∇x · J

2n
− iΘ[n, J ])

}
ψS ,

so that z′ = 0 and thus z ≡ z0 ∈ C. As consequence we may write

ψ(t, x) = z0

√
n(t, x) exp

{
i

α
Sψ(t, x)

}
∀ t ∈ [0, T ) , a.e. x ∈ Ω .

In particular, if t = 0 Eq. (41) allows to get z0 = 1. Therefore, Sψ satisfies the
Madelung decomposition established in (10). Furthermore, by defining Slψ(t, x) =

Sψ(t, x)+2παl for t ∈ [0, T ), a.e. Ω and l ∈ Z, we find that {Slψ}l∈Z ⊂ XT fulfills
(iii).

To end up, given S ∈ XT satisfying (ii) it is a simple matter to check from
Eq. (26) that ∇xS = ∇xSψ, hence S(t, x) = Sψ(t, x) + l(t) with l ∈ C1([0, T )).
Now, making use of (ii) we have that S(t, x) = Sψ(t, x) + l0 with l0 constant.
Actually, Eq. (39) implies that l0 ∈ 2παZ in such a way that S ∈ {Slψ}. This
shows (iv).

Now we are done with the proof. �

Remark 3.2. Notice that prescribing the value
∫

Ω
S dx = µ ∈ R allows us to

obtain an unique, regular S(t, x) (both in time and space) which satisfies the
Madelung decomposition (10), that is, any solution of a Schrödinger equation has
an argument function with constant–in–time mean value.
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4. On the equivalence between the Full Logarithmic and the
Purely Logarithmic Schrödinger Equations

Once the existence of a regular argument function has been established, the
transformation F introduced in (11) as well as its inverse operator

(44) F−1(φ)(t, x) = φ(t, x) exp
{
i log

(√
nφ(t, x)

)}
make full sense and the equivalence between both Full Logarithmic and Purely
Logarithmic initial–boundary value problems can be tackled. In the following we
shall take advantage from the fact that F (as well as F−1) preserves the amplitude
of the wavefunction and use n = |ψ|2 = |φ|2 indistinctively. Firstly we set up
the abstract frame in which F keeps the H2

δ regularity in a one–to–one way. As
a matter of fact we prove that F is homeomorphic on C([0, T );H2

δ ), which in
particular guarantees the preservation of the dynamical behaviours.

Proposition 4.1. Let Ω ⊂ R3 be a bounded domain and δ > 0. Given ψ ∈
C([0, T );H2

δ ), consider F (ψ) defined as in (11). Then, F : C([0, T );H2
δ ) →

C([0, T );H2
δ ) is an homeomorphism (for the H2 norm) with inverse operator F−1,

defined as stated in (44).

Proof. Given F : X → X an homeomorphism and defining F (x)(t) := F(x(t))
for all x∈C([0, T );X) and t∈ [0, T ), it is clear that F : C([0, T );X)→C([0, T );X)
is also an homeomorphism. Then, it is enough to show that F : H2

δ → H2
δ defines

an homeomorphic operator. We split the proof into two steps.

Step 1: F(H2
δ ) ⊆ H2

δ . Given ψ ∈ H2
δ we have nF(ψ) = nψ, hence F(ψ) ∈ L2(Ω)

and |F(ψ)| > δ a.e. Ω. Differentiating now F(ψ) we find

(45) ∇xF(ψ) =

(
∇xψ − i

∇xn

2n
ψ

)
exp

{
−i log

(√
n
)}

.

Then, in virtue of Lemma 3.2 we easily deduce that ∇xF(ψ) ∈ (L2(Ω))3. In
addition

∇x ⊗∇xF(ψ) =

{
∇x ⊗∇xψ −

i

2

(
∇x ⊗∇xn

n

)
ψ +

2i− 1

4

(
∇xn

n
⊗ ∇xn

n

)
ψ

− i

n
Sym (∇xn⊗∇xψ)

}
exp

{
−i log

(√
n
)}

,(46)

where we denoted Sym (∇xn⊗∇xψ) the symmetric part of the rank–two tensor
∇xn ⊗ ∇xψ. Since ψ ∈ H2

δ , we have ∇x ⊗ ∇xψ ∈
(
L2(Ω)

)9. Likewise, the fact
that n ∈ H2

δ2 yields (∇x ⊗∇xn)ψ/n ∈
(
L2(Ω)

)9. Besides

∇xψ,
∇xn

n
∈
(
H1(Ω)

)3 ⊂ L4(Ω) ,
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which implies (∇xn ⊗ ∇xn)ψ/n2, ∇xψ ⊗ ∇xψ,
(
∇xn/n

)
⊗ ∇xψ ∈

(
L2(Ω)

)3, so
that F(ψ) is readily seen to belong to H2

δ .
Step 2: F is one–to–one and bicontinuous . Formulae (11) and (44) make it

clear that F(F−1(φ)) = φ and F−1(F(ψ)) = ψ for all φ, ψ ∈ H2
δ . As consequence,

F is clearly one–to–one. To analyze bicontinuity it is enough to show that F is
continuous, as for F−1 the argument is analogous.

Let ψ ∈ H2
δ and {ψk} ⊂ H2

δ such that ψk → ψ in the H2 norm. Since Ω is
bounded, we can estimate

‖F(ψk)−F(ψ)‖L2 ≤
√
|Ω|
{∥∥(ψk − ψ) exp

{
−i log(

√
n)
}∥∥

L∞

+
∥∥ψk (exp {−i log(

√
nk)} − exp

{
−i log(

√
n)
})∥∥

L∞

}
.

The first term in the right–hand side can be straightforwardly bounded by ‖ψk−
ψ‖L∞ . For the second term, Rellich–Kondrachov’s compactness theorem along
with the convergence nk → n in H2(Ω) (cf. Lemma 3.2) and the fact that n > δ2,
imply that log(

√
nk)→ log(

√
n) in L∞(Ω). Consequently∥∥ψk (exp {−i log(
√
nk)} − exp

{
−i log(

√
n)
})∥∥

L∞

≤ C‖ψk‖H2‖log(
√
nk)− log(

√
n)‖L∞ → 0 .

Now, employing the identities (45) and (46) and the continuity of the derivatives
of n and ψ from H2

δ onto L2(Ω), it is a simple task to prove that F(ψk)→ F(ψ)
in H2(Ω). This ends the proof. �

Remark 4.1. In the sequel we shall make use of Proposition 4.1 to give sense to
the action of F on the boundary condition ψB ∈ H3/2(∂Ω). To this aim we just
note that, for functions in H2

δ , formulae (11) and (44) are valid pointwise in Ω,
thus in ∂Ω. Then, defining F (ψB) := F (ψ0)|∂Ω we have that F (ψB) ∈ H3/2(∂Ω)
and that the identities

F (F−1(φB)) = φB , F
−1(F (ψB)) = ψB ∀x ∈ ∂Ω , ∀φB, ψB ∈ H3/2(∂Ω)

hold.

Our next result shows how the solutions to both problems are linked each
other through F . The idea is the following: (i) Given a solution of the initial–
boundary value problem for the PLSE (respectively, the FLSE), Theorem 3.2
applies to get the corresponding hydrodynamic system. (ii) This potential–
flow system is linearly connected to its FLSE (respectively, PLSE) counterpart
(cf. Corollary 4.1). (iii) The solutions to the latter provide the ingredients for the
effective reconstruction of a solution to the initial–boundary value problem for
the FLSE (respectively, the PLSE), that will be shown a posteriori to be unique
(cf. Theorem 4.1 (iii)).

Theorem 4.1. Let T > 0 and Ω ⊂ R3 satisfying (H1). Then, the following
assertions hold true.
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(i) Let ψ0, ψB satisfying (H2) and (H3) be such that

F (ψ0) =: φ0 ∈ H2
δ , F (ψB) =: φB ∈ H3/2

δ (∂Ω) .

Let also φ ∈ XT
δ be a strong solution of (12)–(14) in [0, T ). Then, ψ =

F−1(φ) is a strong solution of (3)–(6) in [0, T ).
(ii) Conversely, let φ0, φB satisfying (H2) and (H3) be such that

F−1(φ0) =: ψ0 ∈ H2
δ , F−1(φB) =: ψB ∈ H3/2

δ (∂Ω) .

Let also ψ ∈ XT
δ be a strong solution of (3)–(6) in [0, T ). Then, φ = F (ψ)

is a strong solution of (12)–(14) in [0, T ).
(iii) Uniqueness is inheritable via F , namely if ψ0, ψB satisfy (H2) and (H3)

and the problem (12)–(14) admits a unique solution, then (3)–(6) also
admits a unique solution. Likewise, if φ0, φB satisfy (H2) and (H3) and
the problem (3)–(6) admits a unique solution, then (12)–(14) also admits
a unique solution.

Proof. Let φ ∈ XT
δ be a strong solution of (12)–(14) satisfying the hypotheses

of Theorem 3.2 with Θ[n] = Λ
α
log(n). Then, a function Sφ ∈ XT does exist that

verifies

φ(t, x) =
√
n(t, x) exp

{
i

α
Sφ(t, x)

}
.

In particular, Eqs. (26) and (40) are fulfilled, which along with Lemma 3.3 allow
to conclude that the couple (n, Sφ) solves the following hydrodynamic system
strongly in [0, T )

∂tn+
1

m
∇x ·

(
n∇xSφ

)
= 0 ,(47)

∂tSφ +
1

2m
|∇xSφ|2 = −α

2

~2
Q− Λ log(n) .(48)

Defining now

(49) Sψ(t, x) := Sφ(t, x) + α log
(√

n(t, x)
)
,

the following system is satisfied strongly by (n, Sψ) after simple calculations

∂tn+
1

m
∇x · (n∇xSψ) = Dqq∆xn ,(50)

∂tSψ +
1

2m
|∇xSψ|2 = −2α2

~2
Q− Λ log(n)−Dqq∆xSψ .(51)

If we now define ψ := F−1(φ) we have

ψ(t, x) =
√
n(t, x) exp

{
i

α
Sψ(t, x)

}
,
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so that the evolution of ψ can be easily computed in terms of the following
Schrödinger equation

iα∂tψ = − α
2

2m
∆xψ +

α2

~2
Qψ + Λ log(n)ψ +

iαDqq

2

(
∆xn

n

)
ψ +mDqq∇x ·

(
J

n

)
ψ

in a strong sense, thus ψ is a strong solution of (3)–(4) in [0, T ). Furthermore,
the following identities hold almost everywhere in Ω and ∂Ω, respectively:

ψ(0, x) =
√
n0(x) exp

{
i

α

(
Sφ(0, x) + α log

(√
n0(x)

))}
= φ0(x) exp

{
i log

(√
n0(x)

)}
= ψ0(x) ,

ψ(t, x) =
√
n(t, x) exp

{
i

α

(
Sφ(t, x) + α log

(√
n(t, x)

))}
= φB(x) exp

{
i log

(√
nB(x)

)}
= ψB(x) .

Consequently, ψ solves (3)–(6). This proves (i).
The proof of (ii) is fully analogous to that of (i), by just taking into account

that now

Θ[n, J ] =
α

~2
Q+

Λ

α
log(n) +

iDqq

2

(
∆xn

n

)
+

1

2
∇x ·

(
J

n

)
is a continuous operator from H2

δ2 ×
(
H1(Ω)

)3 onto L2(Ω), and the fact that

(52) Sφ(t, x) = Sψ(t, x)− α log
(√

n(t, x)
)
.

To prove (iii) we firstly assume that ψ1, ψ2 ∈ XT
δ are two strong solutions of

(3)–(6). It is clear that φ0(x) = ψ0(x) exp
{
− i log

(√
n0(x)

)}
and φB(x) =

ψB(x) exp
{
− i log

(√
nB(x)

)}
satisfy (H2) and (H3). Besides, ψ1,2(0, x) =

F−1(φ0)(x) and ψ1,2(t, x) = F−1(φB)(t, x) for all t ∈ [0, T ), almost everywhere in
∂Ω. As consequence, ψ1,2 fulfill the assumptions required in (ii) so that

φ1,2(t, x) = F (ψ1,2)(t, x) = ψ1,2(t, x) exp
{
−i log

(√
n1,2(t, x)

)}
belong to XT

δ and are strong solutions of (12)–(14). As this problem is assumed
to enjoy uniqueness, there should be φ1 = φ2, hence

ψ1 exp {−i log (
√
n1)} = ψ2 exp {−i log (

√
n2)} , n1,2 = |φ1,2|2 ,

from which we straightforwardly deduce that n1 = n2, therefore ψ1 = ψ2. The
reciprocal assertion is analogous. �

It is noticeable the fact that we have established the equivalence between
Eqs. (3) and (12) via the systems (50)–(51) and (47)–(48), respectively. More pre-
cisely, the proof of Theorem 4.1 requires both systems to be biunivoquely linked,
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which is true because of the linearity of the correspondence (n, Sψ) ↔ (n, Sφ).
Then, we might end this section with the following

Corollary 4.1. Assume that (H1) is fulfilled and let T > 0. Then
(i) If (n, Sφ) ∈ XT

δ ×XT is a strong solution of the system (47)–(48) in [0, T ),
then (n, Sψ) ∈ XT

δ × XT is a strong solution of the system (50)–(51) in
[0, T ), where Sψ is that given in (49).

(ii) Conversely, if (n, Sψ) ∈ XT
δ ×XT is a strong solution of the system (50)–

(51) in [0, T ), then (n, Sφ) is a strong solution of the system (47)–(48) in
[0, T ), where Sφ is that given in (52).

5. An auxiliary problem: Local wellposedness of the Purely
Logarithmic Schrödinger Equation

In this section we shall handle the auxiliary mixed initial–boundary value prob-
lem for the PLSE (12) in H2

δ . Indeed, our equation of interest (3) has been shown
to be equivalent to Eq. (12) by means of a suitable nonlinear gauge transformation
F (cf. (11)), in such a manner that strong solutions of Eq. (12) are straightfor-
wardly led to strong solutions of Eq. (3) via the action of F (cf. Theorem 4.1).

Wellposedness of Eq. (12) has already been dealt with in the literature [12, 14],
mainly for negative values of Λ (in which case stable Gaussons do exist [13]) or in
the whole space case. In particular, the multidimensional whole space problem
for both signs of the logarithmic nonlinearity has been recently investigated by
some of the authors in [29]. Eq. (12) fits Davidson’s sign choice [19]. The single
sign choice for the logarithmic term first made in [9] and later continued in [13, 14]
was owing to the fact that the other sign typically leads to an energy functional
which is not bounded from below. However, the positive sign for the logarithmic
nonlinearity was physically justified in [19] as representing a diffusion force within
the context of stochastic quantum mechanics and analyzed in [41] in the context
of the Schrödinger–Langevin–Kostin equation accounting for negative dissipation.

Here, we are concerned with an H2 theory for the problem consisting of solving

(53) iα∂tφ = − α
2

2m
∆xφ+ Λ log(n)φ , n = |φ|2 ,

in a nonvacuum bounded region Ω along with the compatible initial–boundary
conditions

(54) φ(0, x) = φ0(x) in Ω, φ(t, x) = φB(x) in [0, T )× ∂Ω .

Our main result in this section is the following.

Theorem 5.1. Let Ω ⊂ R3 be a C2 bounded domain. Let also φ0 ∈ H2(Ω) and
φB ∈ H3/2(∂Ω) satisfy (H2)–(H3). Then, there exists T = T (δ, φ0, φB,Ω) > 0
and a unique strong solution φ ∈ XT

δ of Eq. (53) in [0, T ) satisfying the ini-
tial/boundary conditions stated in (54).
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For the sake of clarity, first of all we define the concept of mild solution for this
problem.

Definition 5.1. Given T > 0, we will say that φ ∈ C
(
[0, T );H2(Ω)

)
is a mild so-

lution of the logarithmic Schrödinger equation (53) subject to the initial–boundary
conditions (54) if it solves the following integral equation

(55) φ(t, x) = U(t) + V (t)− iΛ

α

∫ t

0

eA(t−s) [log(n(s, x))φ(s, x)−GB

]
ds ,

where A = i(α/2)∆x is the generator of the evolution semigroup with domain

(56) D = H1
0 (Ω) ∩H2(Ω) ,

and where U and V respectively solve the following linear Schrödinger problems

U ∈ XT ,

i∂tU = −Dqq∆xU in [0, T )× Ω ,

U(0, x) = φ0(x) in Ω ,

U(t, x) = φB(x) in ∂Ω , t ∈ [0, T ) ,

and

V ∈ C([0, T );D) ∩ C1
(
[0, T );L2(Ω)

)
,

i∂tV = −Dqq∆xV +
Λ

α
GB in [0, T )× Ω ,

V (0, x) = 0 in Ω ,

V (t, x) = 0 in ∂Ω , t ∈ [0, T ) ,

GB being the harmonic extension to Ω of log(|φB|2)φB.

Remark 5.1. Notice that the Rellich–Kondrachov compactness theorem along
with (H3) guarantee the existence of a continuous representative of log(|φB|2)φB
along ∂Ω. Since Ω is C2 by hypothesis, it can be claimed that there exists GB ∈
C2(Ω) ∩ C(Ω) harmonic in Ω and such that GB = log(|φB|2)φB in ∂Ω, i.e. the
harmonic extension to Ω of log(|φB|2)φB.

To prove the existence of mild solutions to Eq. (53) subject to (54) we will use
the Banach fixed–point theorem applied to the operator

(57) Γ(φ) := U(t) + V (t)− iΛ

α

∫ t

0

eA(t−s) [log(n(s))φ(s)−GB

]
ds ,

defined on an adequate subset of XT
δ . Clearly, any fixed point φ ∈ XT

δ of Γ
is a mild solution of (53) with (54). We start by showing that the nonlinear
potential log(n) is contractive and then establish an appropriate subset for which
the operator Γ is closed, in order to meet the hypotheses of Banach’s fixed point
theorem. Finally, we prove that our mild solution is actually a strong solution.
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Lemma 5.1. Under the hypotheses of Theorem 5.1, there exist positive constants
r0, T0, K0, depending upon δ, Ω, φ0 and φB, such that

‖U‖L∞([0,T );H2(Ω)), ‖V ‖L∞([0,T );H2(Ω)) ≤ K0 ,

and Br,T ⊂ C([0, T );H2
δ ) for all r ∈ (0, r0) and T ∈ (0, T0), where

Br,T :=
{
φ ∈ C([0, T );H2(Ω)) : ‖φ− U − V ‖L∞([0,T );H2(Ω)) ≤ r

}
.

Proof. Let

m0 = ess-inf{|φ0(x)| : x ∈ Ω} , mB = ess-inf{|φB(x)| : x ∈ ∂Ω} ,
m = min{m0,mB} .

By (H2) and (H3) (cf. Remark 5.1) we have m > δ, so that there exists ε > 0
such that ε < m− δ. Define r0 := ε

3C1
, with C1 as in the proof of Lemma 5.2 The

continuity in time of U and V guarantees the existence of T0 > 0 such that

(58) ‖U(t)− φ0‖H2 , ‖V (t)‖H2 < r0 ∀ 0 ≤ t < T0 .

We also define K0 = r0 + ‖φ0‖H2 and consider 0 < r < r0 and 0 < T < T0.
Then, the first claim is obvious according to (58). To check the second one, let
φ ∈ Br,T . We have

‖φ(t)− φ(0)‖H2 ≤ ‖φ(t)− U(t)− V (t)‖H2 + ‖U(t)− φ0‖H2 + ‖V (t)‖H2

< 3r0 =
ε

C1

for all t ∈ [0, T ), thus ‖φ− φ0‖L∞([0,T );H2(Ω)) <
ε
C1
. Also, the Sobolev embedding

H2(Ω) ↪→ L∞(Ω) allows to claim that |φ0(x)| − |φ(t, x)| ≤ |φ0(x) − φ(t, x)| < ε
a.e. x ∈ Ω for all t ∈ [0, T ), hence |φ(t, x)| > |φ0(x)| − ε > m0 −m + δ ≥ δ and
φ ∈ C([0, T );H2

δ ). The arbitrariness of φ ends the proof. �

Lemma 5.2 (a priori estimates). Let M, δ > 0 and Ω ⊂ R3 bounded. Then the
following assertions hold true.

(i) There exists K1(δ,M,Ω) > 0 such that ‖φlog(n)‖H2 ≤ K1 for all φ ∈ H2
δ

such that ‖φ‖H2 ≤M .
(ii) There exists K2(δ,M,Ω) > 0 such that

‖φ1log(n1)− φ2log(n2)‖L2 ≤ K2‖φ1 − φ2‖L2

for all φ1, φ2 ∈ H2
δ such that ‖φ1,2‖H2 ≤M .

(iii) There exists K3(δ,M,Ω) > 0 such that

‖φ1log(n1)− φ2log(n2)‖H2 ≤ K3‖φ1 − φ2‖H2

for all φ1, φ2 ∈ H2
δ such that ‖φ1,2‖H2 ≤M .
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Proof. Consider constants C1, C2 > 0 such that ‖φ‖L∞ ≤ C1‖φ‖H2 ≤ C1M and
‖φ‖L4 ≤ C2‖φ‖H1 ≤ C2M for any φ ∈ C∞c (Ω). Define also

M1 = max
{
|log(δ)|, 2

∣∣log(C1M)
∣∣} .

(i) The L2 estimate straightforwardly yields

(59) ‖φlog(n)‖L2 ≤M1M .

Estimating the first order derivative is also a simple matter

(60) ‖∇x(φlog(n))‖L2 ≤M1M +
C1

δ2
M‖n‖H2 .

Finally, taking into account that

∇x ⊗∇x(φlog(n)) = (∇x ⊗∇xφ) log(n) + 2 Sym
(
∇xφ⊗

∇xn

n

)
+ φ

(
∇x ⊗∇xn

n
− ∇xn

n
⊗ ∇xn

n

)
(61)

we find

‖∇x ⊗∇x(φlog(n))‖L2 ≤M1M +
2C2

2

δ2
M‖n‖H2

+
C1

δ2
M‖n‖H2

(
1 +

C2
2

δ2
‖n‖H2

)
.(62)

Combining (59), (60) and (62) and noticing that

(63) ‖n‖H2 ≤ (5C1 + 2C2
2)M2

we are done with the proof.

(ii) We have

‖φ1log(n1)− φ2log(n2)‖L2 ≤ ‖φ1(log(n1)− log(n2))‖L2

+ ‖log(n2)(φ1 − φ2)‖L2

≤
(

2C1

δ
M +M1

)
‖φ1 − φ2‖L2 ,(64)

for which we used the fact that |log(r2
1) − log(r2

2)| ≤ 2
δ
|r1 − r2| as directly sheds

from the mean value theorem. This ends this part of the proof.

(iii) We first compute

∇x

[
φ1

(
log(n1)− log(n2)

)]
= ∇xφ1

(
log(n1)− log(n2)

)
+ φ1

[
∇x(n1 − n2)

n1

+
∇xn2

n1n2

(n2 − n1)

]
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and estimate

‖∇xφ1(log(n1)− log(n2))‖L2 ≤ 2

δ
‖∇xφ1(|φ1| − |φ2|)‖L2

≤ 2C2
2

δ
M‖φ1 − φ2‖H1 ,

∥∥∥∥∇x(n1 − n2)

n1

∥∥∥∥
L2

≤ 2

δ2

∥∥φ1(∇xφ1 −∇xφ2)− (φ2 − φ1)∇xφ2

∥∥
L2

≤ 4C1

δ2
M‖φ1 − φ2‖H2 ,

∥∥∥∥∇xn2

n1n2

(n2 − n1)

∥∥∥∥
L2

≤ 2

δ4

∥∥φ2∇xφ2

∥∥
L2

(∥∥φ1(φ1 − φ2)
∥∥
L∞

+
∥∥φ2(φ1 − φ2)

∥∥
L∞

)
≤ 4C3

1

δ4
M3‖φ1 − φ2‖H2 .

Then, taking into account (61) we just need the following bounds

‖∇x ⊗∇xφ1

(
log(n1)− log(n2)

)
‖L2 ≤ 2

δ
‖∇x ⊗∇xφ1(φ1 − φ2)‖L2

≤ 2C1

δ
M‖φ1 − φ2‖H2 ,

∥∥∥∥φ1

(
∇x ⊗∇xn1

n1

− ∇xn1 ⊗∇xn1

n2
1

− ∇x ⊗∇xn2

n2

+
∇xn2 ⊗∇xn2

n2
2

)∥∥∥∥
L2

≤ 2C2
1

δ2
M2

(
1 +

2C1C
2
2

δ2
M

)
‖φ1 − φ2‖H2 ,

∥∥∥∥∇xφ1 ⊗
(
∇xn1

n1

− ∇xn2

n2

)∥∥∥∥
L2

≤ C2
2M

∥∥∥∥∇xn1

n1

− ∇xn2

n2

∥∥∥∥
H1

≤ 2C1C
2
2

δ2
M2

{
2C1

δ2
M
(
C2

2 + C1M
)

+ 3

}
‖φ1 − φ2‖H2 ,

which leads to

‖∇x ⊗∇x[φ1(log(n1)− log(n2))]‖L2 ≤ C(δ,M,Ω)‖φ1 − φ2‖H2 .

We now estimate ‖log(n2)(φ1 − φ2)‖H2 . The L2 norm is controlled as in (64).
We also have ∥∥∥∥∇xn2

n2

(φ1 − φ2)

∥∥∥∥
L2

≤ C2
2

δ2
‖n2‖H2‖φ1 − φ2‖H2 ,

‖log(n2)∇x(φ1 − φ2)‖L2 ≤M1‖φ1 − φ2‖H2 .
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Then, ‖∇x[log(n2)(φ1 − φ2)]‖L2 ≤ C(δ,M,Ω)‖φ1 − φ2‖H2 . According to (61),
there only remains to estimate∥∥∥∥(∇x ⊗∇xn2

n2

− ∇xn2

n2

⊗ ∇xn2

n2

)
(φ1 − φ2)

∥∥∥∥
L2

≤ C1

δ2
‖n2‖H2

(
1 +

C2
2

δ2
‖n2‖H2

)
‖φ1 − φ2‖H2 ,

∥∥∥∥∇xn2

n2

⊗∇x(φ1 − φ2)

∥∥∥∥
L2

≤ C2
2

δ2
‖n2‖H2‖φ1 − φ2‖H2 ,∥∥log(n2)∇x ⊗∇x(φ1 − φ2)

∥∥
L2 ≤M1‖φ1 − φ2‖H2 .

We then have ‖∇x⊗∇x[log(n2)(φ1− φ2)‖L2 ≤ C(δ,M,Ω)‖φ1− φ2‖H2 , for which
the estimate (63) has been employed again. Now we are done with the proof. �

Proof of Theorem 5.1 In order to use the Banach fixed point theorem, we
shall show that the operator Γ defined in (57) is contractive in

Yr,T =
{
φ ∈ Br,T : log(n)φ−GB ∈ C([0, T );D)

}
,

for r < r0 and T < min{T0, T1, T2}, with r0, T0 as in Lemma 5.1 and

T1 =
αr

Λ(K1 + ‖GB‖H2)
, T2 =

α

2ΛK3

,

K1, K3 chosen as in Lemma 5.2 (i) and (iii), respectively. Here, D denotes the
domain of the evolution semigroup defined in (56).

Step 1: Yr,T equipped with the distance associated with ‖ · ‖L∞([0,T );H2(Ω)) is a
complete metric space. We just need to observe that Yr,T is closed in Br,T . To
this aim consider G defined in Br,T by

G[φ](t) = log(n(t))φ(t)−GB ∀ t ∈ [0, T ) .

Since r < r0 and T < T0, Lemma 5.1 guarantees that Br,T ⊂ C([0, T );H2
δ ). In

particular, ‖φ(t)‖H2 ≤ r0 +2K0 for all t ∈ [0, T ) and applying Lemma 5.2 we find
that G(t) ∈ H2(Ω) and

‖G[φ1](t)− G[φ2](t)‖H2 ≤ K3‖φ1(t)− φ2(t)‖H2 ∀ t ∈ [0, T ), φ1,2 ∈ Br,T ,

thus G : Br,T→C([0, T );H2(Ω)) is (Lipschitz) continuous. Finally, as C([0, T );D)
is closed in C([0, T );H2(Ω)) it is enough to notice that Yr,T = G−1(C([0, T );D)).

Step 2: Γ(Yr,T ) ⊆ Yr,T . Let φ ∈ Yr,T . Clearly Γ(φ)(t) = U(t) + V (t) +Wφ(t) ∈
C
(
[0, T );H2(Ω)

)
, where Wφ ∈ C([0, T );D) is given by

Wφ(t) = −iΛ
α

∫ t

0

eA(t−s) (log(n(s))φ(s)−GB) ds.



C
R

M
Pr

ep
rin

t
Se

rie
s

nu
m

be
r

10
98

WELLPOSEDNESS OF LOG. SCHRÖDINGER EQ. OF DOEBNER–GOLDIN TYPE 31

Therefore

||Γ(φ)(t)− U(t)− V (t)||H2 ≤ Λ

α

∫ t

0

||log(n(s))φ(s)−GB||H2 ds

≤ Λ

α

∫ t

0

(K1 + ||GB||H2) ds

≤ Λ

α
(K1 + ||GB||H2)T1 = r

for all t ∈ [0, T ), thus Γ(φ) ∈ Br,T . Finally, in order to prove that Γ(φ) ∈ Yr,T we
observe that U(t) = φB + eAt(φ0 − φB), where φB is the harmonic extension of
φB to Ω, and write Γ(φ) = φB + Γ̃(φ), with

Γ̃(φ)(t) = eAt(φ0 − φB) + V (t) +Wφ(t) ∈ C([0, T );D) .

As consequence Γ(φ)(t)|∂Ω ≡ φB ∀t ∈ [0, T ) a.e. in ∂Ω, which implies (along with
Lemma 5.2) that log(nΓ(φ)) Γ(φ)−GB ∈ C([0, T );D). This concludes this step of
the proof.

Step 3: Γ: Yr,T → Yr,T is contractive. Let φ1, φ2 ∈ Yr,T and t ∈ [0, T ). Then,
the isometric character of eAt : D → D leads us to the estimate

‖Γ(φ1)(t)− Γ(φ2)(t)‖H2 ≤ Λ

α

∫ t

0

∥∥(log(n2(s))φ2(s)− log(n1(s))φ1(s)
)∥∥

H2 ds .

Now, according to Lemmata 5.2 (iii) and 5.1 we find

‖Γ(φ1)(t)− Γ(φ2)(t)‖H2 ≤ ΛK3

α

∫ t

0

‖φ1(s)− φ2(s)‖H2 ds

≤ ΛK3T2

α
‖φ1 − φ2‖L∞([0,T );H2(Ω))

=
1

2
‖φ1 − φ2‖L∞([0,T );H2(Ω)) ,

and we are done with this step of the proof.

Now, an straightforward application of Banach’s theorem leads us to establish
the existence of a mild solution φ ∈ Yr,T to Eq. (53)–(54), hence φ(t) = U(t) +
V (t) +Wφ(t) with U, V ∈ XT . In particular, U, V : [0, T )→ L2(Ω) are Lipschitz
continuous. Besides, given 0 ≤ t1 < t2 < T we have

‖Wφ(t2)−Wφ(t1)‖L2

≤ Λ

α

{∫ t1

0

∥∥eA(t1−s)
(
I − eA(t2−t1)

) [
log(n(s))φ(s)−GB

]∥∥
L2 ds

+

∫ t2

t1

∥∥eA(t2−s)
[
log(n(s))φ(s)−GB

]∥∥
L2 ds

}
=

Λ

α

{∫ t1

0

∥∥(I − eA(t2−t1)
) [

log(n(s))φ(s)−GB

]∥∥
L2 ds
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+

∫ t2

t1

‖log(n(s))φ(s)−GB‖L2 ds

}
≤ Λ

α

{∫ t1

0

∥∥∥∥∫ t2−t1

0

eAτ∆x[log(n(s))φ(s)
]
dτ

∥∥∥∥
L2

ds

+
(
K1 + ‖GB‖H2

)
(t2 − t1)

}
≤ Λ

α

(
K1(T0 + 1) + ‖GB‖H2

)
(t2 − t1) ,

where we have used some standard properties of strongly continuous semigroups
of operators (see for example [39]). The arbitrariness of t1, t2 allows to conclude
that Wφ : [0, T ) → L2(Ω) is Lipschitz continuous, and so φ. Finally, using the
estimates in Lemma 5.2 (ii) we also guess that [0, T ) 3 t→ φ(t)log(nφ(t))−GB ∈
L2(Ω) is Lipschitz continuous. Since Wφ is a mild solution of

i∂tWφ = −Dqq∆xWφ +
Λ

α

(
log(n)φ−GB

)
in [0, T )× Ω ,

Wφ(0, x) = 0 in Ω ,

Wφ(t, x) = 0 in ∂Ω , t ∈ [0, T ) ,

we have that Wφ ∈ C([0, T );D) ∩ C1([0, T );L2(Ω)), thus it is actually a strong
solution. As consequence φ ∈ XT and, since φ ∈ Br,T , then φ ∈ XT

δ in virtue of
Lemma 5.1 Moreover, φ is clearly a strong solution of Eq. (53) that satisfies (54).
This concludes the proof. �

6. Local wellposedness of the Full Logarithmic
Schrödinger Equation: End of proof of Theorem 1.1

We can now finish the proof of Theorem 1.1 Let φ0 = F (ψ0) and φB = F (ψB).
Using Proposition 4.1 we find that φ0 ∈ H2

δ and φB ∈ H3/2
δ (∂Ω). Then, Theorem

5.1 applies to yield the existence of a strong solution φ ∈ XT
δ of the initial–

boundary value problem associated with Eq. (53). Applying now Theorem 4.1
we can deduce that ψ = F−1(φ) ∈ XT

δ is the unique solution to the corresponding
problem for Eq. (3) in [0, T ). This proves (i). Assertion (ii) has been proved in
§4. This concludes the proof of Theorem 1.1 �

Remark 6.1. Theorem 4.1 also applies to any equation of the Doebner–Goldin
family satisfying the linearization condition (2) and to a general gauge transfor-
mation

F (φ)(t, x) =
√
nψ(t, x) exp

{
i
[
A(t) log(n(t, x)) +B(t)Sψ(t, x)

]}
that might be proved to be an homeomorphism in a quotient space of admissible
states, A(t) and B(t) being arbitrary time–dependent functions. In this theoretical
framework, the assumption that Ω be simply–connected can be removed.



C
R

M
Pr

ep
rin

t
Se

rie
s

nu
m

be
r

10
98

WELLPOSEDNESS OF LOG. SCHRÖDINGER EQ. OF DOEBNER–GOLDIN TYPE 33

Remark 6.2. The analysis of global existence of solutions to Eq. (3) in full
generality seems to be a hard task. Indeed, the eventual presence of vacuum
regions (n = 0), which in our case are locally circumvented thanks to (H3) and
the boundednes of Ω, make most of our nonlinearities singular and leads to the
possible formation of vortex structures.

Remark 6.3. The same difficulty arises when studying the initial value prob-
lem associated with Eq. (3)–(5) in whole space. In [42], local wellposedness was
achieved for a Doebner–Goldin model on a dense subspace of L2 under some
conditions on the coefficients that make solutions to behave in a parabolic way.
However, these conditions are not compatible with the linearization relations given
in (2), although the techniques there developed can be adapted to our case. We
postpone this research to future work.
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