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#### Abstract

The equations of motion of a mechanical system subjected to nonholonomic linear constraints can be formulated in terms of a linear almost Poisson structure in a vector bundle. We study the existence of invariant measures for the system in terms of the unimodularity of this structure. In the presence of symmetries, our approach allows us to give necessary and sufficient conditions for the existence of an invariant volume, that unify and improve results existing in the literature. We present an algorithm to study the existence of a smooth invariant volume for nonholonomic mechanical systems with symmetry and we apply it to several concrete mechanical examples.
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## 1. Introduction

The existence of an invariant measure for a system of differential equations is a very important property. From the point of view of dynamical systems, it is a key ingredient for the application of ergodic theory. It is also a crucial hypothesis in Jacobi's theorem of the last multiplier that establishes integrability of the system via quadratures, see e.g. [2]. Moreover, the existence of a smooth invariant measure imposes certain restrictions on the qualitative nature of the fixed points of the system; namely, it prohibits the existence of asymptotic equilibria and limit cycles. The methods developed in this paper address the general question of the existence of an invariant measure for nonholonomic mechanical systems.

Suppose that a given system of differential equations is described by a vector field $X$ on an orientable phase-space manifold $M$ that is equipped with a volume form $\mu$. If $f$ is a positive function on $M$, then $X$ preserves the measure $f \mu$ if and only if $f$ satisfies Liouville's equation

$$
\begin{equation*}
\dot{f}+f \operatorname{div}_{\mu}(X)=0 \tag{1.1}
\end{equation*}
$$

where $\dot{f}=X(f)$ is the derivative of $f$ along the flow of $X$. In local coordinates, the above equation is a linear partial differential equation for $f$. We remark that the existence of an invariant measure is a global property of the system. By the Flow-Box Theorem, Liouville equation can always be solved locally (away from equilibrium points).

## Liouville equation for nonholonomic systems with symmetry

Let us summarize the local version of our results. In the case of a nonholonomic mechanical system with linear constraints, the phase-space manifold $M$ is a vector bundle $D^{*}$ over a configuration manifold $Q$. The fiber variables $p$ are physically interpreted as momenta.

For simplicity, we restrict our attention to systems without potential forces. We are especially interested in systems that possess a symmetry group $G$ that acts on $Q$ leaving the constraints and the kinetic energy function invariant. In section 4 we carry out the details of the reduction of the equations of motion. It turns out that the reduced phase-space $D^{*} / G$ is a vector bundle over the shape space $\widehat{Q}:=Q / G$, and the fiber variables can be split into $\left(p_{a}, p_{\alpha}\right)$ where, roughly speaking, the $p_{a}$ are compatible with the symmetries.

The Hamiltonian $H$ of the system is derived from the kinetic energy and is a positive definite quadratic form, with our choice of $\left(p_{a}, p_{\alpha}\right)$, is of block type $H=\frac{1}{2}\left(\mathcal{G}^{\alpha \beta}\left(\hat{q}^{\hat{\imath}}\right) p_{\alpha} p_{\beta}+\mathcal{G}^{a b}\left(\hat{q}^{\hat{\imath}}\right) p_{a} p_{b}\right)$, where $\hat{q}^{\hat{\imath}}$ are local coordinates on $\widehat{Q}$. The reduced equations of motion that obey the Lagrange-D'Alembert principle have the form

$$
\begin{align*}
\frac{d \hat{q}^{\hat{\imath}}}{d t} & =\widehat{Y}_{\alpha}^{\hat{\iota}} \frac{\partial H}{\partial p_{\alpha}} \\
\frac{d p_{\alpha}}{d t} & =-\widehat{Y}_{\alpha}^{\hat{\imath}} \frac{\partial H}{\partial \hat{q}^{\hat{\imath}}}-C_{\alpha I}^{J} p_{J} \frac{\partial H}{\partial p_{I}}  \tag{1.2}\\
\frac{d p_{a}}{d t} & =-C_{a I}^{J} p_{J} \frac{\partial H}{\partial p_{I}}
\end{align*}
$$

where the upper-case indices $I, J, \ldots$ run over the joint range of $a, b, \ldots$ and $\alpha, \beta, \ldots$, while $\widehat{Y}_{\alpha}^{\hat{c}}$ and $C_{I J}^{K}$ are smooth functions of $\hat{q}^{\hat{\imath}}$. Moreover, the functions $C_{I J}^{K}$ are skew-symmetric with respect to the lower indices, i.e. $C_{I J}^{K}=-C_{J I}^{K}$.

The Lagrangian version of the previous equations was considered in [26] (see also [18]) for the reduction of a nonholonomic mechanical system. In the particular case when the indices $\hat{\iota}$ run over the same range that the indices $\alpha$, that is, if dimension assumption holds (see [3]) then the previous equations were considered in [24].

As we shall see (consequence of Theorems 3.6 and 3.8), if there is a preserved measure $\Phi$ for the system (1.2) then it may be chosen of basic type, i.e.

$$
\Phi=e^{\overparen{\sigma}\left(\hat{q}^{\hat{i}}\right)} d \hat{q}^{\hat{\imath}} \wedge d p_{\alpha} \wedge d p_{a}
$$

for a certain real smooth function $\widehat{\sigma}$ on $\widehat{Q}$ that needs to be determined. If we enforce the Liouville equation (1.1) (for $f=e^{\widehat{\sigma}}, \mu=\Phi$ and $X$ the vector field defined by equations (1.2), we get

$$
e^{\widehat{\sigma}}\left(\frac{\partial \widehat{Y}_{\alpha}^{\imath}}{\partial \hat{q}^{\imath}} \frac{\partial H}{\partial p_{\alpha}}+\widehat{Y}_{\alpha}^{\iota} \frac{\partial \widehat{\sigma}}{\partial \hat{q}^{\imath}} \frac{\partial H}{\partial p_{\alpha}}-C_{\alpha I}^{\alpha} \frac{\partial H}{\partial p_{I}}-C_{a I}^{a} \frac{\partial H}{\partial p_{I}}\right)=0,
$$

where we have used the skew-symmetry of the coefficients $C_{I J}^{K}$ and the equality of mixed partial derivatives of $H$. Rearranging terms we get

$$
\left(\frac{\partial \widehat{Y}_{\alpha}^{\hat{\imath}}}{\partial \hat{q}^{\imath}}+\widehat{Y}_{\alpha}^{\hat{\imath}} \frac{\partial \widehat{\sigma}}{\partial \hat{q}^{\imath}}+C_{\alpha I}^{I}\right) \frac{\partial H}{\partial p_{\alpha}}+C_{a I}^{I} \frac{\partial H}{\partial p_{a}}=0 .
$$

The form of the Hamiltonian $H$ implies that the latter identity can only hold for all values of $p_{a}, p_{\alpha}$ if the following identities hold separately:

$$
\frac{\partial \widehat{Y}_{\alpha}^{\hat{\imath}}}{\partial \hat{q}^{\imath}}+\widehat{Y}_{\alpha}^{\hat{i}} \frac{\partial \widehat{\sigma}}{\partial \hat{q}^{\imath}}+C_{\alpha I}^{I}=0 \text { for all } \alpha, \quad \text { and } \quad C_{a I}^{I}=0 \text { for all } a .
$$

This paper is devoted at giving an intrinsic version of the above conditions and applying them to several concrete mechanical examples. Notice that only the first condition involves the unknown $\widehat{\sigma}$ and that none of them involves the Hamiltonian function $H$. All of the relevant information for the existence of an invariant measure is contained in the coefficients $\widehat{Y}_{\alpha}^{\hat{i}}$ and $C_{I J}^{K}$. We shall see that these coefficients determine a linear almost Poisson structure on $D^{*} / G$. The formulation of nonholonomic mechanics in terms of a linear almost Poisson structure is well-known and has its origins in [34 (see also [8, 20, (24, 28]). In this paper we show that the above conditions for a preserved measure can be formulated intrinsically (Theorem 4.2) in terms of a geometric notion: the unimodularity of the underlying linear almost Poisson structure. This formulation was announced in [14].

## Unimodularity and measure preservation in mechanics

The well known theorem of Liouville states that a Hamiltonian system on a symplectic manifold preserves the symplectic volume, see e.g. [1]. The situation is not so simple for a Hamiltonian system on a Poisson manifold. For instance, if the Poisson manifold is the dual space $\mathfrak{g}^{*}$ of a Lie algebra $\mathfrak{g}$ equipped with the Lie-Poisson structure, then Kozlov [25] showed that the flow of a Hamiltonian of kinetic type on $\mathfrak{g}^{*}$ preserves a smooth measure if and only if the Lie algebra $\mathfrak{g}$ is unimodular.

More generally, a sufficient condition for the existence of a smooth measure for a Hamiltonian system on an abstract Poisson manifold $M$ is that the modular class of $M$ vanishes, see e.g. [40]. The modular class is the Poisson cohomology class of the modular vector field of $M$ with respect to a volume form. This vector field plays an important role in the classification of certain Poisson structures (see [11, 19, 27]). On the other hand, the modular class of $M$ is the obstruction to
the existence of a duality between the canonical homology and the Poisson cohomology of $M$ (see [6, 12, 41]).

The modular class of a Lie algebroid was introduced in [12] and generalizes the modular character of a Lie algebra. In Marrero [29] the results of Kozlov [25] are generalized to consider the preservation of volumes for mechanical Hamiltonian systems on vector bundles equipped with a linear Poisson structure, which is the dual object of a Lie algebroid. A Hamiltonian is mechanical if it can be expressed as the sum of the kinetic and potential energies. Just as in the case studied by Kozlov, the unimodularity of the Lie algebroid is intimately related with necessary and sufficient conditions for the existence of an invariant measure.

## Contributions and outline of the paper

In section 2 we introduce the notion of modular vector field with respect to a volume form and unimodularity of a general almost Poisson structure. An almost Poisson structure on a manifold $M$ is unimodular if there exists a volume form on $M$ which is preserved by all the Hamiltonian vector fields. In section 3 we specialize to the case when the almost Poisson structure is linear in a vector bundle and we analyze the relationship between preserved measures for Hamiltonian vector fields and unimodularity. The main theoretical result of the paper is contained in Theorem 3.8, that shows that a kinetic energy Hamiltonian vector field on a vector bundle possesses an invariant measure if and only if the underlying almost Poisson structure is unimodular. Recently, Grabowski [17] proved, independently and using a different approach, a similar result. He introduced the notion of the modular section of a skew-symmetric algebroid and from this theory he obtained the result.

Section 4 focuses on preservation of volumes for nonholonomic systems. After carrying out the reduction by a symmetry group from the almost Poisson perspective, we state and prove Theorem 4.2 and Corollary 4.3 that allow us to recover several known results in the literature [7, 21, 25, 43] in a unified framework. Moreover, we are able to express the related necessary and sufficient conditions for the existence of an invariant measure both in global and local form, and to extend the results to the case where the dimension assumption (see [3]) does not hold.

In section 5we give an algorithm to study the existence of an invariant measure for the reduction of a nonholonomic system with symmetry, that is applied in section 6 to several concrete mechanical examples. This allows us to obtain the following original results:

We prove non-existence of an invariant measure for the reduced equations of motion of the following problems:
(i) As considered in [38, 39], the motion of a rigid body with a planar section, that is not planar or axially symmetric, and rolls without slipping over a fixed sphere (Theorem 6.1).
(ii) The motion of an inhomogeneous sphere whose center of mass does not coincide with its geometric center that rolls without slipping on the plane (Chaplygin's top) and is not axially symmetric (Theorem 6.2).
(iii) The rolling without slipping of an inhomogeneous sphere, whose center of mass coincides with its geometric center, over/inside a circular cylinder (Theorem 6.3).
(iv) We also show that the measure fails to exist in the limit when the radius of the cylinder in (iii) goes to zero and the given ball is axially symmetric but not homogeneous (Theorem 6.5). This example utilizes our extended theoretical results since the dimension assumption does not hold.

During the referee process of this paper, we applied the methods developed here to show that the reduced equations for a homogeneous ellipsoid rolling on the plane possess an invariant measure if and only if the ellipsoid is axially symmetric [15].

## 2. Almost Poisson structures and unimodularity

We begin by introducing the notion of the modular vector field of an almost Poisson structure with respect to a volume form. This is the first step towards the definition of the concept of unimodularity.

Recall that an almost Poisson structure on a manifold $M$ is an $\mathbb{R}$-bilinear bracket of functions,

$$
\{\cdot, \cdot\}: C^{\infty}(M) \times C^{\infty}(M) \rightarrow C^{\infty}(M)
$$

that satisfies
(i) skew-symmetry: $\{f, g\}=-\{g, f\}$,
(ii) Leibniz rule: $\{f h, g\}=f\{h, g\}+h\{f, g\}$,
for all $f, g, h \in C^{\infty}(M)$. We speak of an almost Poisson bracket since we do not require the Jacobi identity

$$
\{\{f, g\}, h\}+\{\{h, f\}, g\}+\{\{g, h\}, f\}=0
$$

to hold. If the above identity holds for all functions, then $\{\cdot, \cdot\}$ is a usual Poisson structure on $M$ [36]. Our interest in almost Poisson structures comes from nonholonomic mechanics [34] (see also [8, 20, 24, 28]).

As a consequence of Leibniz' rule, for any function $f \in C^{\infty}(M)$ we can associate a vector field $X_{f}$ on $M$, the Hamiltonian vector field of $f$, whose action on $g \in C^{\infty}(M)$ is defined by $X_{f}(g):=\{g, f\}$. Note that by skew-symmetry we have $X_{f}(g)=-X_{g}(f)$.

Let $\left(x^{i}\right)$ be a local system of coordinates on $M$, and denote by $\pi_{i j}(x):=\left\{x^{i}, x^{j}\right\}$. The local expression for $X_{f}$ is

$$
X_{f}(x)=\pi_{i j}(x) \frac{\partial f}{\partial x^{j}}(x) \frac{\partial}{\partial x^{i}},
$$

and the integral curves of $X_{f}$ satisfy Hamilton's equations

$$
\frac{d x^{i}}{d t}=\pi_{i j}(x) \frac{\partial f}{\partial x^{j}}(x)
$$

Now suppose that $M$ is an orientable manifold and that $\Phi$ is a volume form on $M$. The following proposition is key to the developments in this paper.

Proposition 2.1. The map $\mathcal{M}_{\Phi}: C^{\infty}(M) \rightarrow C^{\infty}(M)$ given by

$$
\mathcal{M}_{\Phi}(f)=\operatorname{div}_{\Phi}\left(X_{f}\right)
$$

defines a vector field on $M$, where $\operatorname{div}_{\Phi}\left(X_{f}\right)$ denotes the divergence of the vector field $X_{f}$ with respect to the volume form $\Phi$.

[^1]Proof. We need to show that $\mathcal{M}_{\Phi}$ is a derivation, i.e. that

$$
\begin{equation*}
\mathcal{M}_{\Phi}(f g)=f \mathcal{M}_{\Phi}(g)+g \mathcal{M}_{\Phi}(f) . \tag{2.1}
\end{equation*}
$$

We shall see that this is a consequence of the skew-symmetry of the bracket. The reader can check that the above identity holds with a simple calculation in local coordinates. Here we present an intrinsic proof. Denote by $£_{X} \alpha$ the Lie derivative of the form $\alpha$ along the vector field $X$. Using the properties of the Lie derivative we have:

$$
\begin{align*}
\mathcal{M}_{\Phi}(f g) \Phi & =£_{X_{f g}} \Phi=£_{f X_{g}} \Phi+£_{g X_{f}} \Phi  \tag{2.2}\\
& =\left(f \mathcal{M} \Phi(g)+g \mathcal{M}_{\Phi}(f)\right) \Phi+d f \wedge \mathbf{i}_{X_{g}} \Phi+d g \wedge \mathbf{i}_{X_{f}} \Phi .
\end{align*}
$$

Using that $d f \wedge \Phi=0$, one obtains

$$
0=\mathbf{i}_{X_{g}}(d f \wedge \Phi)=X_{g}(f) \Phi-d f \wedge \mathbf{i}_{X_{g}} \Phi,
$$

which implies

$$
d f \wedge \mathbf{i}_{X_{g}} \Phi=X_{g}(f) \Phi .
$$

Similarly, $d g \wedge \mathbf{i}_{X_{f}} \Phi=X_{f}(g) \Phi$. Substituting the latter expressions into (2.2) and using the skewsymmetry of the bracket yields (2.1).

If $\operatorname{dim} M=m$ and the system of coordinates $\left(x^{i}\right)$ is such that $\Phi=d x^{1} \wedge \cdots \wedge d x^{m}$, then the local expression for $\mathcal{M}_{\Phi}$ is

$$
\begin{equation*}
\mathcal{M}_{\Phi}(x)=\frac{\partial \pi_{i j}}{\partial x^{i}}(x) \frac{\partial}{\partial x^{j}} . \tag{2.3}
\end{equation*}
$$

Definition 2.2. The vector field $\mathcal{M}_{\Phi}$ defined above is called the modular vector field of the almost Poisson structure on $M$ with respect to the volume form $\Phi$.

Remark 2.3. The notion of modular vector field for a Poisson manifold has been extensively used [11, 19, 27]. Moreover, Weinstein shows in [40] that it defines a Poisson cohomology class of order 1 which is independent of the choice of volume form. The Poisson manifold is said to be unimodular if this cohomology class is zero, or, equivalently, if the modular vector field is Hamiltonian.

It is natural to ask how the modular vector field is affected when we consider a different volume form $\Phi^{\prime}=e^{\sigma} \Phi$ on $M$. Here $\sigma$ is any smooth function on $M$. A straightforward calculation gives

$$
\begin{equation*}
\mathcal{M}_{\Phi^{\prime}}=\mathcal{M}_{e^{\sigma} \Phi}=\mathcal{M}_{\Phi}-X_{\sigma} . \tag{2.4}
\end{equation*}
$$

The above calculation, together with the comments in Remark 2.3, suggest that we make the following definition:
Definition 2.4. The orientable almost Poisson manifold $M$ is said to be unimodular if there exists a volume form $\Phi$ on $M$ and a real function $\sigma \in C^{\infty}(M)$ such that $\mathcal{M}_{\Phi}=X_{\sigma}$.

The following Theorem is an immediate consequence of the definition.
Theorem 2.5. If the orientable almost Poisson manifold $M$ is unimodular there exists a volume form on $M$ that is invariant by the flow of all Hamiltonian vector fields.

Proof. If $\mathcal{M}_{\Phi}=X_{\sigma}$, then $\operatorname{div}_{e^{\sigma} \Phi}\left(X_{f}\right)=0$ for any function $f \in C^{\infty}(M)$.

## 3. Linear almost Poisson structures, kinetic energy hamiltonians and UNIMODULARITY

Theorem 2.5 shows that unimodularity is a sufficient condition for the existence of an invariant measure for Hamiltonian vector fields. In this section we investigate the degree to which this condition is also necessary in the special case when we deal with linear almost Poisson structures on vector bundles. We will prove in Theorem 3.8 that if the Hamiltonian vector field associated to a kinetic energy Hamiltonian preserves a smooth measure then the corresponding almost Poisson structure is unimodular. This is the main theoretical result of the the paper and will be applied in section 6 to analyze the existence of an invariant measure of several nonholonomic mechanical systems with symmetry.
3.1. Linear almost Poisson structures and unimodularity. Let $\tau: E \rightarrow Q$ be a real vector bundle of rank $n$ on a manifold $Q$ of dimension $m$. We shall denote by $E_{q}$ the fiber over the point $q \in Q$ and by $\Gamma(\tau)$ the space of sections of $\tau: E \rightarrow Q$.

A real function $\varphi: E \rightarrow \mathbb{R}$ is said to be linear if its fiberwise restriction $\left.\varphi\right|_{E_{q}}: E_{q} \rightarrow \mathbb{R}$ is linear for all $q \in Q$. On the other hand, a real function $\tilde{\sigma}: E \rightarrow \mathbb{R}$ is said to be basic if it can be written as $\tilde{\sigma}=\sigma \circ \tau$ for a certain $\sigma \in C^{\infty}(Q)$.

It is well known that there exists a one-to-one correspondence between the space of sections $\Gamma\left(\tau^{*}\right)$ of the dual bundle $\tau^{*}: E^{*} \rightarrow Q$ and the space of linear functions on $E$. Such a correspondence is the following: to the section $X \in \Gamma\left(\tau^{*}\right)$, we associate the linear function $X_{\ell}: E \rightarrow \mathbb{R}$ defined by

$$
X_{\ell}(\alpha)=X(\tau(\alpha))(\alpha), \quad \text { for } \quad \alpha \in E
$$

For every point $q \in Q$ we can choose local coordinates $\left(q^{i}\right)$ on a chart $U$ and a local basis $\left\{e_{I}\right\}$ of $\Gamma\left(\tau^{*}\right)$ on $U$. We denote by $p_{I}$ the local linear functions:

$$
p_{I}=\left(e_{I}\right)_{\ell}
$$

Then $\left(q^{i}, p_{I}\right)$ is a system of local bundle coordinates on $\tau^{-1}(U) \subset E$, where $q^{i}$ and $p_{I}$ are basic and linear functions, respectively.

Definition 3.1. [26] An almost Poisson structure on a real vector bundle $\tau: E \rightarrow Q$ is said to be linear if the almost Poisson bracket of linear functions is linear.

The following proposition explains how basic and linear functions behave under the action of linear almost Poisson brackets. Its proof is given in [26].

Proposition 3.2. [26] Let $\{\cdot, \cdot\}$ be a linear almost Poisson bracket on $E$.
(i) If $X$ is a section of $\tau^{*}: E^{*} \rightarrow Q$ and $\sigma$ is a smooth function on $Q$, then the bracket $\left\{\sigma \circ \tau, X_{\ell}\right\}$ is a basic function on $E$ (the bracket of a linear function and a basic function is a basic function).
(ii) If $\sigma, \sigma^{\prime}$ are smooth functions on $Q$ then $\left\{\sigma \circ \tau, \sigma^{\prime} \circ \tau\right\}=0$ (the bracket of basic functions is zero).

The content of the above proposition can be stated in terms of the local bundle coordinates $\left(q^{i}, p_{I}\right)$ as

$$
\begin{equation*}
\left\{p_{I}, p_{J}\right\}=-C_{I J}^{K} p_{K}, \quad\left\{q^{i}, p_{I}\right\}=\rho_{I}^{i}, \quad\left\{q^{i}, q^{j}\right\}=0 \tag{3.1}
\end{equation*}
$$

for certain smooth functions $C_{I J}^{K}, \rho_{I}^{i}$ on $Q$. These functions are called the local structure functions of the linear almost Poisson structure. In view of this, we obtain the following expression for the Hamiltonian vector field $X_{H}$ of a smooth function $H: E \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
X_{H}=\left(\rho_{I}^{i} \frac{\partial H}{\partial p_{I}}\right) \frac{\partial}{\partial q^{i}}-\left(\rho_{I}^{i} \frac{\partial H}{\partial q^{i}}+C_{I J}^{K} p_{K} \frac{\partial H}{\partial p_{J}}\right) \frac{\partial}{\partial p_{I}}, \tag{3.2}
\end{equation*}
$$

and the corresponding Hamilton's equations

$$
\begin{equation*}
\frac{d q^{i}}{d t}=\rho_{I}^{i} \frac{\partial H}{\partial p_{I}}, \quad \frac{d p_{I}}{d t}=-\left(\rho_{I}^{i} \frac{\partial H}{\partial q^{i}}+C_{I J}^{K} p_{K} \frac{\partial H}{\partial p_{J}}\right) . \tag{3.3}
\end{equation*}
$$

It is hard to underestimate the importance of the above universal form of equations in mechanics. The equations of motion of a great number of mechanical systems can be formulated as above.

Let $\sigma \in C^{\infty}(Q)$. For further reference we note that the Hamiltonian vector field of the basic function $\sigma \circ \tau: E \rightarrow \mathbb{R}$ is the vertical vector field

$$
\begin{equation*}
X_{\sigma \circ \tau}=-\rho_{I}^{i} \frac{\partial \sigma}{\partial q^{i}} \frac{\partial}{\partial p_{I}} . \tag{3.4}
\end{equation*}
$$

## Basic-unimodularity

Suppose that the manifold $Q$ and the vector bundle $\tau: E \rightarrow Q$ are orientable (then the same is true about the dual bundle $\left.\tau^{*}: E^{*} \rightarrow \mathbb{R}\right)$. Denote by $\nu$ a volume form on $Q$, and by $\Omega \in \Gamma\left(\Lambda^{n} \tau^{*}\right)$ a volume form on the fibers of $E^{*}$ (that is, $\Omega$ is an everywhere non-vanishing section of the vector bundle $\Lambda^{n} \tau^{*}: \Lambda^{n} E^{*} \rightarrow Q$, where $n$ is the rank of $E$ ). As indicated in the Appendix, we can consider a basic volume form $\Phi=\nu \wedge \Omega$ on $E$ (actually any basic volume form on $E$ can be obtained through this construction).

Local expressions for the modular vector field $\mathcal{M}_{\Phi}$ are obtained as follows. Recall that we had selected a chart $U$ with local coordinates $\left(q^{i}\right)$, and that $\left\{e_{I}\right\}$ was a local basis of $\Gamma\left(\tau^{*}\right)$ on $U$. Suppose moreover that locally we have

$$
\nu=d q^{1} \wedge \cdots \wedge d q^{m}, \quad \Omega=e_{1} \wedge \cdots \wedge e_{n}
$$

Then (see Appendix),

$$
\Phi=\nu \wedge \Omega=d q^{1} \wedge \cdots \wedge d q^{m} \wedge d p_{1} \wedge \cdots \wedge d p_{n} .
$$

Under these assumptions, the local expression (2.3) for the modular vector field $\mathcal{M}_{\Phi}$ becomes

$$
\begin{equation*}
\mathcal{M}_{\nu \wedge \Omega}=\left(\overline{\left.\frac{\partial \rho_{I}^{i}}{\partial q^{i}}+C_{I J}^{J}\right) \frac{\partial}{\partial p_{I}} . . . ~}\right. \tag{3.5}
\end{equation*}
$$

As a consequence we have
Proposition 3.3. The modular vector field of a linear almost Poisson structure on a vector bundle $\tau: E \rightarrow Q$ with respect to a basic volume form is $\tau$-vertical.

The following definition specializes our interest in the relationship between basic volumes and unimodularity.

Definition 3.4. Consider a vector bundle $\tau: E \rightarrow Q$ equipped with a linear almost Poisson structure. The structure is said to be basic-unimodular if there exists a basic volume form $\Phi$ on $E$, and a basic function $\sigma \circ \tau \in C^{\infty}(E)$ (with $\sigma \in C^{\infty}(Q)$ ) such that $\mathcal{M}_{\Phi}=X_{\sigma \circ \tau}$.

Remark 3.5. Suppose that a linear almost Poisson structure on a vector bundle $\tau: E \rightarrow Q$ is basic-unimodular and that $\Phi^{\prime}$ is an arbitrary basic volume form on $E$. Then, from (2.4), it follows that there exists $\sigma^{\prime} \in C^{\infty}(Q)$ such that $\mathcal{M}_{\Phi^{\prime}}=X_{\sigma^{\prime} \circ \tau}$.

The following theorem shows that unimodularity, basic-unimodularity, and the fact that all Hamiltonian vector fields preserve a basic volume are equivalent notions for linear almost Poisson structures on vector bundles.

Theorem 3.6. Let $\tau: E \rightarrow Q$ be a vector bundle equipped with a linear almost Poisson structure. Suppose that both $Q$ and $E$ are orientable. Then the following statements are equivalent:
(i) The almost Poisson structure is unimodular.
(ii) The almost Poisson structure is basic-unimodular.
(iii) There exists a basic volume form that is invariant under the flow of all the Hamiltonian vector fields.

Proof. The implications (iii) $\Longrightarrow$ (ii) and (ii) $\Longrightarrow$ (i) are trivial. Moreover, (ii) $\Longrightarrow$ (iii) is a direct consequence of Theorem 2.5. Therefore, it only remains to prove the implication (i) $\Longrightarrow$ (ii).

Suppose that the linear almost Poisson structure on $E$ is unimodular. Again, by Theorem 2.5, there exists a volume form $\Phi$ on $E$ that is preserved by all Hamiltonian vector fields. Such form can be written as

$$
\Phi=e^{\tilde{\sigma}} \nu \wedge \Omega,
$$

where $\nu$ is a volume form on $Q, \Omega \in \Gamma\left(\Lambda^{n} \tau^{*}\right)$ is a volume form on the fibers of $\tau^{*}: E^{*} \rightarrow Q$, and $\tilde{\sigma}$ is a smooth function on $E$. We shall prove that $\tilde{\sigma}$ can be chosen to be basic. First note that for any Hamiltonian function $f \in C^{\infty}(E)$ we have

$$
0=\left(\operatorname{div}_{\Phi} X_{f}\right) \Phi=£_{X_{f}} \Phi=\left(X_{f}(\tilde{\sigma})+\mathcal{M}_{\nu \wedge \Omega}(f)\right) \Phi .
$$

Hence, $X_{\tilde{\sigma}}(f)=\mathcal{M}_{\nu \wedge \Omega}(f)$ for any function $f \in C^{\infty}(E)$ which implies

$$
\begin{equation*}
X_{\tilde{\sigma}}=\mathcal{M}_{\nu \wedge \Omega} . \tag{3.6}
\end{equation*}
$$

It follows from Proposition 3.3 that the vector field $X_{\tilde{\sigma}}$ is $\tau$-vertical. Now let 0:Q $\rightarrow E$ be the zero section of the vector bundle $\tau: E \rightarrow Q$. Consider the function $\sigma:=\tilde{\sigma} \circ 0 \in C^{\infty}(Q)$. Using the verticality of $X_{\tilde{\sigma}}$ together with the local expression for the Hamiltonian vector fields (3.2) one obtains $X_{\tilde{\sigma}} \circ 0=X_{\sigma \circ \tau} \circ 0$. Therefore, evaluation of (3.6) along the zero section yields

$$
X_{\sigma \circ \tau} \circ 0=\mathcal{M}_{\nu \wedge \Omega} \circ 0 .
$$

Since both $X_{\sigma \circ \tau}$ and $M_{\nu \wedge \Omega}$ are vertical lifts of vector fields in $Q$, the above identity implies $X_{\sigma \circ \tau}=$ $\mathcal{M}_{\nu \wedge \Omega}$. In other words, the almost Poisson structure is basic-unimodular.

The above theorem, together with the local expressions (3.4) and (3.5), give us the following local characterization of unimodularity.

Corollary 3.7. A linear almost Poisson structure on an orientable vector bundle $\tau: E \rightarrow Q$ is unimodular if and only if there exists a smooth function $\sigma: Q \rightarrow \mathbb{R}$ such that for any system of bundle coordinates $\left(q^{i}, p_{I}\right)$ we have

$$
\begin{equation*}
\rho_{I}^{i} \frac{\partial \sigma}{\partial q^{i}}+\frac{\partial \rho_{I}^{i}}{\partial q^{i}}+C_{I J}^{J}=0, \quad \text { for all } \quad I=1, \ldots, n . \tag{3.7}
\end{equation*}
$$

3.2. Kinetic energy Hamiltonians and unimodularity. Now suppose that the vector bundle $\tau: E \rightarrow Q$ is also endowed with a bundle metric $\mathcal{G}: E \times{ }_{Q} E \rightarrow \mathbb{R}$. For each $q \in Q$, we have a scalar product $\mathcal{G}(q): E_{q} \times E_{q} \rightarrow \mathbb{R}$. In applications to nonholonomic mechanics this metric comes from the kinetic energy of the problem.

The bundle metric $\mathcal{G}$ defines a Hamiltonian function $H$ on $E$. Namely, the kinetic energy associated to $\mathcal{G}$ that is given by $H(\alpha)=\frac{1}{2} \mathcal{G}(q)(\alpha, \alpha)$ for $\alpha \in E_{q}$. In terms of our local bundle coordinates $\left(q^{i}, p_{I}\right)$ we have

$$
\begin{equation*}
H\left(q^{i}, p_{I}\right)=\frac{1}{2} \mathcal{G}^{J K}\left(q^{i}\right) p_{J} p_{K} \tag{3.8}
\end{equation*}
$$

where the $q$-dependent coefficients $\mathcal{G}^{J K}\left(q^{i}\right)$ are obtained from the local basis $\left\{e^{I}\right\}$ of $\Gamma(\tau)$ as $\mathcal{G}^{J K}(q):=$ $\mathcal{G}(q)\left(e^{J}(q), e^{K}(q)\right)$. Note that the condition that $\mathcal{G}$ is a bundle metric implies that the matrix $\mathcal{G}^{J K}(q)$ is symmetric and positive definite for all $q \in Q$. In particular, it is non-degenerate.

We are now ready to state and prove the main theoretical result of the paper that relates the existence of an invariant measure for the Hamiltonian vector field of $H$ defined as above, and the unimodularity of the underlying linear almost Poisson structure.

Theorem 3.8. Let $\tau: E \rightarrow Q$ be a vector bundle equipped with a linear almost Poisson structure. Suppose that both the vector bundle and $Q$ are orientable. Let $\mathcal{G}$ be a bundle metric on $E$ and let $H: E \rightarrow \mathbb{R}$ be the kinetic energy Hamiltonian associated to $\mathcal{G}$. Then the following conditions are equivalent:
(i) The almost Poisson structure is unimodular.
(ii) There exists a volume form $\Phi$ on $E$ that is invariant under the flow of the Hamiltonian vector field $X_{H}$.

Proof. That (i) $\Longrightarrow$ (ii) follows from Theorem 2.5 . To show the converse fix a volume form $\nu$ in $Q$ and a volume form $\Omega \in \Gamma\left(\Lambda^{n} \tau^{*}\right)$ on the fibers of $E^{*}$. The volume form $\Phi$ can be written as $\Phi=e^{\tilde{\sigma}} \nu \wedge \Omega$ for a certain function $\tilde{\sigma} \in C^{\infty}(E)$. Choose local coordinates $\left(q^{i}\right)$ on $Q$ and a local basis $\left\{e_{I}\right\}$ of $\Gamma\left(\tau^{*}\right)$ satisfying

$$
\nu=d q^{1} \wedge \cdots \wedge d q^{m}, \quad \Omega=e_{1} \wedge \cdots \wedge e_{n}
$$

Denote by $\left(q^{i}, p_{I}\right)$ the corresponding system of fiber coordinates on $E$. We then get

$$
\Phi=e^{\tilde{\sigma}} d q^{1} \wedge \cdots \wedge d q^{m} \wedge d p_{1} \wedge \cdots \wedge d p_{n}
$$

Considering the above expression for $\Phi$, together with the local expression (3.2) for the Hamiltonian vector field $X_{H}$, then the condition $\operatorname{div}_{\Phi}\left(X_{H}\right)=0$ yields

$$
\frac{\partial H}{\partial p_{I}}\left(\rho_{I}^{i} \frac{\partial \tilde{\sigma}}{\partial q^{i}}+\frac{\partial \rho_{I}^{i}}{\partial q^{i}}+C_{I J}^{J}\right)=\frac{\partial \tilde{\sigma}}{\partial p_{I}}\left(\rho_{I}^{i} \frac{\partial H}{\partial q^{i}}+C_{I J}^{K} p_{K} \frac{\partial H}{\partial p_{J}}\right)
$$

Differentiating this expression with respect to $p_{L}$ gives

$$
\begin{align*}
\frac{\partial^{2} H}{\partial p_{L} \partial p_{I}} & \left(\rho_{I}^{i} \frac{\partial \tilde{\sigma}}{\partial q^{i}}+\frac{\partial \rho_{I}^{i}}{\partial q^{i}}+C_{I J}^{J}\right)+\frac{\partial H}{\partial p_{I}}\left(\rho_{I}^{i} \frac{\partial^{2} \tilde{\sigma}}{\partial p_{L} \partial q^{i}}\right) \\
& =\frac{\partial^{2} \tilde{\sigma}}{\partial p_{L} \partial p_{I}}\left(\rho_{I}^{i} \frac{\partial H}{\partial q^{i}}+C_{I J}^{K} p_{K} \frac{\partial H}{\partial p_{J}}\right)+\frac{\partial \tilde{\sigma}}{\partial p_{I}}\left(\rho_{I}^{i} \frac{\partial^{2} H}{\partial p_{L} \partial q^{i}}+C_{I J}^{L} \frac{\partial H}{\partial p_{J}}+C_{I J}^{K} p_{K} \frac{\partial^{2} H}{\partial p_{L} \partial p_{J}}\right) . \tag{3.9}
\end{align*}
$$

We now use our hypothesis that the Hamiltonian $H$ is of the form (3.8). Omitting the dependence on $q^{i}$ we have

$$
\frac{\partial^{2} H}{\partial p_{L} \partial p_{I}}=\mathcal{G}^{L I}, \quad \frac{\partial H}{\partial p_{I}}=\mathcal{G}^{I J} p_{J}, \quad \frac{\partial H}{\partial q^{i}}=\frac{1}{2} \frac{\partial \mathcal{G}^{I J}}{\partial q^{i}} p_{I} p_{J}
$$

Next we evaluate (3.9) along the zero section $0: Q \rightarrow E$ and use the above relations to obtain

$$
\mathcal{G}^{L I}\left(\rho_{I}^{i}\left(\frac{\partial \tilde{\sigma}}{\partial q^{i}} \circ 0\right)+\frac{\partial \rho_{I}^{i}}{\partial q^{i}}+C_{I J}^{J}\right)=0 .
$$

Consider the smooth function $\sigma$ on $Q$ defined as $\sigma=\tilde{\sigma} \circ 0$. Then $\frac{\partial \tilde{\sigma}}{\partial q^{i}} \circ 0=\frac{\partial \sigma}{\partial q^{i}}$. Therefore, using the non-degeneracy of $\mathcal{G}^{L I}$, we obtain

$$
\rho_{I}^{i} \frac{\partial \sigma}{\partial q^{i}}+\frac{\partial \rho_{I}^{i}}{\partial q^{i}}+C_{I J}^{J}=0 \quad \text { for all } I=1, \ldots, n
$$

which is the local characterization for unimodularity given in (3.7).

## 4. Invariant measures for nonholonomic mechanical systems with symmetry

In this section we will layout the almost Poisson reduction of nonholonomic mechanical systems with symmetry. We are particularly careful in the development of the associated geometry, to formulate in Theorem 4.2 the necessary and sufficient conditions for the unimodularity of the reduced almost Poisson structure. This is the key step for our study of preservation of volumes for nonholonomic mechanical systems. Our result allows us to recover the existing results in the area [7, 21, 25, 43] in a unified framework, and to further extend them to the case where the dimension assumption does not hold.
4.1. Reduction of nonholonomic mechanical systems with symmetry. We begin by introducing our geometric definition of a symmetric nonholonomic system.
Definition 4.1. Let $p: Q \rightarrow \widehat{Q}:=Q / G$ be a principal $G$-bundle. A symmetric nonholonomic system is a couple $(\mathcal{G}, D)$, where $\mathcal{G}$ is a $G$-invariant Riemannian metric on $Q$ and $D$ is a $G$-invariant constraint distribution on $Q$.

Notice that the theory for a general nonholonomic system without symmetries is recovered by supposing that the symmetry group is trivial $G=\{e\}$. We will describe the dynamics of the system for a general symmetry group $G$ in terms of linear almost Poisson structures. As mentioned before, this formulation goes back to [34] (see also [8, 20, 24, 28]).

## The generalized nonholonomic connection

For our purposes it will be convenient to have a clearer understanding of the structure of the constraint space $D$ and its relation with the infinitesimal symmetries defined by the group action. Denote by $\mathcal{V} p$ the vertical subbundle of $p$. That is,

$$
\mathcal{V p}(q):=T_{q} \operatorname{Orb}_{G}(q)
$$

where $\operatorname{Orb}_{G}(q)$ denotes the orbit of $G$ through $q \in Q$. We will assume that the intersection

$$
\mathcal{V}^{D} p:=\mathcal{V} p \cap D
$$

has constant rank along $Q$. In addition to this hypothesis, a number of important works (e.g. [3], [43]) assume that the dimension assumption holds, namely that

$$
\begin{equation*}
\mathcal{V} p+D=T Q \tag{4.1}
\end{equation*}
$$

In our approach we will not assume that the latter condition holds in general.
Let $\mathcal{H}:=\left(\mathcal{V}^{D} p\right)^{\perp} \cap D$ be the orthogonal complement of $\mathcal{V}^{D} p$ in $D$. Under our assumptions, $\mathcal{H}$ is a $G$-invariant subbbundle of $D$ that allows us to decompose

$$
\begin{equation*}
D=\mathcal{V}^{D} p \oplus \mathcal{H} \tag{4.2}
\end{equation*}
$$

We define a principal connection, the generalized nonholonomic connection, whose horizontal distribution is given by

$$
\mathfrak{H}:=\mathcal{H} \oplus(\mathcal{V} p \oplus \mathcal{H})^{\perp} .
$$

In fact, since $T Q=(\mathcal{V} p \oplus \mathcal{H}) \oplus(\mathcal{V} p \oplus \mathcal{H})^{\perp}$, it follows that

$$
T Q=\mathcal{V} p \oplus \mathfrak{H}
$$

and, using the $G$-invariance of the bundle metric $\mathcal{G}$, one also checks that the horizontal distribution $\mathfrak{H}$ is $G$-invariant.

If the dimension assumption (4.1) holds, then the horizontal distribution $\mathfrak{H}=\mathcal{H}$, and the principal connection defined above coincides with the the nonholonomic connection introduced in [3].

By $G$-invariance of the vector bundles $\mathcal{V}$ and $\mathcal{H}$, the decomposition (4.2) drops to the quotient

$$
\begin{equation*}
\widehat{D}:=D / G=\mathcal{V}^{D} p / G \oplus \mathcal{H} / G \tag{4.3}
\end{equation*}
$$

The space $\mathcal{V}^{D} p / G$ is a vector subbundle (over $\widehat{Q}$ ) of $\widehat{D}$ that we denote by $\tau_{V^{D} / G}: \mathcal{V}^{D} p / G \rightarrow \widehat{Q}$. The space of sections $\Gamma\left(\tau_{V_{D} / G}\right)$ is naturally identified with the $G$-invariant vector fields $Z$ on $Q$ that lie on the intersection $\mathcal{V}^{D} p=D \cap \mathcal{V} p$. As a consequence, for any $Z \in \Gamma\left(\tau_{V D_{p / G}}\right)$, the projection $\widehat{Z}$ onto $\widehat{Q}$ via $p$ vanishes. This fact will be used in the proof of Theorem 4.2 below.

Now consider the distribution $\widehat{\mathcal{H}}$ on $\widehat{Q}$ whose characteristic space at the point $\hat{q} \in \widehat{Q}$ is

$$
\widehat{\mathcal{H}}(\hat{q})=\left(T_{q} p\right)(\mathcal{H}(q)), \quad \text { with } q \in Q \text { and } p(q)=\hat{q} .
$$

The above definition of $\widehat{\mathcal{H}}$ makes sense since $\mathcal{H}$ is $G$-invariant. Notice that if the dimension assumption (4.1) holds, then $\widehat{\mathcal{H}}(\hat{q})=T_{\hat{q}} \widehat{Q}$.

On the other hand, the linear map $\left(T_{q} p\right)_{\mid \mathcal{H}(q)}: \mathcal{H}(q) \rightarrow \widehat{\mathcal{H}}(\hat{q})$ is an isomorphism of real vector spaces. In fact, the horizontal lift ${ }_{q}^{H}: \widehat{\mathcal{H}}(\hat{q}) \rightarrow \mathcal{H}(q)$ associated to the generalized nonholonomic connection is just the inverse morphism of $\left(T_{q} p\right)_{\mid \mathcal{H}(q)}$. Thus, the horizontal lift of a vector field $\widehat{Y}$ on $\widehat{Q}$ that lies on $\widehat{\mathcal{H}}$ is a $G$-invariant vector field $\widehat{Y}^{H}$ on $Q$ which belongs to the distribution $\mathcal{H}$. That is, $\widehat{Y}^{H} \in \Gamma\left(\tau_{\mathcal{H} / G}\right)$, where $\tau_{\mathcal{H} / G}: \mathcal{H} / G \rightarrow \widehat{Q}$ is the vector bundle projection.

Therefore, the vector bundles $\mathcal{H} / G \rightarrow \widehat{Q}=Q / G$ and $\widehat{\mathcal{H}} \rightarrow \widehat{Q}=Q / G$ are isomorphic and the tangent map to $p, T p$, induces a vector bundle isomorphism between them.

## Construction of the reduced almost Poisson bracket

It is well-known that the space of orbits $T^{*} Q / G$ of the cotangent lifted action of $G$ to $T^{*} Q$ is a vector bundle over $\widehat{Q}$ that admits a linear Poisson structure $\{\cdot, \cdot\}_{T^{*} Q / G}$, see e.g. [31]. We shall denote the natural bundle projection by $\hat{\tau}^{*}: T^{*} Q / G \rightarrow \widehat{Q}$.

Note that the space of sections of the dual bundle $\hat{\tau}: T Q / G \rightarrow \widehat{Q}$ may be identified with the space of $G$-invariant vector fields on $Q$. Let $X$ and $Y$ be any such vector fields and $\widehat{f}, \widehat{k} \in C^{\infty}(\widehat{Q})$. Then the bracket $\{\cdot, \cdot\}_{T^{*} Q / G}$ is characterized by the relations

$$
\begin{equation*}
\left\{X_{\ell}, Y_{\ell}\right\}_{T^{*} Q / G}=-([X, Y])_{\ell}, \quad\left\{\widehat{f} \circ \hat{\tau}^{*}, X_{\ell}\right\}_{T^{*} Q / G}=\widehat{X}(\widehat{f}) \circ \hat{\tau}^{*}, \quad\left\{\widehat{f} \circ \hat{\tau}^{*}, \widehat{k} \circ \hat{\tau}^{*}\right\}_{T^{*} Q / G}=0 \tag{4.4}
\end{equation*}
$$

where $\widehat{X}$ denotes the projection of the $G$-invariant vector field $X$ onto $\widehat{Q}$ via $p$. In the case where the Lie group $G$ is trivial, the above formulas characterize the canonical Poisson structure in $T^{*} Q$.

Now denote by $\iota^{*}: T^{*} Q \rightarrow D^{*}$ and $\mathcal{P}^{*}: D^{*} \rightarrow T^{*} Q$ the dual morphisms of the canonical inclusion $\iota: D \hookrightarrow T Q$, and the $\mathcal{G}$-orthogonal projector $\mathcal{P}: T Q \rightarrow D$. Since $D$ and $\mathcal{G}$ are $G$-invariant, the cotangent lifted action to $T^{*} Q$ induces a $G$-action on $D^{*}$ and the morphisms $\iota^{*}$ and $\mathcal{P}^{*}$ are $G$-equivariant. Thus, they induce the corresponding epimorphism and monomorphism of vector bundles

$$
\widehat{\iota}^{*}: T^{*} Q / G \rightarrow \widehat{D}^{*}, \quad \text { and } \quad \widehat{\mathcal{P}}^{*}: \widehat{D}^{*} \rightarrow T^{*} Q / G
$$

where $\widehat{D}^{*}:=D^{*} / G$.
The vector bundle $\tau_{\widehat{D}^{*}}: \widehat{D}^{*} \rightarrow \widehat{Q}$ possesses a linear almost Poisson structure. For functions $\widehat{\varphi}, \widehat{\psi} \in C^{\infty}\left(\widehat{D}^{*}\right)$ it is given by

$$
\begin{equation*}
\{\widehat{\varphi}, \widehat{\psi}\}_{\widehat{D}^{*}}=\left\{\widehat{\varphi} \circ \widehat{\iota}^{*}, \widehat{\psi} \circ \widehat{\iota}^{*}\right\}_{T^{*} Q / G} \circ \widehat{\mathcal{P}}^{*} \tag{4.5}
\end{equation*}
$$

The bracket $\{\cdot, \cdot\}_{\widehat{D}^{*}}$ is the reduced linear almost Poisson structure that describes the reduced nonholonomic dynamics.

We remark that the space of sections of the dual vector bundle $\tau_{\widehat{D}}: \widehat{D} \rightarrow \widehat{Q}$ is naturally identified with the set of $G$-invariant vector fields on $Q$ that are sections of $D$. Moreover, from (4.4) and (4.5), we deduce that the reduced bracket $\{\cdot, \cdot\}_{\widehat{D}^{*}}$ is characterized by the relations

$$
\begin{equation*}
\left\{X_{\ell}, Y_{\ell}\right\}_{\widehat{D}^{*}}=-(\mathcal{P}[X, Y])_{\ell}, \quad\left\{\widehat{f} \circ \tau_{\widehat{D}^{*}}, X_{\ell}\right\}_{\widehat{D}^{*}}=\widehat{X}(\widehat{f}) \circ \tau_{\widehat{D}^{*}}, \quad\left\{\widehat{f} \circ \tau_{\widehat{D}^{*}}, \widehat{k} \circ \tau_{\widehat{D}^{*}}\right\}_{\widehat{D}^{*}}=0 \tag{4.6}
\end{equation*}
$$

where $X, Y \in \Gamma\left(\tau_{\widehat{D}}\right)$, and $\widehat{f}, \widehat{k} \in C^{\infty}(\widehat{Q})$ while, as before, $\widehat{X}$ denotes the projection of $X$ onto $\widehat{Q}$ via $p$. The main difference between the above formulae and (4.4) is the appearance of the projector $\mathcal{P}$ in the first term.
4.2. Unimodularity of the reduced linear almost Poisson structure. The constructions in the previous section will be useful to study the unimodularity of the reduced almost Poisson structure $\{\cdot, \cdot\}_{\widehat{D}^{*}}$. Recall from (4.2) that the reduced space $\widehat{D}=D / G$ can be decomposed as

$$
\widehat{D}=\mathcal{V}_{p} / G \oplus \mathcal{H} / G
$$

Our study of the unimodularity of the almost Poisson structure $\{\cdot, \cdot\}_{\widehat{D}^{*}}$ will be performed by separately considering linear functions induced by sections of the spaces involved in the above decomposition.

Assume that both the manifold $\widehat{Q}$ and the vector bundle $\widehat{D}^{*}$ are orientable. Then we can choose a basic volume form $\Phi$ on $\widehat{D}^{*}$.

Denote by $\mathcal{M}_{\Phi}$ the modular vector field of $\widehat{D}^{*}$ with respect to the basic volume form $\Phi$. We define the family $\mathcal{R}$ of 1 -forms $\widehat{\omega}_{\Phi}$ on $\widehat{Q}$ that satisfy

$$
\begin{equation*}
\widehat{\omega}_{\Phi}(\widehat{Y}) \circ \tau_{\widehat{D}^{*}}=\mathcal{M}_{\Phi}\left(\left(\widehat{Y}^{H}\right)_{\ell}\right) \tag{4.7}
\end{equation*}
$$

where $\widehat{Y}$ is any section of $\widehat{\mathcal{H}}$ and $\left(\widehat{Y}^{H}\right)_{\ell}$ denotes the linear function on $\widehat{D}^{*}$ induced by the section $\widehat{Y}^{H} \in \Gamma\left(\tau_{\widehat{D}}\right)$. Note that by Proposition 3.3, the vector field $\mathcal{M}_{\Phi}$ is $\tau_{\widehat{D} *}$-vertical. This implies that $\mathcal{M}_{\Phi}\left(\left(\widehat{Y}^{H}\right)_{\ell}\right)$ is a basic function with respect to $\tau_{\widehat{D}^{*}}$ and the relation 4.7) is consistent.

If the dimension assumption holds, then $\widehat{\mathcal{H}}=T \widehat{Q}$ and $\widehat{\omega}_{\Phi}$ is uniquely defined. In other cases, $\mathcal{R}$ is the space of sections of an affine subbundle of $\widehat{T Q}$ with rank

$$
\operatorname{dim} Q-\operatorname{rank}(D+\mathcal{V} p)
$$

We are now ready to give necessary and sufficient conditions for the unimodularity of $\widehat{D}$ in terms of the family $\mathcal{R}$ of 1 -forms $\widehat{\omega}_{\Phi}$.

Theorem 4.2. Let $\Phi$ be any basic volume form on $\widehat{D}^{*}$. The linear almost Poisson structure $\{\cdot, \cdot\}_{\widehat{D}^{*}}$ on $\widehat{D}^{*}$ is unimodular if and only if the following conditions hold:
(i) For every section $Z$ of $\mathcal{V}^{D} p / G$ we have

$$
\operatorname{div}_{\Phi}\left(X_{Z_{\ell}}\right)=0
$$

where $X_{Z_{\ell}}$ is the Hamiltonian vector field on $\widehat{D}^{*}$ associated with the linear function $Z_{\ell}: \widehat{D}^{*} \rightarrow$ $\mathbb{R}$ induced by the section $Z$.
(ii) There exists a 1-form $\widehat{\omega}_{\Phi}$ on $\widehat{Q}$ belonging to the family $\mathcal{R}$ defined by (4.7) such that

$$
\widehat{\omega}_{\Phi}=-d \widehat{\sigma},
$$

for a certain smooth function $\widehat{\sigma}$ on $\widehat{Q}$.
Proof. Suppose that the almost Poisson structure is unimodular. From Remark 3.5 and Theorem 3.6 it follows that there exists $\widehat{\sigma} \in C^{\infty}(\widehat{Q})$ such that

$$
\begin{equation*}
\mathcal{M}_{\Phi}=X_{\widehat{\sigma} \circ \tau_{\widehat{D}^{*}}} \tag{4.8}
\end{equation*}
$$

Let $Z$ as in item (i) of the statement of the theorem. Then $Z$ is a $G$-invariant vector field on $Q$ that lies on the intersection $\mathcal{V}^{D} p=\mathcal{V} p \cap D$. Using the definition of the bracket on $\widehat{D}^{*}$ given in (4.6) we find

$$
X_{\widehat{\sigma} \circ \tau_{\widehat{D} *}}\left(Z_{\ell}\right)=\left\{Z_{\ell}, \widehat{\sigma} \circ \tau_{\widehat{D}^{*}}\right\}_{\widehat{D}^{*}}=-\widehat{Z}(\widehat{\sigma}) \circ \tau_{\widehat{D}^{*}}
$$

where $\widehat{Z}$ is the projection (via $p$ ) of the vector field $Z$. Thus, since $Z$ is $p$-vertical, we have $X_{\widehat{\sigma} \circ \tau_{\widehat{D}}}\left(Z_{\ell}\right)=0$. Therefore, as a consequence of (4.8) we obtain that the condition (i) in the theorem is necessary for unimodularity.

Similarly, if $\widehat{Y}$ is a vector field on $\widehat{Q}$ that belongs to the distribution $\widehat{\mathcal{H}}$ then, since the 1-forms in $\mathcal{R}$ satisfy (4.7), from (4.8) we obtain

$$
\widehat{\omega}_{\Phi}(\widehat{Y}) \circ \tau_{\widehat{D}^{*}}=\mathcal{M}_{\Phi}\left(\left(\widehat{Y}^{H}\right)_{\ell}\right)=X_{\widehat{\sigma} \circ \tau_{\widehat{D}^{*}}}\left(\left(\widehat{Y}^{H}\right)_{\ell}\right)=\left\{\left(\widehat{Y}^{H}\right)_{\ell}, \widehat{\sigma} \circ \tau_{\widehat{D}^{*}}\right\}_{\widehat{D}^{*}}=-\widehat{Y}(\widehat{\sigma}) \circ \tau_{\widehat{D}^{*}}
$$

where we have used again the definition of the bracket on $\widehat{D}^{*}$ given in 4.6. The last equality implies that $\widehat{\omega}_{\Phi}(\widehat{Y})=-\widehat{Y}(\widehat{\sigma})=-d \widehat{\sigma}(\widehat{Y})$. This shows that item (ii) in the theorem is also a necessary condition for unimodularity. The sufficiency of these conditions is a consequence of the decomposition (4.3).

## Local expressions for unimodularity

We are interested in obtaining a local version of the above theorem to apply it to concrete examples. We will use the following notation: $\left(\hat{q}^{\hat{\imath}}\right)$ are local coordinates on $\widehat{Q}$, whereas $\left(p_{a}, p_{\alpha}\right)$ are linear coordinates on the fibers of $\widehat{D}^{*}$ induced by the sections $\left\{s_{I}\right\}=\left\{Z_{a}, \widehat{Y}_{\alpha}^{H}\right\}$ that are a $G$-invariant basis of $D$ adapted to the decomposition $D=\mathcal{V}^{D} p \oplus \mathcal{H}$. So, $\left\{s_{I}\right\}=\left\{Z_{a}, \widehat{Y}_{\alpha}^{H}\right\}$ induces a basis of $\widehat{D}$ adapted to the decomposition (4.3):

$$
\widehat{D}=\mathcal{V}^{D} p / G \oplus \mathcal{H} / G
$$

Here, $\widehat{Y}_{\alpha}=\widehat{Y}_{\alpha}^{\hat{\imath}} \frac{\partial}{\partial \hat{q}^{\hat{\imath}}}$ is a local basis of sections of $\widehat{\mathcal{H}}$. Note the difference between the Latin lower-case indices $a, b, \ldots$ and the Greek lower-case indices $\alpha, \beta, \ldots$ We also remark that the upper-case indices $I, J, \ldots$ run over the joint range of $a, b, \ldots$ and $\alpha, \beta, \ldots$

Consider the basic volume form $\Phi=\nu \wedge \Lambda$ on $\widehat{D}^{*}$ and assume that with our choice of coordinates we have

$$
\nu=\bigwedge_{\hat{\iota}} d \hat{q}^{\hat{\imath}}, \quad \Lambda=\bigwedge_{a} Z_{a} \bigwedge_{\alpha} \widehat{Y}_{\alpha}^{H}
$$

Then

$$
\begin{equation*}
\Phi=\bigwedge_{\hat{\imath}} d \hat{q}^{\hat{\imath}} \bigwedge_{a} d p_{a} \bigwedge_{\alpha} d p_{\alpha} \tag{4.9}
\end{equation*}
$$

On the other hand, using (3.2) and the fact that $\left(Z_{a}\right)_{\ell}=p_{a},\left(\widehat{Y}_{\alpha}^{H}\right)_{\ell}=p_{\alpha}, \rho_{a}^{\hat{\imath}}=0$ and $\rho_{\alpha}^{\hat{\imath}}=\widehat{Y}_{\alpha}^{\hat{\imath}}$, we get the following expressions for their Hamiltonian vector fields

$$
\begin{align*}
X_{p_{a}} & =\left(C_{a b}^{I} p_{I}\right) \frac{\partial}{\partial p_{b}}+\left(C_{a \alpha}^{I} p_{I}\right) \frac{\partial}{\partial p_{\alpha}}  \tag{4.10}\\
X_{p_{\alpha}} & =\widehat{Y}_{\alpha}^{\hat{\imath}} \frac{\partial}{\partial \hat{q}^{\hat{\imath}}}+\left(C_{\alpha a}^{I} p_{I}\right) \frac{\partial}{\partial p_{a}}+\left(C_{\alpha \beta}^{I} p_{I}\right) \frac{\partial}{\partial p_{\beta}} \tag{4.11}
\end{align*}
$$

Note that, using (4.6), we deduce that the local functions $C_{I J}^{K}$ on $\widehat{Q}$ are determined by the equations $\mathcal{P}\left[s_{I}, s_{J}\right]=C_{I J}^{K} s_{K}$, where $[\cdot, \cdot]$ is the standard Lie bracket of vector fields on $Q$.

Thus, from (4.9) and (4.10), we immediately get the following local version of item (i) in Theorem 4.2 ,

$$
\begin{equation*}
C_{a I}^{I}=C_{a b}^{b}+C_{a \alpha}^{\alpha}=0 \quad \text { for all } a \tag{4.12}
\end{equation*}
$$

Similarly, from (4.7), 4.9) and (4.11), it follows that

$$
\begin{equation*}
\widehat{\omega}_{\Phi}\left(\widehat{Y}_{\alpha}\right)=\frac{\partial \widehat{Y}_{\alpha}^{\hat{\imath}}}{\partial \hat{q}^{\hat{i}}}+C_{\alpha a}^{a}+C_{\alpha \beta}^{\beta} \tag{4.13}
\end{equation*}
$$

Therefore, we conclude that condition (ii) in Theorem 4.2 is equivalent to the following equations for the unknown $\widehat{\sigma} \in C^{\infty}(\widehat{Q})$ :

$$
\begin{equation*}
-\widehat{Y}_{\alpha}(\widehat{\sigma})=\frac{\partial \widehat{Y}_{\alpha}^{\hat{\iota}}}{\partial \hat{q}^{\hat{\imath}}}+C_{\alpha b}^{b}+C_{\alpha \beta}^{\beta} \quad \text { for all } \alpha \tag{4.14}
\end{equation*}
$$

4.3. Invariant measures for the reduced nonholonomic system. We now state our results looking ahead at measure preservation for nonholonomic systems.

Corollary 4.3. The reduced nonholonomic dynamics preserve a volume form if and only if conditions (i) and (ii) in Theorem 4.2 hold for a basic volume form $\Phi$ on $\widehat{D}^{*}$ and a real $C^{\infty}$-function $\widehat{\sigma}$ on $\widehat{Q}$. Furthermore, if these conditions hold then the dynamics preserves the basic volume form $\Phi^{\prime}$ on $\widehat{D}^{*}$ given by $\Phi^{\prime}=\exp \left(\widehat{\sigma} \circ \tau_{\widehat{D}^{*}}\right) \Phi$.

Proof. The first part follows from Theorems 3.8 and 4.2 . On the other hand, if conditions (i) and (ii) in Theorem 4.2 hold then the modular vector field $\mathcal{M}_{\Phi}$ in $\widehat{D}^{*}$ is just the Hamiltonian vector field of the basic function $\widehat{\sigma} \circ \tau_{\widehat{D}^{*}}$. Thus, using (2.4), we deduce that $\mathcal{M}_{\Phi^{\prime}}=0$, which proves the second part.

We will now specialize our discussion to different reduction scenarios. This will allow us to express conditions $(i)$ and ( $i i$ ) in Theorem 4.2 in simpler terms that are useful in applications. In doing this we shall recover several results existing in the literature in a unified manner [7, 21, 25, 43].

## Invariant measures under the dimension assumption

Suppose that the dimension assumption (4.1) holds, that is,

$$
\mathcal{V} p+D=T Q
$$

Then the horizontal space $\mathfrak{H}$ of the nonholonomic connection equals $\mathcal{H}$, and the distribution $\widehat{\mathcal{H}}=T \widehat{Q}$. As a direct consequence of Corollary 4.3 we recover the characterization of systems with an invariant measure given in [43] in a local form. Here, we present the intrinsic version:

Corollary 4.4. [43] The reduced nonholonomic dynamics preserves a volume form if and only if there exists a basic volume form $\Phi$ on $\widehat{D}^{*}$ such that the following conditions hold:
(i) For every section $Z$ of $\mathcal{V}^{D} p / G$ we have

$$
\operatorname{div}_{\Phi}\left(X_{Z_{\ell}}\right)=0
$$

(ii) The 1-form $\widehat{\omega}_{\Phi}$ on $\widehat{Q}$ defined by 4.7) is exact.

Furthermore, if (i) and (ii) hold, and $\hat{\omega}_{\Phi}=-d \hat{\sigma}$, then the dynamics preserves the volume form

$$
\Phi^{\prime}=\exp \left(\widehat{\sigma} \circ \tau_{\widehat{D}^{*}}\right) \Phi
$$

The local version of condition (i) in the above corollary is again given by 4.12). However, the local version of condition (ii) given in (4.14) greatly simplifies in this case. Since $\widehat{\mathcal{H}}=T \widehat{Q}$, the local vector fields $\widehat{Y}_{\alpha}$ can be chosen as

$$
\widehat{Y}_{\alpha}=\frac{\partial}{\partial \hat{q}^{\alpha}}
$$

where $\left(\hat{q}^{\alpha}\right)$ are local coordinates for $\hat{Q}$. Equation 4.13 implies that $\widehat{\omega}_{\Phi}$ is locally given by

$$
\begin{equation*}
\widehat{\omega}_{\Phi}=\left(C_{\alpha a}^{a}+C_{\alpha \beta}^{\beta}\right) d \hat{q}^{\alpha} . \tag{4.15}
\end{equation*}
$$

## Invariant measures for $G$-Chaplygin systems

Now, suppose that the nonholonomic system is a Chaplygin system, see e.g. [22], that is,

$$
T Q=\mathcal{V} p \oplus D
$$

In this case the distribution $\mathcal{V}^{D} p=0$ and the condition (i) in Theorem 4.2 is empty. On the other hand, condition (ii) yields the following result that was proved in [7].

Corollary 4.5. [7] For a G-Chaplygin system, the reduced nonholonomic dynamics preserves a volume form if and only if the 1 -form $\widehat{\omega}_{\Phi}$ on $\widehat{Q}$ is exact. Furthermore, if $\widehat{\omega}_{\Phi}=-d \widehat{\sigma}$, with $\widehat{\sigma} \in C^{\infty}(\widehat{Q})$, then the dynamics preserves the volume form

$$
\Phi^{\prime}=\exp \left(\widehat{\sigma} \circ \tau_{\widehat{D}^{*}}\right) \Phi
$$

In this case, the local expression 4.15 for $\widehat{\omega}_{\Phi}$ further simplifies to give

$$
\begin{equation*}
\widehat{\omega}_{\Phi}=C_{\alpha \beta}^{\beta} d \hat{q}^{\alpha} . \tag{4.16}
\end{equation*}
$$

## Invariant measures for LL systems

Now suppose that the nonholonomic system is LL. This means that the configuration manifold coincides with the symmetry Lie group, i.e. $Q=G$. In this case, both the metric $\mathcal{G}$ and the constraint distribution $D$ are left-invariant. Hence they are respectively determined at the Lie algebra $\mathfrak{g}$ by a symmetric, positive definite, inertia tensor $\mathbb{I}: \mathfrak{g} \rightarrow \mathfrak{g}^{*}$, and a subspace $\partial \subset \mathfrak{g}$ that is not a Lie subalgebra. For all $h \in G$ we have

$$
\mathcal{G}(h)\left(u_{h}, v_{h}\right)=\left\langle\mathbb{I}\left(\left(T_{h} l_{h^{-1}}\right)\left(u_{h}\right)\right), T_{h} l_{h^{-1}}\left(v_{h}\right)\right\rangle, \quad D(h)=\left(T_{\mathfrak{e}} l_{h}\right)(\partial),
$$

where $u_{h}, v_{h} \in T_{h} G, \mathfrak{e}$ is the identity element in $G,\langle\cdot, \cdot\rangle$ denotes the duality pairing, and the mapping $l_{h}: G \rightarrow G$ is left multiplication by $h$.

For an LL system, the condition (ii) in Theorem 4.2 is empty. On the other hand, the local expression 4.12 of condition (i) simplifies to:

$$
C_{a b}^{b}=0, \quad \text { for all } a
$$

Moreover, in this case the vector fields $Z_{a}$ can be taken as left extensions of a basis $\left\{e_{a}\right\}$ of $\partial$ (i.e. $Z_{a}(h)=T_{\mathfrak{e}} l_{h}\left(e_{a}\right)$ for $\left.h \in G\right)$. Then if we denote by $\mathcal{P}: \mathfrak{g} \rightarrow \partial$ the orthogonal projector corresponding to the metric defined in $\mathfrak{g}$ by the inertia matrix $\mathbb{I}$, the following result follows
Corollary 4.6. The reduced nonholonomic dynamics preserves a volume form if and only if

$$
\begin{equation*}
\sum_{b=1}^{n}\left\langle e^{b}, \mathcal{P}\left[e_{a}, e_{b}\right]_{\mathfrak{g}}\right\rangle=0, \quad \text { for all } a \tag{4.17}
\end{equation*}
$$

where $\left\{e_{a}\right\}$ is a basis of $\partial$ and $\left\{e^{a}\right\}$ is the dual basis of $\partial^{*}$. In addition, if (4.17) holds then the nonholonomic dynamics preserves the euclidean volume on $\partial^{*}$.

The conclusion about the euclidean volume is established by noticing that any volume of basic type on $\partial^{*}$ is a constant multiple of it.

Remark 4.7. If the co-dimension of $\partial$ in $\mathfrak{g}$ equals to 1 , then the condition (4.17) can be given in simpler terms. Let $\beta \in \mathfrak{g}^{*}$ span the annihilator $\partial^{0}$ of $\partial$, and let $\eta:=\mathbb{I}^{-1} \beta \in \mathfrak{g}$. Then, it is easy to prove that condition 4.17 is equivalent to the requirement that

$$
\frac{1}{\langle\beta, \eta\rangle} \operatorname{ad}_{\eta}^{*} \beta+\mathcal{M}_{\mathfrak{g}}=\mu \beta
$$

for a certain $\mu \in \mathbb{R}$, where ad* $: \mathfrak{g} \times \mathfrak{g}^{*} \rightarrow \mathfrak{g}^{*}$ is the coadjoint representation of $\mathfrak{g}$, and $\mathcal{M}_{\mathfrak{g}} \in \mathfrak{g}^{*}$ is the modular character of $\mathfrak{g}$ (we recall that $\mathcal{M}_{\mathfrak{g}}(\xi)=\operatorname{trace}\left(\operatorname{ad}_{\xi}\right)$, for $\xi \in \mathfrak{g}$ ). This result had been proven by Jovanovic [21] (see also [25]).

## 5. Algorithm to investigate the existence of invariant measures

In this section we give an algorithm to determine if a nonholonomic system with symmetry possesses an invariant measure. The algorithm is written so that the conditions in Theorem 4.2 can be applied in practice in a systematic way. We restrict our attention to a more specific kind of systems that satisfy the following conditions:

C1. The first de Rham cohomology group of the shape space $\widehat{Q}=Q / G$ is trivial.
C2. There exists an open dense set $\widehat{U} \subset \widehat{Q}$ with a global chart that defines coordinates $\left(\hat{q}^{\hat{\imath}}\right)$.
For the examples that we treat in the next section, the space $\widehat{Q}$ is $\mathbb{R}^{2}, S^{2}$ or $S O(3)$, that satisfy both conditions C1 and $\mathbf{C 2}$. We recall that in our developments we are always assuming that the intersection $\mathcal{V}^{D} p:=D \cap \mathcal{V} p$ has constant rank.

The steps are described above under the assumption that $(\mathcal{G}, D)$ is a symmetric nonholonomic system on $Q$. Most of the steps only involve computations that can be systematically performed with a symbolic algebra program.
Step 1. Find a basis $\left\{Z_{a}, Y_{\alpha}\right\}$ of $G$-invariant vector fields of $D$ in such a way that $\left\{Z_{a}\right\}$ is a basis of $\Gamma\left(\tau_{\mathcal{V} D_{p}}\right)$ and $\left\{Y_{\alpha}\right\}$ is a basis of $\Gamma\left(\tau_{\mathcal{H}}\right)$.

The vector fields $Z_{a}$ and $Y_{\alpha}$ need not be defined globally. It is sufficient that they are defined on the dense open set $p^{-1}(\widehat{U}) \subset Q$. In the examples treated below, the vector fields $\left\{Z_{a}, Y_{\alpha}\right\}$ were found by inspection. If the dimension of $\mathcal{V}^{D} p$ is zero, skip steps 2 and 3 and go to step 4. On the other hand, if the dimension of $\mathcal{H}$ is zero, the algorithm terminates in step 3.
Step 2. Compute the structure coefficients $C_{a I}^{J}$ defined by

$$
\mathcal{P}\left(\left[Z_{a}, Z_{b}\right]\right)=C_{a b}^{d} Z_{d}+C_{a b}^{\alpha} Y_{\alpha}, \quad \mathcal{P}\left(\left[Z_{a}, Y_{\alpha}\right]\right)=C_{a \alpha}^{b} Z_{b}+C_{a \alpha}^{\beta} Y_{\beta}
$$

where $\mathcal{P}$ is the $\mathcal{G}$-orthogonal projection onto $D$ and $[\cdot, \cdot]$ is the standard commutator of vector fields. Notice that by $G$-invariance of the basis $\left\{Z_{a}, Y_{\alpha}\right\}$ and the metric $\mathcal{G}$, the structure coefficients $C_{a J}^{K}$ are functions of $\hat{q}^{\hat{l}}$.
Step 3. A necessary condition for the existence of an invariant measure (coming from item (i) in Theorem 4.2 and expressed locally in (4.12)) is that

$$
C_{a b}^{b}+C_{a \alpha}^{\alpha}=0, \quad \text { for all } a
$$

If the dimension of $\mathcal{H}$ is zero, this condition is also sufficient.
Step 4. Compute the coefficients $C_{\alpha \beta}^{I}$ defined by

$$
\mathcal{P}\left(\left[Y_{\alpha}, Y_{\beta}\right]\right)=C_{\alpha \beta}^{a} Z_{a}+C_{\alpha \beta}^{\gamma} Y_{\gamma} .
$$

As in step 2, here one needs to compute the standard commutator of vector fields and their $\mathcal{G}$-orthogonal projection onto $D$. As before, one should interpret the coefficients $C_{\alpha J}^{K}$ as functions of $\hat{q}^{\hat{i}}$.
Step 5. Consider the projections $\widehat{Y}_{\alpha}$ (via $p$ ) on $\widehat{U}$ of the vector fields $Y_{\alpha}$, and write them as

$$
\widehat{Y}_{\alpha}=\widehat{Y}_{\alpha}^{\hat{\iota}} \frac{\partial}{\partial \hat{q}^{\hat{\imath}}}
$$

Now, denote by $\mathcal{R}$ the family of 1-forms $\widehat{\omega}$ on $\widehat{U}$ that satisfy

$$
\widehat{\omega}\left(\widehat{Y}_{\alpha}\right)=\frac{\partial \widehat{Y}_{\alpha}^{\hat{\imath}}}{\partial \hat{q}^{\hat{\imath}}}+C_{\alpha a}^{a}+C_{\alpha \beta}^{\beta}, \quad \forall \alpha
$$

A necessary condition for the existence of an invariant measure is that there exists a 1 -form $\widehat{\omega}$ in the family $\mathcal{R}$ that satisfies $\widehat{\omega}=-d \widehat{\sigma}_{\widehat{U}}$ for a certain $\widehat{\sigma}_{\widehat{U}} \in C^{\infty}(\widehat{U})$. In practice, one checks if there is a 1 -form $\widehat{\omega}$ within $\mathcal{R}$ that satisfies the weaker condition $d \widehat{\omega}=0$.
Step 6 Let $\left(\hat{q}^{\hat{\imath}}, p_{a}, p_{\alpha}\right)$ be a system of local coordinates on $\widehat{D}^{*}$ induced by the basis $\left\{Z_{a}, Y_{\alpha}\right\}$. Then the volume form

$$
\Phi=\exp \left(\widehat{\sigma}_{\widehat{U}}\right) \bigwedge_{\hat{\iota}} d \hat{q}^{\hat{\imath}} \bigwedge_{a} d p_{a} \bigwedge_{\alpha} d p_{\alpha}
$$

is preserved by the system on the open set $\left(\tau_{\widehat{D}^{*}}\right)^{-1}(\widehat{U}) \subset \widehat{D}^{*}$. One should finally verify that the above volume form admits an invariant extension to $\widehat{D}^{*}$.

Remark 5.1. If the dimension assumption holds, then such an invariant extension always exists. To see this fix a basic volume form $\Psi$ on $\widehat{D}^{*}$, and suppose that

$$
\begin{equation*}
\left.\Psi\right|_{\left(\tau_{\widehat{D}^{*}}\right)^{-1}(\widehat{U})}=\exp \left(\widehat{\zeta}_{\widehat{U}^{\circ}} \circ \tau_{\widehat{D}^{*}}\right) \bigwedge_{\hat{\imath}} d \hat{q}^{\hat{i}} \bigwedge_{a} d p_{a} \bigwedge_{\alpha} d p_{\alpha}, \quad \text { with } \quad \widehat{\zeta}_{\widehat{U}} \in C^{\infty}(\widehat{U}) \tag{5.1}
\end{equation*}
$$

In such a case, there is a smooth extension $\widehat{\xi} \in C^{\infty}(\widehat{Q})$ of the real function $\widehat{\sigma}_{\widehat{U}}-\widehat{\zeta}_{\widehat{U}}$ and

$$
\Psi^{\prime}=\exp \left(\widehat{\xi} \circ \tau_{\widehat{D}^{*}}\right) \Psi
$$

is an invariant volume form.
In fact, if $\widehat{\omega}_{\Psi}$ is the (global) 1-form on $\widehat{Q}$ given by 4.7) then a direct computation using (5.1) proves that

$$
\begin{equation*}
\left.\left(\widehat{\omega}_{\Psi}\right)\right|_{\widehat{U}}=\widehat{\omega}+d \widehat{\zeta}_{\widehat{U}}=-d\left(\widehat{\sigma}_{\widehat{U}}-\widehat{\zeta}_{\widehat{U}}\right) . \tag{5.2}
\end{equation*}
$$

In particular, $\widehat{\omega}_{\Psi}$ is closed in $\widehat{U}$ and, since $\widehat{U}$ is dense, we obtain that $\widehat{\omega}_{\Psi}$ is closed (in $\widehat{Q}$ ). This, using C1, implies that $\widehat{\omega}_{\Psi}$ is exact, that shows that condition (ii) of Theorem 4.2 is satisfied.

## 6. Examples

6.1. Body with planar section rolling over a fixed sphere. Following [4, 38, 39, 42], consider the motion of a rigid body that possesses a planar fact ${ }^{2}$ that rolls without slipping over a fixed sphere of radius $R$. We consider a body frame $\left\{E_{1}, E_{2}, E_{3}\right\}$, whose origin is located at the center of mass $C$ of the body, and such that the $E_{3}$-axis is normal to the planar face of the body. The spatial frame $\left\{e_{1}, e_{2}, e_{3}\right\}$ has its origin at the center $O$ of the sphere. The distance between the center of mass $C$

[^2]and the planar face will be denoted by $\ell$. We assume that our choice of body frame is such that $E_{3}$ is the outward normal vector to the sphere at the contact point $P$ (see Figure 6.1).

The two frames are related by an attitude matrix $g \in S O(3)$. Let $x \in \mathbb{R}^{3}$ be the spatial coordinates of the vector $\overrightarrow{O C}$. The body coordinates of $\overrightarrow{O C}$ are $X=g^{-1} x$. At any configuration, the condition that the planar face of the body is tangent to the sphere is expressed by

$$
\begin{equation*}
X_{3}=R+\ell . \tag{6.1}
\end{equation*}
$$



Figure 6.1. Body with planar section rolling over sphere
The constraint that the planar face rolls without slipping is equivalent to the requirement that the contact point $P$ is at rest. This is expressed by the relations

$$
\begin{equation*}
\dot{X}_{1}=-R \Omega_{2}, \quad \dot{X}_{2}=R \Omega_{1}, \tag{6.2}
\end{equation*}
$$

where the time derivative of the coordinates $X_{1}, X_{2}$ is computed in the body frame and the vector $\boldsymbol{\Omega}=\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right) \in \mathbb{R}^{3}$ is the angular velocity of the body expressed in the body frame. We think of $\Omega$ as an element in the Lie algebra so(3) corresponding to the skew-symmetric matrix $g^{-1} \dot{g}$ with the usual identification of $s o(3)$ with $\mathbb{R}^{3}$ via the hat map (see e.g. [30]).

In view of our discussion, we can take $Q=S O(3) \times \mathbb{R}^{2}$ with coordinates $\left(X_{1}, X_{2}\right)$ for $\mathbb{R}^{2}$ as the configuration space. Indeed, if we know the attitude matrix $g$, and the value of the coordinates $\left(X_{1}, X_{2}\right)$, then, in view of (6.1), we can specify the configuration of the body. The point of contact $P$ is easily determined since the vector $\overrightarrow{O P}$ has space coordinates $R g\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right)$.

Let $\overleftarrow{e_{1}}, \overleftarrow{e_{2}}, \overleftarrow{e_{3}}$ be the left invariant moving frame of $S O(3)$ obtained by left translation of the canonical basis at the group identity. We have the commutation relationships:

$$
\left[\overleftarrow{e_{1}}, \overleftarrow{e_{2}}\right]=\overleftarrow{e_{3}}, \quad\left[\overleftarrow{e_{2}}, \overleftarrow{e_{3}}\right]=\overleftarrow{e_{1}}, \quad\left[\overleftarrow{e_{3}}, \overleftarrow{e_{1}}\right]=\overleftarrow{e_{2}}
$$

The entries $\Omega_{1}, \Omega_{2}, \Omega_{3}$ of the angular velocity in the body frame $\Omega$ are quasi-velocities with respect to this moving frame.

The no-slip constraints (6.2) define the constraint distribution $D \subset T Q$ that is generated by the vector fields

$$
\begin{equation*}
D=\operatorname{span}\left\{\frac{\partial}{\partial X_{1}}-\frac{1}{R} \overleftarrow{e_{2}}, \frac{\partial}{\partial X_{2}}+\frac{1}{R} \overleftarrow{e_{1}}, \overleftarrow{e_{3}}\right\} \tag{6.3}
\end{equation*}
$$

The kinetic energy of the body is given by

$$
\mathcal{K}=\frac{1}{2}\langle\mathbb{I} \boldsymbol{\Omega}, \boldsymbol{\Omega}\rangle+\frac{m}{2}\|\dot{x}\|^{2},
$$

where the derivative $\dot{x}$ is computed on the space frame, $\langle\cdot, \cdot\rangle$ is the euclidean scalar product in $\mathbb{R}^{3}$, $m$ is the mass of the body, and the $3 \times 3$ symmetric, positive definite matrix $\mathbb{I}$ with entries $I_{i j}$ is the inertia tensor of the body. Notice that in view of our choice of body axes, $\mathbb{I}$ need not be diagonal. However, by an appropriate rotation of the axes $E_{1}, E_{2}$, we can assume that $I_{12}=0$.

Using that $g \in S O(3)$ we have

$$
\|\dot{x}\|^{2}=\left\|g^{-1} \dot{x}\right\|^{2}
$$

and hence, since

$$
g^{-1} \dot{x}=\dot{X}+\boldsymbol{\Omega} \times X
$$

we can write

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2}\langle\mathbb{I} \boldsymbol{\Omega}, \boldsymbol{\Omega}\rangle+\frac{m}{2}\|\boldsymbol{\Omega} \times X\|^{2}+m\langle\dot{X}, \boldsymbol{\Omega} \times X\rangle+\frac{m}{2}\|\dot{X}\|^{2} . \tag{6.4}
\end{equation*}
$$

Denote by $\left\{\overleftarrow{e^{1}}, \overleftarrow{e^{2}}, \overleftarrow{e^{3}}\right\}$ the dual basis to $\left\{\overleftarrow{e_{1}}, \overleftarrow{e_{2}}, \overleftarrow{e_{3}}\right\}$. A straightforward calculation using (6.1) shows that the kinetic energy $\mathcal{K}$ defines the following metric $\mathcal{G}$ in $Q$,

$$
\begin{align*}
\mathcal{G}= & \left(I_{11}+m\left(X_{2}^{2}+(R+\ell)^{2}\right)\right) \overleftarrow{e^{1}} \otimes \overleftarrow{e^{1}}+\left(I_{22}+m\left(X_{1}^{2}+(R+\ell)^{2}\right)\right) \overleftarrow{e^{2}} \otimes \overleftarrow{e^{2}} \\
& +\left(I_{33}+m\left(X_{1}^{2}+X_{2}^{2}\right)\right) \overleftarrow{e^{3}} \otimes \overleftarrow{e^{3}}-2 m X_{1} X_{2} \overleftarrow{e^{1}} \otimes \overleftarrow{e^{2}}+2\left(I_{13}-m X_{1}(R+\ell)\right) \overleftarrow{e^{1}} \otimes \overleftarrow{e^{3}} \\
& +2\left(I_{23}-m X_{2}(R+\ell)\right) \overleftarrow{e^{2}} \otimes \overleftarrow{e^{3}}+2 m(R+\ell) \overleftarrow{e^{2}} \otimes d X_{1}-2 m X_{2} \overleftarrow{e^{3}} \otimes d X_{1}  \tag{6.5}\\
& +2 m X_{1} \overleftarrow{e^{3}} \otimes d X_{2}-2 m(R+\ell) \overleftarrow{e^{1}} \otimes d X_{2}+m\left(d X_{1} \otimes d X_{1}+d X_{2} \otimes d X_{2}\right)
\end{align*}
$$

The group $G=S O(3)$ acts on $Q$ by left multiplication on the $S O(3)$ factor and leaves the metric $\mathcal{G}$ and the constraint distribution invariant. The space $\mathcal{V}^{D} p$ has dimension 1 and is generated by $\overleftarrow{e_{3}}$. The shape space $\widehat{Q}=Q / G=\mathbb{R}^{2}$ that has a global chart and its first de Rham cohomology group is zero. Hence, we are in the framework to apply the algorithm described in section 5 .

The vector fields

$$
\begin{aligned}
Z_{1} & =\overleftarrow{e_{3}}, \quad Y_{1}=-\frac{1}{R} \overleftarrow{e_{2}}+\left(\frac{I_{23}-m \ell X_{2}}{R\left(I_{33}+m\left(X_{1}^{2}+X_{2}^{2}\right)\right)}\right) \overleftarrow{e_{3}}+\frac{\partial}{\partial X_{1}} \\
Y_{2} & =\frac{1}{R} \overleftarrow{e_{1}}+\left(\frac{-I_{13}+m \ell X_{1}}{R\left(I_{33}+m\left(X_{1}^{2}+X_{2}^{2}\right)\right)}\right) \overleftarrow{e_{3}}+\frac{\partial}{\partial X_{2}}
\end{aligned}
$$

satisfy the properties of step 1 of the algorithm. To avoid confusion with the use of subindices, in the treatment of this example, we denote the vector fields $Z_{1}, Y_{1}, Y_{2}$ respectively by $v_{1}, v_{2}, v_{3}$.

To perform step 2, we compute the commutators:

$$
\left[v_{1}, v_{2}\right]=\left[Z_{1}, Y_{1}\right]=\frac{1}{R} \overleftarrow{e_{1}}, \quad\left[v_{1}, v_{3}\right]=\left[Z_{1}, Y_{2}\right]=\frac{1}{R} \overleftarrow{e_{2}}
$$

Next, we need to calculate the $\mathcal{G}$-orthogonal projection of these vectors onto $D$ and express them in terms of the basis $\left\{v_{1}, v_{2}, v_{3}\right\}$. This is done by solving the linear system of equations $T y_{J}=b_{J}$, where

$$
T=\left(\begin{array}{ccc}
\mathcal{G}\left(v_{1}, v_{1}\right) & 0 & 0 \\
0 & \mathcal{G}\left(v_{2}, v_{2}\right) & \mathcal{G}\left(v_{1}, v_{2}\right) \\
0 & \mathcal{G}\left(v_{2}, v_{1}\right) & \mathcal{G}\left(v_{2}, v_{2}\right)
\end{array}\right), \quad b_{J}=\left(\begin{array}{c}
\mathcal{G}\left(v_{1},\left[v_{1}, v_{J}\right]\right) \\
\mathcal{G}\left(v_{2},\left[v_{1}, v_{J}\right]\right) \\
\mathcal{G}\left(v_{3},\left[v_{1}, v_{J}\right]\right)
\end{array}\right), \quad J=2,3 .
$$

The entries $y_{J}^{K}$ of $y_{J}$ are the structure constants $C_{1, J}^{K}$. After solving the systems of equations corresponding to $J=2,3$, with the aid of MAPLE ${ }^{\mathrm{TM}}$, we obtain:

$$
C_{1,2}^{2}+C_{1,3}^{3}=\frac{m}{R^{3} \operatorname{det}(T)}\left(-I_{23}\left(I_{11}+m \ell^{2}\right) X_{1}+I_{13}\left(I_{22}+m \ell^{2}\right) X_{2}+m \ell\left(I_{11}-I_{22}\right) X_{1} X_{2}\right)
$$

According to step 3 of the algorithm, a necessary condition for the existence of an invariant measure is that the above expression equals zero. Since such equality must hold for all values of $X_{1}$ and $X_{2}$, we obtain the necessary conditions for the existence of an invariant measure:

$$
\left(I_{11}+m \ell^{2}\right) I_{23}=0, \quad\left(I_{22}+m \ell^{2}\right) I_{13}=0, \quad\left(I_{11}-I_{22}\right) \ell=0
$$

The first two conditions imply that $I_{13}=I_{23}=0$ (i.e., the inertia tensor is diagonal), since $I_{11}, I_{22}>$ 0 . The third condition is satisfied if either $\ell=0$ or $I_{11}=I_{22}$.

The above conditions are also sufficient for the existence of an invariant volume. Indeed, the measure for the first case was found in [42] and for the second case already in [38] (see also [5]), where the equations of motion were also explicitly integrated.

Therefore we have:
Theorem 6.1. The reduced equations for a rigid body with a planar face that rolls without slipping on a fixed sphere possess an invariant measure if and only if at least one of the following conditions hold:
(i) the center of mass is in the base plane $(\ell=0)$, which actually implies that the body is flat,
(ii) the body is axially symmetric $\left(I_{11}=I_{22}, I_{13}=I_{23}=0\right)$.

The preserved measures have the form

$$
\left(I_{11} I_{22}+m I_{11} X_{1}^{2}+m I_{22} X_{2}^{2}\right) \cdot\left(I_{33}+m\left(X_{1}^{2}+X_{2}^{2}\right)\right)^{1 / 2} d X_{1} \wedge d X_{2} \wedge d \Omega_{1} \wedge d \Omega_{2} \wedge d \Omega_{3}
$$

and, respectively,

$$
\left(I_{11}+m\left(X_{1}^{2}+X_{2}^{2}\right)+m \ell^{2}\right) \cdot\left(I_{11}\left(I_{33}+m\left(X_{1}^{2}+X_{2}^{2}\right)\right)+m \ell^{2} I_{33}\right)^{1 / 2} d X_{1} \wedge d X_{2} \wedge d \Omega_{1} \wedge d \Omega_{2} \wedge d \Omega_{3}
$$

6.2. The Chaplygin top. Consider the motion of an inhomogeneous ball that rolls without slipping on the plane. If the center of mass of the sphere coincides with the geometric center, we recover the well known problem of the Chaplygin sphere, that possesses an invariant measure [9]. Here, we consider the general case that is sometimes referred to as the Chaplygin top [35]. In the case of an axisymmetric ball, this problem was originally studied in detail in [32] and [10].

Let $R$ be the radius of the sphere. The space frame $\left\{e_{1}, e_{2}, e_{3}\right\}$ is chosen so that the rolling takes place on the plane $z=-R$. We consider a body frame $\left\{E_{1}, E_{2}, E_{3}\right\}$, whose origin is located at the center of mass of the sphere $M$, and such that the geometric center $C$ of the sphere lies on the $E_{3}$-axis. Let $0 \leq \ell \leq R$ be the distance between the geometric center of the sphere and the center of mass. The body coordinates of the center $C$ of the sphere are $(0,0,-\ell)$. See Figure 6.2 below.


Figure 6.2. Chaplygin Top
The configuration space of the system is $Q=S O(3) \times \mathbb{R}^{2}$. A matrix $g \in S O(3)$ specifies the orientation of the ball by relating the body and the space frame. We will use Euler angles as local coordinates for $S O(3)$. We use the $x$-convention, see e.g. [30] and write a matrix $g \in S O(3)$ as

$$
g=\left(\begin{array}{ccc}
\cos \psi \cos \varphi-\cos \theta \sin \varphi \sin \psi & -\sin \psi \cos \varphi-\cos \theta \sin \varphi \cos \psi & \sin \theta \sin \varphi \\
\cos \psi \sin \varphi+\cos \theta \cos \varphi \sin \psi & -\sin \psi \sin \varphi+\cos \theta \cos \varphi \cos \psi & -\sin \theta \cos \varphi \\
\sin \theta \sin \psi & \sin \theta \cos \psi & \cos \theta
\end{array}\right),
$$

where the Euler angles $0<\varphi, \psi<2 \pi, 0<\theta<\pi$. According to this convention, we obtain the following expressions for the angular velocity in space coordinates $\boldsymbol{\omega}$, and in body coordinates $\boldsymbol{\Omega}$ :

$$
\boldsymbol{\omega}=\left(\begin{array}{c}
\dot{\theta} \cos \varphi+\dot{\psi} \sin \varphi \sin \theta  \tag{6.6}\\
\dot{\theta} \sin \varphi-\psi \cos \varphi \sin \theta \\
\dot{\varphi}+\dot{\psi} \cos \theta
\end{array}\right), \quad \boldsymbol{\Omega}=\left(\begin{array}{c}
\dot{\theta} \cos \psi+\dot{\varphi} \sin \psi \sin \theta \\
-\dot{\theta} \sin \psi+\dot{\varphi} \cos \psi \sin \theta \\
\dot{\varphi} \cos \theta+\dot{\psi}
\end{array}\right)
$$

Let $(x, y, 0)$ be the spatial coordinates of the geometric center $C$ of the sphere. The constraints of rolling without slipping are

$$
\begin{equation*}
\dot{x}=R \omega_{2}=R(\dot{\theta} \sin \varphi-\dot{\psi} \cos \varphi \sin \theta), \quad \dot{y}=-R \omega_{1}=-R(\dot{\theta} \cos \varphi+\dot{\psi} \sin \varphi \sin \theta) . \tag{6.7}
\end{equation*}
$$

The kinetic energy of the sphere is given by

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2}\langle\boldsymbol{I} \boldsymbol{\Omega}, \boldsymbol{\Omega}\rangle+\frac{m}{2}\|\dot{\mathbf{u}}\|^{2}, \tag{6.8}
\end{equation*}
$$

where $\mathbf{u}$ are the space coordinates of the center of mass. Here, II is the inertia tensor of the sphere with respect to the center of mass with entries $I_{i j} i, j=1,2,3$. Since we have already made a choice of the body frame, we cannot assume that $\mathbb{I}$ is diagonal. However, by an appropriate rotation of the body frame around the $E_{3}$-axis, we can assume that $I_{12}=0$.

The expression for $\mathbf{u}$ in our coordinates is given by

$$
\mathbf{u}=\left(\begin{array}{l}
x  \tag{6.9}\\
y \\
0
\end{array}\right)+g\left(\begin{array}{l}
0 \\
0 \\
\ell
\end{array}\right)=\left(\begin{array}{c}
x+\ell \sin \theta \sin \varphi \\
y-\ell \sin \theta \cos \varphi \\
\ell \cos \theta
\end{array}\right) .
$$

Therefore

$$
\dot{\mathbf{u}}=\left(\begin{array}{c}
\dot{x}+\ell \dot{\theta} \cos \theta \sin \varphi+\ell \dot{\varphi} \sin \theta \cos \varphi \\
\dot{y}-\ell \dot{\theta} \cos \theta \cos \varphi+\ell \dot{\varphi} \sin \theta \sin \varphi \\
-\ell \dot{\theta} \sin \theta
\end{array}\right) .
$$

The local expression for the kinetic energy metric $\mathcal{G}$ of the problem is obtained by substituting the expressions for $\dot{\mathbf{u}}$ and $\boldsymbol{\Omega}$ onto (6.8).

## Symmetries

There is a freedom in the choice of origin and orientation of the space axes $\left\{e_{1}, e_{2}\right\}$. This corresponds to a symmetry of the system defined by a left action of the Euclidean group $S E(2)$ on $Q$. Let

$$
h=\left(\begin{array}{ccc}
\cos \vartheta & -\sin \vartheta & v \\
\sin \vartheta & \cos \vartheta & w \\
0 & 0 & 1
\end{array}\right)
$$

denote a generic element on $S E(2)$. The action of $h$ on a point $q \in Q$ with local coordinates $(\varphi, \theta, \psi, x, y)$ is given by

$$
h \cdot q=(\varphi+\vartheta, \theta, \psi, x \cos \vartheta-y \sin \vartheta+v, x \sin \vartheta+y \cos \vartheta+w)
$$

One can check that both the constraints and the kinetic energy are invariant under the lift of the action to $T Q$. The action of $S E(2)$ on $Q$ is free and proper and the shape space $\widehat{Q}=Q / G=S^{2}$. In our local coordinates the orbit projection $p: Q \rightarrow S^{2}$ is given by

$$
p(\varphi, \psi, \theta, x, y)=(\theta, \psi)
$$

where $(\theta, \psi)$ are spherical coordinates on the unit sphere $\gamma_{1}^{2}+\gamma_{2}^{2}+\gamma_{3}^{2}=1$, defined by

$$
\gamma_{1}=\sin \theta \sin \psi, \quad \gamma_{2}=\sin \theta \cos \psi, \quad \gamma_{3}=\cos \theta
$$

The vector $\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=g^{-1} e_{3}$ is the the usual Poisson vector whose entries are the body coordinates of the unit vector that is normal to the plane of rolling, and evolves according to the kinematic equation

$$
\dot{\gamma}=\gamma \times \Omega
$$

The vertical subbundle $\mathcal{V} p$ is spanned by

$$
\nu p=\operatorname{span}\left\{\frac{\partial}{\partial \varphi}, \frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right\}
$$

On the other hand, the constraint distribution $D$ is spanned by the $S E(2)$ - invariant vector fields

$$
\begin{aligned}
& Z_{1}=\frac{\partial}{\partial \varphi} \\
& X_{1}=\frac{\partial}{\partial \theta}+R \sin \varphi \frac{\partial}{\partial x}-R \cos \varphi \frac{\partial}{\partial y} \\
& X_{2}=\frac{\partial}{\partial \psi}-R \cos \varphi \sin \theta \frac{\partial}{\partial x}-R \sin \varphi \sin \theta \frac{\partial}{\partial y}
\end{aligned}
$$

It is then clear that the intersection $\mathcal{V}^{D} p=D \cap \mathcal{\nu}$ has constant dimension 1 and is spanned by $Z_{1}$. Moreover, since $S^{2}$ is simply connected, its first de Rham cohomology group is zero. Also, the angles $(\theta, \psi)$ form a coordinate chart on an open dense set of $S^{2}$, so all of the conditions to apply the algorithm in Section 5 hold.

The following vector fields, together with $Z_{1}$ satisfy the requirements of step 1 of the algorithm:

$$
Y_{\alpha}:=X_{\alpha}-\frac{\mathcal{G}\left(Z_{1}, X_{\alpha}\right)}{\mathcal{G}\left(Z_{1}, Z_{1}\right)} Z_{1} \quad \alpha=1,2
$$

As in our previous example, to avoid confusion with the use of subindices, we denote the vector fields $Z_{1}, Y_{1}, Y_{2}$ respectively by $v_{1}, v_{2}, v_{3}$.

We compute the standard commutators:

$$
\begin{aligned}
& {\left[v_{1}, v_{2}\right]=R \cos \varphi \frac{\partial}{\partial x}+R \sin \varphi \frac{\partial}{\partial y}+\lambda_{1} v_{1}} \\
& {\left[v_{1}, v_{3}\right]=R \sin \varphi \sin \theta \frac{\partial}{\partial x}-R \cos \varphi \sin \theta \frac{\partial}{\partial y}+\lambda_{2} v_{1}}
\end{aligned}
$$

where $\lambda_{1}, \lambda_{2}$ are certain functions of $(\theta, \psi)$. We should now compute the projection of the above vector fields onto $D$ and express them as a linear combination of $v_{1}, v_{2}, v_{3}$ to determine the coefficients $C_{1, J}^{K}$ with $J=2,3$. In fact, looking ahead at step 3 of the algorithm, we are interested in computing $C_{1, J}^{J}$ for $J=2,3$. A simple linear algebra argument shows that $C_{1,2}^{2}$ coincides with the component of $X_{1}$ when the orthogonal projection of

$$
R \cos \varphi \frac{\partial}{\partial x}+R \sin \varphi \frac{\partial}{\partial y}
$$

onto $D$ is expressed in terms of the basis $Z_{1}, X_{1}, X_{2}$. A similar idea can be used to compute $C_{1,3}^{3}$. Using these observations and with the aid of MAPLE ${ }^{\mathrm{TM}}$ we obtain:

$$
\begin{equation*}
C_{1,2}^{2}+C_{1,3}^{3}=\frac{m \ell R \sin ^{3} \theta}{\operatorname{det}(T)}\left(a_{1}(\theta) \cos \psi+a_{2}(\theta) \cos (2 \psi)+b_{1}(\theta) \sin \psi+b_{2}(\theta) \sin (2 \psi)\right) \tag{6.10}
\end{equation*}
$$

where $T$ is the (positive definite) matrix

$$
T=\left(\begin{array}{lll}
\mathcal{G}\left(Z_{1}, Z_{1}\right) & \mathcal{G}\left(Z_{1}, X_{1}\right) & \mathcal{G}\left(Z_{1}, X_{2}\right) \\
\mathcal{G}\left(Z_{1}, X_{1}\right) & \mathcal{G}\left(X_{1}, X_{1}\right) & \mathcal{G}\left(X_{1}, X_{2}\right) \\
\mathcal{G}\left(Z_{1}, X_{2}\right) & \mathcal{G}\left(X_{1}, X_{2}\right) & \mathcal{G}\left(X_{2}, X_{2}\right)
\end{array}\right)
$$

and the coefficient functions $a_{1}, a_{2}, b_{1}, b_{2}$ are given by:

$$
\begin{aligned}
& a_{1}(\theta)=-I_{13}\left(\frac{3 m \ell R}{2}+\left(I_{22}+m\left(R^{2}+\ell^{2}\right)\right) \cos (\theta)+\frac{m \ell R}{2} \cos (2 \theta)\right), \\
& a_{2}(\theta)=I_{13} I_{23} \sin \theta \\
& b_{1}(\theta)=I_{23}\left(\frac{3 m \ell R}{2}+\left(I_{11}+m\left(R^{2}+\ell^{2}\right)\right) \cos (\theta)+\frac{m \ell R}{2} \cos (2 \theta)\right) \\
& b_{2}(\theta)=\frac{\sin \theta}{2}\left(\left(I_{22}-I_{11}\right)\left(I_{33}+m R^{2}+m \ell R \cos \theta\right)-I_{23}^{2}+I_{13}^{2}\right)
\end{aligned}
$$

The necessary condition for the existence of an invariant measure, coming from step 3 of the algorithm, is that the expression (6.10) vanishes identically for all $(\theta, \psi)$ in the chart, that is, for all $0<\theta<\pi, 0<\psi<2 \pi$. By linear independence of $\cos \psi, \cos (2 \psi), \sin \psi, \sin (2 \psi)$, it follows that this can only happen if either $\ell=0$ or all of the coefficient functions $a_{1}, a_{2}, b_{1}, b_{2}$ vanish. A quick examination of the above expressions, shows that the latter case can only hold if $I_{23}=I_{13}=0$ and $I_{11}=I_{22}$.

That these conditions are also sufficient is proven in [42] (see also [5]). There it is shown that the reduced equations of motion can be presented in the vectorial form

$$
\begin{equation*}
\dot{\mathbf{K}}=\mathbf{K} \times \boldsymbol{\Omega}+m R(\boldsymbol{\gamma} \times \boldsymbol{\Omega}) \times(\boldsymbol{\Omega} \times \boldsymbol{\rho}), \quad \dot{\boldsymbol{\gamma}}=\boldsymbol{\gamma} \times \boldsymbol{\Omega} \tag{6.11}
\end{equation*}
$$

and possess the invariant measure:

$$
\frac{d \boldsymbol{\gamma} \wedge d \mathbf{K}}{\sqrt{I_{11} I_{33}+m\langle\boldsymbol{\rho}, \mathbb{I} \boldsymbol{\rho}\rangle}}=\left(I_{11}+m\|\boldsymbol{\rho}\|^{2}\right) \sqrt{I_{11} I_{33}+m\langle\boldsymbol{\rho}, \mathbb{I} \boldsymbol{\rho}\rangle} d \boldsymbol{\gamma} \wedge d \boldsymbol{\Omega}
$$

In the above formulae $\boldsymbol{\rho}$ is the vector that connects the contact point with the center of mass of the sphere written in body coordinates, and $\mathbf{K}$ is the angular momentum of the ball with respect to the contact point, also written with respect to the body frame. Explicitly we have:

$$
\boldsymbol{\rho}=R \boldsymbol{\gamma}+\left(\begin{array}{l}
0 \\
0 \\
\ell
\end{array}\right), \quad \mathbf{K}=\mathbb{I} \boldsymbol{\Omega}+m \boldsymbol{\rho} \times(\boldsymbol{\Omega} \times \boldsymbol{\rho}) .
$$

Therefore we have:
Theorem 6.2. The reduced equations for the Chaplygin top possess an invariant measure if and only if at least one of the following two conditions hold:
(i) The center of mass of the sphere coincides with the geometric center $(\ell=0)$.
(ii) The ball is axially symmetric ( $I_{11}=I_{22}, I_{13}=I_{23}=0$ ).

We stress that the above conditions were known to be sufficient but we have just shown that they are also necessary.
6.3. Dynamically balanced sphere rolling on the exterior/interior of a circular cylinder. We consider the motion of an inhomogeneous sphere, whose center of mass coincides with its geometric center $C$, that rolls without slipping on the surface of an infinitely long vertical circular cylinder of radius $|r|$. If the ball is homogeneous the problem, for general shapes of cylinders, was considered in [33], and is integrable as was shown in [5]. We also mention that the problem of a homogeneous ball rolling on circular cylinder in the presence of gravity was considered by Routh.

The space frame is chosen so that the $z$-axis coincides with the axis of the cylinder. Let $\vartheta$ be the polar angle of the center of the sphere $C$ on the $x y$ plane. Then, the space coordinates of $C$ are $((R+r) \cos \vartheta,(R+r) \sin \vartheta, z)$ where $R$ is the radius of the ball. There are two regions of the parameter $r$ that are physically meaningful. If $r<-R$ this corresponds to a sphere rolling on the interior of a circular cylinder of larger radius. If $r>0$, the sphere rolls on the exterior of a circular cylinder of positive radius. Figure 6.3 below illustrates the case $r>0$.

The configuration of the ball is completely determined by the position of its center $C$ and by a rotation matrix $g \in S O(3)$ that relates the space frame with a fixed body frame, whose origin lies on the center of the sphere $C$ and that we assume to be aligned with the principal axes of inertia of the sphere. Hence the configuration space for the problem is $Q=S O(3) \times \mathbb{R} \times S^{1}$. Our coordinates for $\mathbb{R} \times S^{1}$ are $(z, \vartheta)$.

The constraint of rolling without slipping is obtained by requiring that the contact point of the ball with the cylinder is at rest. This gives

$$
\begin{equation*}
\dot{\vartheta}=\left(\frac{R}{R+r}\right) \omega_{3}, \quad \dot{z}=R\left(\omega_{1} \sin \vartheta-\omega_{2} \cos \vartheta\right) \tag{6.12}
\end{equation*}
$$



Figure 6.3. Dynamically balanced ball rolling on the exterior of a cylinder $(r>0)$.
where $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is the angular velocity of the sphere written in space coordinates. In terms of the Euler angle convention introduced in the previous examples, we have

$$
\dot{\vartheta}=\left(\frac{R}{R+r}\right)(\dot{\varphi}+\cos \theta \dot{\psi}), \quad \dot{z}=R(-\sin (\varphi-\vartheta) \dot{\theta}+\sin \theta \cos (\varphi-\vartheta) \dot{\psi})
$$

Since the center of mass of the sphere coincides with the geometric center, the kinetic energy is the sum of the rotational and translational kinetic energies:

$$
\begin{equation*}
K=\frac{1}{2}\langle\mathbb{I} \boldsymbol{\Omega}, \boldsymbol{\Omega}\rangle+\frac{m}{2}\left((R+r)^{2} \dot{\vartheta}^{2}+\dot{z}^{2}\right) . \tag{6.13}
\end{equation*}
$$

Here, $\boldsymbol{\Omega}$ denotes the angular velocity written in the body frame and $\mathbb{I}$ is the inertia tensor that is a diagonal $3 \times 3$ positive definite matrix $\mathbb{I}=\operatorname{diag}\left(I_{1}, I_{2}, I_{3}\right)$ by our choice of body frame.

## Symmetries

Since both the orientation and the height of the space frame is arbitrary, we expect to have a $G=$ $\mathbb{R} \times S^{1}$ symmetry. The group action on a point $(g, z, \vartheta)$ in the configuration space $Q=S O(3) \times \mathbb{R} \times S^{1}$ is defined as:

$$
\left(z^{\prime}, \vartheta^{\prime}\right):(g, z, \vartheta) \mapsto\left(\Re_{\vartheta^{\prime}} g, z+z^{\prime}, \vartheta+\vartheta^{\prime}\right)
$$

where

$$
\Re_{\vartheta^{\prime}}=\left(\begin{array}{ccc}
\cos \vartheta^{\prime} & -\sin \vartheta^{\prime} & 0  \tag{6.14}\\
\sin \vartheta^{\prime} & \cos \vartheta^{\prime} & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

This is a left action that with our choice of Euler angles is locally given by

$$
\left(z^{\prime}, \vartheta^{\prime}\right):(\varphi, \theta, \psi, z, \vartheta) \mapsto\left(\varphi+\vartheta^{\prime}, \theta, \psi, z+z^{\prime}, \vartheta+\vartheta^{\prime}\right)
$$

One can check that both the kinetic energy and the constraints are invariant under the lift of this action to $T Q$.

The action of $G=\mathbb{R} \times S^{1}$ on $Q$ is free and proper and the shape space $\widehat{Q}=Q / G=S O(3)$. In our local coordinates the orbit projection $p: Q \rightarrow S O(3)$ is given by

$$
\begin{equation*}
p(\varphi, \psi, \theta, z, \vartheta)=(\xi, \psi, \theta) \tag{6.15}
\end{equation*}
$$

where $\xi=\varphi-\vartheta$, and $(\xi, \psi, \theta)$ are Euler angles for $S O(3)$ chosen with respect to the $x$-convention.

The vertical subbundle $\nu_{p}$ is spanned by

$$
\nu p=\operatorname{span}\left\{\frac{\partial}{\partial \varphi}+\frac{\partial}{\partial \vartheta}, \frac{\partial}{\partial z}\right\} .
$$

On the other hand, the 3 -dimensional constraint distribution $D$ is spanned by the $G$ - invariant vector fields

$$
\begin{align*}
& Y_{1}=-\frac{\cos \theta \sin (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \varphi}+\cos (\varphi-\vartheta) \frac{\partial}{\partial \theta}+\frac{\sin (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \psi} \\
& Y_{2}=R \frac{\partial}{\partial z}-\frac{\cos \theta \cos (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \varphi}-\sin (\varphi-\vartheta) \frac{\partial}{\partial \theta}+\frac{\cos (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \psi}  \tag{6.16}\\
& Y_{3}=\frac{\partial}{\partial \varphi}+\left(\frac{R}{R+r}\right) \frac{\partial}{\partial \vartheta}
\end{align*}
$$

It is then clear that $\mathcal{V} p \cap D=\{0\}$ everywhere on $Q$. Therefore we have $T Q=D \oplus \mathcal{V} p$, the dimension assumption is satisfied and we are dealing with a Chaplygin system. The vector fields $Y_{1}, Y_{2}, Y_{3}$ defined above verify the requirements of step 1 in the algorithm. Moreover, the condition in step 3 is vacuously satisfied. We thus concentrate in examining the condition in step 5 .

The projections $\widehat{Y}_{\alpha}=T p\left(Y_{\alpha}\right)$ are given by

$$
\begin{aligned}
& \widehat{Y}_{1}=-\frac{\cos \theta \sin \xi}{\sin \theta} \frac{\partial}{\partial \xi}+\cos \xi \frac{\partial}{\partial \theta}+\frac{\sin \xi}{\sin \theta} \frac{\partial}{\partial \psi} \\
& \widehat{Y}_{2}=-\frac{\cos \theta \cos \xi}{\sin \theta} \frac{\partial}{\partial \xi}-\sin \xi \frac{\partial}{\partial \theta}+\frac{\cos \xi}{\sin \theta} \frac{\partial}{\partial \psi} \\
& \widehat{Y}_{3}=\left(\frac{r}{R+r}\right) \frac{\partial}{\partial \xi}
\end{aligned}
$$

Following step 5 , we consider the one-form $\widehat{\omega}$ that satisfies

$$
\begin{aligned}
& \widehat{\omega}\left(\widehat{Y}_{1}\right)=\frac{\partial}{\partial \xi}\left(-\frac{\cos \theta \sin \xi}{\sin \theta}\right)+\frac{\partial}{\partial \theta}(\cos (\xi))+\frac{\partial}{\partial \psi}\left(\frac{\sin \xi}{\sin \theta}\right)+f_{1}(\xi, \theta, \psi)=-\frac{\cos \theta \cos \xi}{\sin \theta}+f_{1}(\xi, \theta, \psi) \\
& \widehat{\omega}\left(\widehat{Y}_{2}\right)=\frac{\partial}{\partial \xi}\left(-\frac{\cos \theta \cos \xi}{\sin \theta}\right)+\frac{\partial}{\partial \theta}(-\sin (\xi))+\frac{\partial}{\partial \psi}\left(\frac{\cos \xi}{\sin \theta}\right)+f_{2}(\xi, \theta, \psi)=\frac{\cos \theta \sin \xi}{\sin \theta}+f_{2}(\xi, \theta, \psi) \\
& \widehat{\omega}\left(\widehat{Y}_{3}\right)=\frac{\partial}{\partial \xi}\left(\frac{r}{R+r}\right)+f_{3}(\xi, \theta, \psi)=f_{3}(\xi, \theta, \psi)
\end{aligned}
$$

where $f_{\alpha}(\xi, \theta, \psi)=C_{\alpha \beta}^{\beta}$ for $\alpha=1,2,3$. The one-form $\widehat{\omega}$ is uniquely determined by the above conditions (this is always the case when the dimension assumption holds). Using the explicit expressions for $\widehat{Y}_{\alpha}$ we find

$$
\begin{aligned}
& \widehat{\omega}=\left(\frac{R+r}{r}\right) f_{3} d \xi+\left(-\frac{\cos \theta}{\sin \theta}+f_{1} \cos \xi-f_{2} \sin \xi\right) d \theta+ \\
&+\left(\sin \theta \sin \xi f_{1}+\sin \theta \cos \xi f_{2}+\left(\frac{R+r}{r}\right) \cos \theta f_{3}\right) d \psi
\end{aligned}
$$

According to the algorithm, since $(\xi, \theta, \psi)$ are coordinates in a chart that is open and dense in $S O(3)$, and the first de Rham cohomology group of $S O(3)$ is trivial, a preserved measure exists if and only if $\widehat{\omega}$ is closed.

With the aid of a symbolic algebra software one can compute explicit expressions for $f_{\alpha}(\xi, \theta, \psi)$. These expressions are too long to be included in the present paper but we can provide the MAPLE ${ }^{\text {TM }}$ file upon request. Below we discuss our findings.

If the sphere is homogeneous $\left(I_{1}=I_{2}=I_{3}\right)$ one gets $f_{1}=f_{2}=f_{3}=0$ which implies $\widehat{\omega}=$ $-d \ln (\sin (\theta))$ and there exists an invariant measure. This result is well known (see e.g. [5]). We will give an explicit formula for the preserved volume and the reduced equations of motion at the end of section 6.4.

In the general case, the condition that $\widehat{\omega}$ is closed implies that the functions

$$
\begin{aligned}
G_{1}(\xi, \theta, \psi) & :=\left(\frac{R+r}{r}\right) \frac{\partial f_{3}}{\partial \theta}-\frac{\partial}{\partial \xi}\left(f_{1} \cos \xi-f_{2} \sin \xi\right) \\
G_{2}(\xi, \theta, \psi) & :=\left(\frac{R+r}{r}\right) \frac{\partial f_{3}}{\partial \psi}-\frac{\partial}{\partial \xi}\left(\sin \theta \sin \xi f_{1}+\sin \theta \cos \xi f_{2}+\left(\frac{R+r}{r}\right) \cos \theta f_{3}\right)
\end{aligned}
$$

vanish identically in the chart $0<\xi<2 \pi, 0<\theta<\pi, 0<\psi<2 \pi$. However we found that

$$
G_{1}\left(\frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{3}\right)=\left(I_{2}-I_{1}\right)\left(\frac{R}{R+r}\right)\left(\frac{\sqrt{3} m R^{2}}{4\left(\left(I_{1}+I_{2}\right) m R^{2}+I_{1} I_{2}+\left(m R^{2}\right)^{2}\right)}\right)
$$

Hence, a necessary condition for the existence of an invariant measure is that $I_{1}=I_{2}$. Under this assumption one finds:

$$
G_{2}\left(\frac{\pi}{2}, \frac{\pi}{4}, \frac{\pi}{3}\right)=\left(I_{3}-I_{1}\right)\left(\frac{\sqrt{2} m R^{2}\left(m R^{2}+\frac{r}{R+r}\left(I_{1}+m R^{2}\right)\right)}{\left(m R^{2}\left(I_{1}+I_{3}\right)+2 I_{1} I_{3}\right)\left(I_{1}+m R^{2}\right)}\right)
$$

that can only vanish if $I_{1}=I_{3}$. Therefore, we have shown
Theorem 6.3. The reduced equations for a dynamically balanced sphere that rolls without slipping on the exterior/interior of an infinite circular cylinder possess an invariant measure if and only if the ball is homogeneous ( $I_{1}=I_{2}=I_{3}$ ).

It is interesting to notice that in the limit when the radius $r$ of the cylinder is infinitely larger than the radius of the sphere one recovers the classical Chaplygin sphere problem that possesses an invariant measure for arbitrary distributions of mass. The other limit case, when the radius of the cylinder $r \rightarrow 0$ will be considered in the following section.

To our knowledge, this is the first mechanical example of a Chaplygin system that has been formally proved not to possess an invariant measure. A mathematical example had been given in [7].
6.4. Dynamically balanced ball rolling on a vertical wire. Consider the motion of an inhomogeneous sphere, whose center of mass coincides with its geometric center, that rolls without slipping on an infinitely long vertical wire. This corresponds to setting $r=0$ in the previous section. We follow the same notation and definitions for $z$ and $\vartheta$.

Putting $r=0$, the constraints of rolling without slipping (6.12) become

$$
\begin{equation*}
\dot{\vartheta}=\omega_{3}, \quad \dot{z}=R\left(\omega_{1} \sin \vartheta-\omega_{2} \cos \vartheta\right) . \tag{6.17}
\end{equation*}
$$

Note that $D$ is still generated by the invariant vector fields $Y_{1}, Y_{2}, Y_{3}$ defined in (6.16). However, the problem cannot be treated in the framework of the last section since the vector field $Y_{3}$ becomes

$$
Z_{1}:=\frac{\partial}{\partial \varphi}+\frac{\partial}{\partial \vartheta},
$$

that lies on the vertical subbundle $\mathcal{V} p$. Therefore, in this case, the intersection $\mathcal{V}^{D} p$ has constant rank 1 and we are no longer dealing with a Chaplygin system. Moreover, notice that

$$
\operatorname{dim}(D+\mathcal{V} p)=4<5=\operatorname{dim}(T Q)
$$

at all points $q \in Q$. Hence the dimension assumption is not satisfied.
We follow the steps of the algorithm to analyze the existence of an invariant measure for the reduced equations. The first thing that we need to do, coming from step 1 , is to redefine the vector fields $Y_{1}, Y_{2}$ in (6.16) so that they are $\mathcal{G}$-orthogonal to $Z_{1}$. For the sake of clearness we change the notation of the vector fields in (6.16) to

$$
\begin{aligned}
& X_{1}:=-\frac{\cos \theta \sin (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \varphi}+\cos (\varphi-\vartheta) \frac{\partial}{\partial \theta}+\frac{\sin (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \psi} \\
& X_{2}:=R \frac{\partial}{\partial z}-\frac{\cos \theta \cos (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \varphi}-\sin (\varphi-\vartheta) \frac{\partial}{\partial \theta}+\frac{\cos (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \psi}
\end{aligned}
$$

and define:

$$
Y_{\alpha}:=X_{\alpha}-\frac{\mathcal{G}\left(X_{\alpha}, Z_{1}\right)}{\mathcal{G}\left(Z_{1}, Z_{1}\right)} Z_{1}, \quad \alpha=1,2
$$

Once again, to avoid confusion with the use of subindices, during the treatment of this example we denote the vector fields $Z_{1}, Y_{1}, Y_{2}$ respectively by $v_{1}, v_{2}, v_{3}$.

For simplicity we only consider the case in which the ball is axially symmetric. We assume that the inertia tensor is $\mathbb{I}=\operatorname{diag}\left(I_{1}, I_{1}, I_{3}\right)$. In this case the local expression for the metric tensor $\mathcal{G}$ is

$$
\mathcal{G}=\left(I_{1} \sin ^{2} \theta+I_{3} \cos ^{2} \theta\right) d \varphi^{2}+I_{1} d \theta^{2}+I_{3} d \psi^{2}+I_{3} \cos \theta d \varphi \otimes d \psi+m R^{2} d \vartheta^{2}+m d z^{2}
$$

and we get

$$
\begin{aligned}
& v_{2}=Y_{1}=\left(\frac{-\left(I_{3}+m R^{2}\right) \cos \theta \sin (\varphi-\vartheta)}{\sin \theta\left(I_{1} \sin ^{2} \theta+I_{3} \cos ^{2} \theta+m R^{2}\right)}\right) \frac{\partial}{\partial \varphi}+\cos (\varphi-\vartheta) \frac{\partial}{\partial \theta}+\frac{\sin (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \psi}+ \\
&+\left(\frac{\left(I_{1}-I_{3}\right) \cos \theta \sin \theta \sin (\varphi-\vartheta)}{I_{1} \sin ^{2} \theta+I_{3} \cos ^{2} \theta+m R^{2}}\right) \frac{\partial}{\partial \vartheta} \\
& v_{3}=Y_{2}=R \frac{\partial}{\partial z}+\left(\frac{-\left(I_{3}+m R^{2}\right) \cos \theta \cos (\varphi-\vartheta)}{\sin \theta\left(I_{1} \sin ^{2} \theta+I_{3} \cos ^{2} \theta+m R^{2}\right)}\right) \frac{\partial}{\partial \varphi}-\sin (\varphi-\vartheta) \frac{\partial}{\partial \theta}+\frac{\cos (\varphi-\vartheta)}{\sin \theta} \frac{\partial}{\partial \psi}+ \\
&+\left(\frac{\left(I_{1}-I_{3}\right) \cos \theta \sin \theta \cos (\varphi-\vartheta)}{I_{1} \sin ^{2} \theta+I_{3} \cos ^{2} \theta+m R^{2}}\right) \frac{\partial}{\partial \vartheta} .
\end{aligned}
$$

It is readily seen that the commutators

$$
\left[v_{1}, v_{J}\right]=0, \quad J=1,2,3
$$

Therefore, the coefficients $C_{1, J}^{K}=0$ for all $J, K$, and the condition in step 3 of the algorithm is verified. We now concentrate in the the study of the condition given in step 5 . Recall that the principal bundle
projection $p: Q \rightarrow S O(3)$ is given by (6.15). The projected vector fields $\widehat{v}_{J}=T p\left(v_{J}\right), J=2,3$, are then

$$
\widehat{v}_{2}=-\frac{\cos \theta \sin \xi}{\sin \theta} \frac{\partial}{\partial \xi}+\cos \xi \frac{\partial}{\partial \theta}+\frac{\sin \xi}{\sin \theta} \frac{\partial}{\partial \psi}, \quad \widehat{v}_{3}=-\frac{\cos \theta \cos \xi}{\sin \theta} \frac{\partial}{\partial \xi}-\sin \xi \frac{\partial}{\partial \theta}+\frac{\cos \xi}{\sin \theta} \frac{\partial}{\partial \psi}
$$

Following step 5 of the algorithm we consider the family $\mathfrak{R}$ of one-forms $\widehat{\omega}$ that satisfy

$$
\widehat{\omega}\left(\widehat{v}_{2}\right)=-\frac{\cos \theta \cos \xi}{\sin \theta}+f_{1}(\xi, \theta), \quad \widehat{\omega}\left(\widehat{v}_{3}\right)=\frac{\cos \theta \sin \xi}{\sin \theta}+f_{2}(\xi, \theta)
$$

where

$$
f_{1}(\xi, \theta)=C_{2,3}^{3}, \quad f_{2}(\xi, \theta)=C_{3,2}^{2}
$$

The independence of $f_{1}, f_{2}$ on $\psi$ is obvious since all objects involved in the calculation are independent of $\psi$ (see Remark 6.4 below). The above relationships imply that the family $\mathcal{R}$ can be described as:

$$
\begin{equation*}
\widehat{\omega}=a(\xi, \theta) d \theta+b(\xi, \theta) d \psi+\lambda(d \xi+\cos \theta d \psi), \tag{6.18}
\end{equation*}
$$

where $\lambda=\lambda(\xi, \theta, \psi)$ is arbitrary, and

$$
a(\xi, \theta):=-\frac{\cos \theta}{\sin \theta}+f_{1} \cos \xi-f_{2} \sin \xi, \quad b(\xi, \theta):=f_{1} \sin \theta \sin \xi+f_{2} \sin \theta \cos \xi
$$

Step 5 of the algorithm states that a necessary condition for the existence of an invariant measure is that there exists a member of this family that is exact.

With the aid of a symbolic algebra software (we can provide the MAPLE ${ }^{T M}$ file upon request), one gets:

$$
f_{1}(\xi, \theta)=\frac{m R^{2} I_{1}\left(I_{3}-I_{1}\right)}{D} \cos \theta \sin \theta \cos \xi, \quad f_{2}(\xi, \theta)=\frac{m R^{2}\left(I_{1}+m R^{2}\right)\left(I_{1}-I_{3}\right)}{D} \cos \theta \sin \theta \sin \xi
$$

where $D$ is the determinant of the symmetric positive definite matrix

$$
\left(\begin{array}{ccc}
\mathcal{G}\left(v_{1}, v_{1}\right) & 0 & 0 \\
0 & \mathcal{G}\left(v_{2}, v_{2}\right) & \mathcal{G}\left(v_{2}, v_{3}\right) \\
0 & \mathcal{G}\left(v_{2}, v_{3}\right) & \mathcal{G}\left(v_{3}, v_{3}\right)
\end{array}\right)
$$

## The homogeneous case

In this case we have $I_{1}=I_{3}$ and hence $f_{1}=f_{2}=0$. By taking $\lambda=0$ we get

$$
\widehat{\omega}=-\frac{\cos \theta}{\sin \theta} d \theta=-d(\ln (\sin \theta))
$$

which is exact. We shall prove that in this case there exists an invariant measure for the problem below by explicitly computing the reduced equations of motion and giving a formula for the measure.

## The inhomogeneous case

We now show that if $I_{1} \neq I_{3}$ then the one-form $\sqrt{6.18}$ is not closed for any smooth function $\lambda$. This implies that no member of $\mathfrak{R}$ is exact and, by step 5 of the algorithm, that there is no preserved measure. The condition $d \widehat{\omega}=0$ yields the relations

$$
\frac{\partial \lambda}{\partial \theta}=\frac{\partial a}{\partial \xi}, \quad \lambda=\frac{1}{\sin \theta}\left(\frac{\partial b}{\partial \theta}+\cos \theta \frac{\partial \lambda}{\partial \theta}\right), \quad \frac{\partial b}{\partial \xi}+\cos \theta \frac{\partial \lambda}{\partial \xi}=\frac{\partial \lambda}{\partial \psi}
$$

Combining the first two relations we get an explicit formula for $\lambda$ that is independent of $\psi$. Substitution into the third relation gives the following necessary condition for the existence of an invariant measure

$$
\frac{\partial b}{\partial \xi}+\frac{\cos \theta}{\sin \theta}\left(\frac{\partial^{2} b}{\partial \xi \partial \theta}+\cos \theta \frac{\partial^{2} a}{\partial \xi^{2}}\right)=0 .
$$

However, using MAPLE ${ }^{\text {TM }}$ we find

$$
\frac{\partial b}{\partial \xi}+\left.\frac{\cos \theta}{\sin \theta}\left(\frac{\partial^{2} b}{\partial \xi \partial \theta}+\cos \theta \frac{\partial^{2} a}{\partial \xi^{2}}\right)\right|_{(\xi=\pi, \theta=\pi / 4)}=-\frac{\sqrt{2}}{4}\left(\frac{\left(I_{1}-I_{3}\right)^{2}\left(m R^{2}\right)^{2}}{I_{1}\left(I_{3}+m R^{2}\right)\left(\left(m R^{2}\right)^{2}+I_{1} I_{3}+m R^{2}\left(I_{1}+I_{3}\right)\right.}\right),
$$

that can only vanish if $I_{1}=I_{3}$. Therefore, we have shown that there is no preserved measure if $I_{1} \neq I_{3}$.

Remark 6.4. The assumption that the ball is axially symmetric simplifies the analysis significantly since all the quantities that appear are independent of the angle $\psi$. This is a consequence of an additional symmetry of the problem that corresponds to rotations of the sphere about its axis of symmetry. The abelian Lie group $\tilde{G}=\mathbb{R} \times S^{1} \times S^{1}$ acts on the configuration space $Q=S O(3) \times \mathbb{R} \times S^{1}$ by the rule

$$
\left(z^{\prime}, \vartheta^{\prime}, \psi^{\prime}\right):(g, z, \vartheta) \mapsto\left(\Re_{\vartheta^{\prime}} g \Re_{\psi^{\prime}}, z+z^{\prime}, \vartheta+\vartheta^{\prime}\right)
$$

where the matrices $\Re_{\vartheta^{\prime}}, \Re_{\psi^{\prime}}$ are defined as in 6.14). This action is free and proper, and leaves the constraints and the kinetic energy invariant. Nevertheless, the methods described in this paper and in 43 cannot be used to analyze the existence of an invariant measure of the resulting reduced equations. The reason for this is that the rank of the intersection $\mathcal{V}^{D} p=\mathcal{V}_{p} \cap D$ is not constant throughout $Q$. If the axis of symmetry of the sphere is perpendicular to the vertical wire, then the rank of $\mathcal{V}^{D} p$ is 2 . In any other configuration this rank is 1 . Therefore, we are forced to work with the action of the smaller symmetry group $G=\mathbb{R} \times S^{1}$ (for which the dimension assumption is not satisfied).

The reduced equations and the expression for the invariant measure for a homogeneous sphere that rolls without slipping on a vertical cylinder and wire

The expression for the invariant measure for a homogeneous ball that rolls without slipping on a vertical cylinder or wire can be readily obtained as we now show. We treat both problems simultaneously by considering $r<-R$ or $r \geq 0$ where, as before, $|r|$ denotes the radius of the cylinder (the case of the wire corresponds to the case $r=0$ ). We begin by introducing the modified Poisson vectors

$$
\boldsymbol{\alpha}:=\cos \vartheta g^{-1} e_{1}+\sin \vartheta g^{-1} e_{2}, \quad \boldsymbol{\beta}:=-\sin \vartheta g^{-1} e_{1}+\cos \vartheta g^{-1} e_{2}, \quad \boldsymbol{\gamma}:=g^{-1} e_{3} .
$$

They form an orthonormal basis of $\mathbb{R}^{3}$ and can be considered as the columns of an element in $S O(3)$. The constraints (6.12) can be written in terms of these vectors as

$$
\begin{equation*}
\dot{\vartheta}=\left(\frac{R}{R+r}\right)\langle\boldsymbol{\Omega}, \gamma\rangle \quad \dot{z}=-R\langle\boldsymbol{\Omega}, \boldsymbol{\beta}\rangle . \tag{6.19}
\end{equation*}
$$

Using the constraints one can obtain the following kinematical evolution equations for the Poisson vectors

$$
\begin{align*}
\dot{\boldsymbol{\alpha}} & =\left(\frac{R}{R+r}\right)\langle\boldsymbol{\gamma}, \boldsymbol{\Omega}\rangle \boldsymbol{\beta}+\boldsymbol{\alpha} \times \boldsymbol{\Omega}, \\
\dot{\boldsymbol{\beta}} & =-\left(\frac{R}{R+r}\right)\langle\gamma, \boldsymbol{\Omega}\rangle \boldsymbol{\alpha}+\boldsymbol{\beta} \times \boldsymbol{\Omega},  \tag{6.20}\\
\dot{\boldsymbol{\gamma}} & =\gamma \times \boldsymbol{\Omega} .
\end{align*}
$$

Recall that the Lagrangian of the system (6.13) is given by

$$
\mathcal{K}=\frac{1}{2}\langle\mathbb{I} \boldsymbol{\Omega}, \boldsymbol{\Omega}\rangle+\frac{m}{2}\left((R+r)^{2} \dot{\vartheta}^{2}+\dot{z}^{2}\right),
$$

and, in view of the constraints (6.19), we obtain the following equations of motion

$$
\begin{align*}
\mathbb{I} \dot{\boldsymbol{\Omega}} & =\mathbb{I} \boldsymbol{\Omega} \times \boldsymbol{\Omega}-\lambda_{1}\left(\frac{R}{R+r}\right) \boldsymbol{\gamma}+\lambda_{2} R \boldsymbol{\beta}  \tag{6.21}\\
m(R+r)^{2} \ddot{\vartheta} & =\lambda_{1} \\
m \ddot{z} & =\lambda_{2}
\end{align*}
$$

where $\lambda_{1}, \lambda_{2} \in \mathbb{R}$ are Lagrange multipliers. By differentiating the constraints 6.19), we obtain the following expressions for the Lagrange multipliers:

$$
\begin{aligned}
& \lambda_{1}=m(R+r)^{2} \ddot{\vartheta}=m R(R+r)\langle\boldsymbol{\gamma}, \dot{\boldsymbol{\Omega}}\rangle \\
& \lambda_{2}=m \ddot{z}=\frac{m R^{2}}{R+r}\langle\boldsymbol{\gamma}, \boldsymbol{\Omega}\rangle\langle\boldsymbol{\alpha}, \boldsymbol{\Omega}\rangle-m R\langle\boldsymbol{\beta}, \dot{\boldsymbol{\Omega}}\rangle
\end{aligned}
$$

Substitution into (6.21) yields

$$
\begin{equation*}
\left(\mathbb{I}+m R^{2} \mathbf{I}_{3}\right) \dot{\boldsymbol{\Omega}}=\mathbb{I} \boldsymbol{\Omega} \times \boldsymbol{\Omega}+m R^{2}\langle\boldsymbol{\alpha}, \dot{\boldsymbol{\Omega}}\rangle \boldsymbol{\alpha}+\frac{m R^{3}}{R+r}\langle\gamma, \boldsymbol{\Omega}\rangle\langle\boldsymbol{\alpha}, \boldsymbol{\Omega}\rangle \boldsymbol{\beta}, \tag{6.22}
\end{equation*}
$$

where $\mathbf{I}_{3}$ denotes the $3 \times 3$ identity matrix and we have used the orthonormality of $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}$. We can solve for $\boldsymbol{\Omega}$ in the above equation by obtaining an expression for $\langle\boldsymbol{\alpha}, \boldsymbol{\Omega}\rangle$ in terms of $\boldsymbol{\Omega}$ and $\boldsymbol{\alpha}, \boldsymbol{\beta}$. Taking inner product on both sides of 6.22 with $\left(\mathbb{I I}+m R^{2} \mathbf{I}_{3}\right)^{-1} \boldsymbol{\alpha}$ and isolating $\langle\boldsymbol{\alpha}, \dot{\boldsymbol{\Omega}}\rangle$ gives

$$
\langle\boldsymbol{\alpha}, \dot{\boldsymbol{\Omega}}\rangle=\frac{\left\langle\mathbb{I} \boldsymbol{\Omega} \times \boldsymbol{\Omega}+\frac{m R^{3}}{R+r}\langle\boldsymbol{\gamma}, \boldsymbol{\Omega}\rangle\langle\boldsymbol{\alpha}, \boldsymbol{\Omega}\rangle \boldsymbol{\beta},\left(\mathbb{I}+m R^{2} \mathbf{I}_{3}\right)^{-1} \boldsymbol{\alpha}\right\rangle}{1-m R^{2}\left\langle\left(\mathbb{I}+m R^{2} \mathbf{I}_{3}\right)^{-1} \boldsymbol{\alpha}, \boldsymbol{\alpha}\right\rangle}
$$

Once the above expression is substituted into $(\sqrt{6.22})$ and the system is complemented with equations (6.20), we obtain a closed system for $\boldsymbol{\Omega}, \boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}$ that should be thought as variables in the reduced space that is obtained by eliminating $\vartheta$ and $z$ by the symmetry.

If the ball is homogeneous with inertia matrix $\mathbb{I}=I \cdot \mathbf{I}_{3}$ then $\mathbb{I} \boldsymbol{\Omega} \times \boldsymbol{\Omega}=0$ and also $\langle\boldsymbol{\alpha}, \dot{\boldsymbol{\Omega}}\rangle=0$ by orthonormality of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$. The equations simplify to

$$
\begin{align*}
\dot{\boldsymbol{\alpha}} & =\frac{m R^{3}}{(R+r)\left(I+m R^{2}\right)}\langle\boldsymbol{\gamma}, \boldsymbol{\Omega}\rangle\langle\boldsymbol{\alpha}, \boldsymbol{\Omega}\rangle \boldsymbol{\beta}, \\
\dot{\boldsymbol{\alpha}} & =\langle\boldsymbol{\gamma}, \boldsymbol{\Omega}\rangle \boldsymbol{\beta}+\boldsymbol{\alpha} \times \boldsymbol{\Omega},  \tag{6.23}\\
\dot{\boldsymbol{\beta}} & =-\langle\boldsymbol{\gamma}, \boldsymbol{\Omega}\rangle \boldsymbol{\alpha}+\boldsymbol{\beta} \times \boldsymbol{\Omega}, \\
\dot{\boldsymbol{\gamma}} & =\boldsymbol{\gamma} \times \boldsymbol{\Omega} .
\end{align*}
$$

A direct calculation that uses $\langle\boldsymbol{\gamma}, \boldsymbol{\beta}\rangle=\langle\boldsymbol{\gamma}, \boldsymbol{\alpha}\rangle=0$, shows that, for any value of $r$ the measure $d \boldsymbol{\alpha} \wedge d \boldsymbol{\beta} \wedge d \boldsymbol{\gamma} \wedge d \boldsymbol{\Omega}$ is preserved by the flow of (6.23). Therefore we have

Theorem 6.5. The reduced equations for a dynamically balanced, axially symmetric sphere that rolls without slipping on an infinite vertical wire possess an invariant measure if and only if the ball is homogeneous.

## 7. Conclusions and future work

We have presented a geometric setup that allows us to obtain necessary and sufficient conditions for the existence of an invariant measure for certain types of nonholonomic mechanical systems with symmetry. Our methods have been successfully applied to prove the non-existence of an invariant measure for concrete problems.

Moreover, our geometric framework provides a setup that might be useful to determine conditions that guarantee the existence of an invariant measure for systems with a particular kind of nonholonomic constraints (such as LR systems [13, 37]). A class of systems that we plan to study involves nonholonomic systems for which the reduced configuration manifold is a homogeneous space. Some interesting results concerning the existence of a preserved measure for these systems have been given in [13, 23].

This paper has only considered nonholonomic systems with homogeneous constraints. Our results show that in the absence of a potential, a preserved measure for this kind of systems is necessarily basic (Theorems 3.6 and 3.8). Interestingly, if the nonholonomic constraints are affine, there can exist invariant measures that are not basic, i.e., the density depends on the velocities [16].

Finally, it would be interesting to exploit the generalized nonholonomic connection, introduced in Section 4.1, in order to study the geometry of symmetric nonholonomic systems which don't satisfy, in general, the dimension assumption.

## Appendix. Volume forms on vector bundles

Let $\tau: E \rightarrow Q$ be an orientable vector bundle, over an orientable manifold $Q$. If $\alpha$ is a section of $\tau: E \rightarrow Q$, we can define its vertical lift $\alpha^{\mathbf{v}}$, which is the vector field on $E$ given by

$$
\alpha^{\mathbf{v}}\left(\gamma_{q}\right)=\left.\frac{d}{d t}\right|_{t=0}\left(\gamma_{q}+t \alpha(q)\right), \text { for } \gamma_{q} \in E_{q} \text {. }
$$

If $\left\{e^{\beta}\right\}$ is a local basis of sections of $E$ and $\alpha=\alpha_{\beta} e^{\beta}$ then

$$
\begin{equation*}
\alpha^{\mathbf{v}}=\alpha_{\beta} \frac{\partial}{\partial p_{\beta}}, \tag{A.1}
\end{equation*}
$$

where $p_{\beta}$ are the coordinates on the fibers of $E$ obtained using the basis $\left\{e^{\beta}\right\}$.
Lemma A.1. [29] Let $\nu$ be a volume form on $Q$ and $\Omega$ be a volume form on the fibers of $E^{*}$. Then, there exists a unique volume form $\nu \wedge \Omega$ on $E$ such that

$$
\begin{equation*}
\nu \wedge \Omega\left(\tilde{Z}_{1}, \ldots, \tilde{Z}_{m}, \alpha_{1}^{\mathbf{v}}, \ldots, \alpha_{n}^{\mathbf{v}}\right)=\nu\left(Z_{1}, \ldots, Z_{m}\right) \Omega\left(\alpha_{1}, \ldots, \alpha_{n}\right) \tag{A.2}
\end{equation*}
$$

for $\alpha_{1}, \ldots, \alpha_{n} \in \Gamma(\tau)$ and $\tilde{Z}_{1}, \ldots, \tilde{Z}_{m}$ vector fields on $E$ which are $\tau$-projectable on the vector fields $Z_{1}, \ldots, Z_{m}$ on $Q$.

Locally, if $\left(q^{i}\right)$ are local coordinates on an open subset $U \subseteq Q$ and $\left\{e_{\alpha}\right\}$ is a basis of sections of $E^{*}$ such that

$$
\nu=d q^{1} \wedge \cdots \wedge d q^{m}, \quad \Omega=e_{1} \wedge \cdots \wedge e_{n}
$$

then

$$
\begin{equation*}
\nu \wedge \Omega=d q^{1} \wedge \cdots \wedge d q^{m} \wedge d p_{1} \wedge \cdots \wedge d p_{n} \tag{A.3}
\end{equation*}
$$

A volume form $\Phi$ on $E$ is said to be of basic type if

$$
\begin{equation*}
\mathcal{L}_{\alpha^{v}} \Phi=0, \quad \forall \alpha \in \Gamma(\tau) . \tag{A.4}
\end{equation*}
$$

Using A.3), it is easy to prove that the volume form $\nu \wedge \Omega$ is of basic type. In fact, we have the following result

Proposition A.2. A volume form $\Phi$ on $E$ is of basic type if and only if there exists a volume form $\nu$ on $Q$ and a volume form $\Omega$ on the fibers of $E^{*}$ such that

$$
\Phi=\nu \wedge \Omega
$$

Proof. Suppose that $\Phi$ is a volume form on $E$ of basic type.
Let $\nu_{0}$ be an arbitrary volume form on $Q$ and $\Omega_{0}$ a volume form on the fibers of $E^{*}$. Then we can assume, without the loss of generality, that

$$
\Phi=e^{\tilde{\sigma}} \nu_{0} \wedge \Omega_{0}, \quad \text { with } \tilde{\sigma} \in C^{\infty}(E) .
$$

Now, using (A.4), it follows that

$$
d \tilde{\sigma}\left(\gamma^{\mathbf{v}}\right)=0, \quad \forall \gamma \in \Gamma(\tau)
$$

which implies that $\tilde{\sigma}$ is a basic function with respect to the vector bundle projection $\tau: E \rightarrow Q$. In other words, there exists $\sigma \in C^{\infty}(Q)$ such that $\tilde{\sigma}=\sigma \circ \tau$.

Thus, if we take

$$
\nu=e^{\sigma} \nu_{0}, \quad \Omega=\Omega_{0}
$$

we have that $\Phi=\nu \wedge \Omega$.

## References

[1] Abraham R and Marsden J E,, Foundations of Mechanics, (2nd. edition), Benjamin/Cummings, Reading, Massachusetts, 1978.
[2] Arnold V I, Kozlov V V and Nishtadt A I,, Mathematical aspects of classical and celestial mechanics. Itogi Nauki i Tekhniki., Sovr. Probl. Mat. Fundamentalnye Napravleniya, Vol. 3, VINITI, Moscow 1985. English transl.: Encyclopadia of Math. Sciences, Vol.3, Springer-Verlag, Berlin 1989.
[3] Bloch A M, Krishnapasad P S, Marsden J E and Murray R M,, Nonholonomic mechanical systems with symmetry, Arch. Rat. Mech. An. 136 (1996), 21-99.
[4] Borisov A V and Mamaev I S, The rolling motion of a rigid body on a plane and a sphere. Hierarchy of dynamics, Regul. Chaotic Dyn. 7, no. 2 (2002), 177-200 .
[5] Borisov A V and Mamaev I S and Kilin A A, Rolling of a ball on a surface. New integrals and hierarchy of dynamics, Regul. Chaotic Dyn. 7, no. 2 (2002), 201-218 .
[6] Brylinski J L and Zuckerman G, The outer derivation of a complex Poisson manifold, J. Reine Angew. Math. 506 (1999) $181-189$.
[7] Cantrijn F, Cortés J, de León M and Martín de Diego D, On the geometry of generalized Chaplygin systems, Math. Proc. Cambridge Philos. Soc. 132 (2002), no. 2, 323-351.
[8] Cantrijn F, de León M and Martín de Diego D, On almost-Poisson structures in nonholonomic mechanics, Nonlinearity 12 (1999) 721-737.
[9] Chaplygin S A, On a ball's rolling on a horizontal plane,. Regular and Chaotic Dynamics, 7, (2002), 131-148; original paper in Math Sb., 24 (1903), 139-168.
[10] Chaplygin S A, On a motion of a heavy body of revolution on a horizontal plane., Collected works. Vol. I. Theoretical mechanics. Mathematics (Russian), 51-57, Gos. Izd. Tekhn.-Teoret. Lit., Moscow, 1948 [see MR0052352 (14,609i)]. English translation in: Regul. Chaotic Dyn. 7 (2002), no. 2, 119-130.
[11] Dufour J P and Haraki A, Rotationnels et structures de Poisson quadratiques, C. R. Acad. Sci. Paris Sér. I Math. 312 (1991) 137-140.
[12] Evens S, Lu J H and Weinstein A, Transverse measures, the modular class and a cohomology pairing for Lie algebroids, Quart. J. Math. Oxford 50 (1999) 417-436.
[13] Fedorov Y N and Jovanović B, Nonholonomic LR systems as generalized Chaplygin systems with an invariant measure and flows on homogeneous spaces, J. Nonlinear Sci. 14 (4) (2004) 341-381.
[14] Fedorov Y N, García-Naranjo L, Marrero J C, Invariant measures in nonholonomic mechanics, Applied Dynamics and Geometric Mechanics (organized by A M Bloch, T Ratiu and J Scheurle), Oberwolfach Reports 8 (3) (2011) 2256-2260.
[15] García-Naranjo L, Marrero J C, Non-existence of an invariant measure for a homogeneous ellipsoid rolling on the plane, Reg. and Chaot. Dyn. 18 (2013), 372-379.
[16] García-Naranjo L. C., Maciejewski A. J., Marrero J. C., Przybylska M.,, The inhomogeneous Suslov problem, Phys. Lett. A 378 (2014), 2389-2394.
[17] Grabowski J, Modular classes of skew symmetric relations, Transform. Groups 17 (2012), 989-1010.
[18] Grabowski J, de León M, Marrero J C and Martín de Diego D, Nonholonomic constraints: a new viewpoint, J. Math. Phys 50 (2009) no. 1013520 (17 pp).
[19] Grabowski J, Marmo G and Perelomov A M, Poisson structures: towards a classification, Modern Phys. Lett. A 8 (1993) 17191733.
[20] Ibort A, de León M, Marrero J C and Martín de Diego D, Dirac brackets in constrained dynamics, Fortschr. Phys. 47 (1999) 459-492.
[21] Jovanović B, Nonholonomic geodesic flows on Lie groups and the integrable Suslov problem on SO(4), J. Phys. A: Math. Gen. 31 (1998), 1415-22.
[22] Koiller J, Reduction of Some Classical Nonholonomic Systems with Symmetry., Arch. Rat. Mech. An. 118, (1992) 113-148.
[23] Koiller J and Ehlers K, Rubber rolling over a sphere., Regul. Chaotic Dyn. 12, (2007) 127-152.
[24] Koon W S and Marsden J E, Poisson reduction of nonholonomic mechanical systems with symmetry, Rep. Math. Phys. 42 (1/2) (1998) 101-134.
[25] Kozlov V V, Invariant measures of the Euler-Poincaré equations on Lie algebras, Funkt. Anal. Prilozh. 22 69-70 (Russian); English trans.: Funct. Anal. Appl. 22 (1988), 58-59.
[26] León M de, Marrero J C and Martín de Diego D, Linear almost Poisson structures and Hamilton-Jacobi theory. Applications to nonholonomic Mechanics, J. Geom. Mech. 2 (2) (2010) 159-198.
[27] Liu Z J and Xu P, On quadratic Poisson structures, Lett. Math. Phys. 26 (1992) 33-42.
[28] Marle Ch. M, Various approaches to conservative and nonconservative nonholonomic systems, Rep. Math. Phys. 42 (1998) 211-229.
[29] Marrero J C, Hamiltonian dynamics on Lie algebroids, unimodularity and preservation of volumes, J. Geom. Mech. 2 (3) (2010) 243-263.
[30] Marsden J E and Ratiu T S, Introduction to Mechanics with symmetry, Texts in Applied Mathematics 17 Springer-Verlag 1994.
[31] Ortega J P and Ratiu T S, Mometum maps and Hamiltonian reduction, Progress in Mathematics, 222. Birkhuser Boston, Inc., Boston, MA, 2004.
[32] Routh E D, Dynamics of a system of rigid bodies. 7th ed., revised and enlarged. Dover Publications, Inc., New York 1960.
[33] Stübler E, Zeinschriftür Math. und Phys. B, 57 (1909), 260-271.
[34] Van der Schaft A J and Maschke B M, On the Hamiltonian formulation of non-holonomic mechanical systems, Rep. Math. Phys. 34 (1994) 225-233.
[35] Schneider D, Non-holonomic Euler-Poincaré equations and stability in Chaplygin's sphere, Dynamical Systems, 17, (2002) 87-130 .
[36] Vaisman I, Lectures on the geometry of Poisson manifolds, Progress in Mathematics, 118 Birkhäuser Verlag, Basel, 1994.
[37] Veselov A P and Veselova L E, Integrable Nonholonomic Systems on Lie Groups,, Mat. Notes 44 (5-6) (1988) 810-819.
[38] Woronetz P, Uber die Bewegung eines starren Korpers, der ohne Gleitung auf einer beliebigen Flache rollt. (German), Math. Ann. 70 (1911), no. 3, 410-453.
[39] Woronetz P, Uber die Bewegungsgleichungen eines starren Korpers. (German), Math. Ann. 71 (1911), no. 3, 392-403.
[40] Weinstein A, The modular automorphism group of a Poisson manifold, J. Geom. Phys. 23, (1997), 379-394.
[41] Xu P, Gerstenhaber algebras and BV-algebras in Poisson geometry, Comm. Math. Phys. 200 (1999) 545-560.
[42] Yaroshchuk V A, New cases of the existence of an integral invariant in a problem on the rolling of a rigid body, without slippage, on a fixed surface. (Russian), V.estnik Moskov. Univ. Ser. I Mat. Mekh. 1992, no. 6, 26-30
[43] Zenkov D V and Bloch A M, Invariant measures of nonholonomic flows with internal degrees of freedom, Nonlinearity 16, (2003), 1793-1807.

Yuri N. Fedorov: Department de Matematica Aplicada I, Universitat Politecnica de Catalunya, Barcelona, E-08028 Spain E-mail address: Yuri.Fedorov@upc.edu
L. C. García-Naranjo: Departamento de Matemáticas y Mecánica, IIMAS-UNAM, Apdo Postal 20-726, Mexico City, 01000, Mexico

E-mail address: luis@mym.iimas.unam.mx
Juan C. Marrero: ULL-CSIC Geometría Diferencial y Mecánica Geométrica, Departamento de Matemática Fundamental, Facultad de Matemáticas, Universidad de La Laguna, La Laguna, Tenerife, Canary Islands, Spain

E-mail address: jcmarrer@ull.es


[^0]:    2010 Mathematics Subject Classification. 37C40,37J60,70F25,70G45,70G65.
    Key words and phrases. nonholonomic mechanical systems, linear almost Poisson structure, Hamiltonian dynamics, kinetic energy Hamiltonians, modular vector field, unimodularity, invariant volume forms, symmetries, reduction.

    This work has been partially supported by MEC (Spain) Grants MTM2009-13383, MTM2011-15725-E, MTM2012-34478, MTM201231714 and the project of the Canary Government ProdID20100210. All the authors are grateful to their institutions for funding our research visits, which allowed the completion of the present article.

[^1]:    ${ }^{1}$ Note that $X_{f}$ is not a Hamiltonian vector field in the usual sense since we work with an almost Poisson bracket. It would be more accurate to talk about an almost Hamiltonian vector field. We eliminate the "almost" in our terminology for brevity.

[^2]:    ${ }^{2}$ an everyday life example of such type of rigid body is a shoe (without heel).

