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Abstract

We examine spectral operator-theoretic properties of linear and nonlinear dynamical systems with
globally stable attractors. Using the Kato Decomposition we develop a spectral expansion for general
linear autonomous dynamical systems with analytic observables, and define the notion of generalized
eigenfunctions of the associated Koopman operator. We interpret stable, unstable and center subspaces
in terms of zero level sets of generalized eigenfunctions. We then utilize conjugacy properties of Koopman
eigenfunctions and the new notion of open eigenfunctions - defined on subsets of state space - to extend
these results to nonlinear dynamical systems with an equilibrium. We provide a characterization of
(global) center manifolds, center-stable and center-unstable manifolds in terms of joint zero level sets
of families of Koopman operator eigenfunctions associated with the nonlinear system. After defining a
new class of Hilbert spaces, that capture the on and off attractor properties of dissipative dynamics, and
introduce the concept of Modulated Fock Spaces, we develop spectral expansions for a class of dynamical
systems possessing globally stable limit cycles and limit tori, with observables that are square-integrable in
on-attractor variables and analytic in off-attractor variables. We discuss definitions of stable, unstable and
global center manifolds in such nonlinear systems with (quasi)-periodic attractors in terms of zero level
sets of Koopman operator eigenfunctions. We define the notion of isostables for a general class of nonlinear
systems. In contrast with the systems that have discrete Koopman operator spectrum, we provide a
simple example of a measure-preserving system that is not chaotic but has continuous spectrum, and
discuss experimental observations of spectrum on such systems. We also provide a brief characterization
of the data types corresponding to the obtained theoretical results and define the coherent principal
dimension for a class of datasets based on the lattice-type principal spectrum of the associated Koopman
operator.

1 Introduction

Spectral theory of dynamical systems shifts the focus of investigation of dynamical systems behavior away
from trajectories in the state space and towards spectral objects - eigenvalues, eigenfunctions and eigen-
modes - of an associated linear operator. Specific examples are the Perron-Frobenius operator [1] and the
composition operator - in measure-preserving setting called the Koopman operator [2, 3]. In this paper we
study spectral properties of the composition operator for a class of dynamical systems and relate them to
state space and data analyses.

In classical dynamical systems theory, the notion of conjugacy is an important one. For example, conju-
gacy is the setting in which linearization theorems, such as the Hartman-Grobman theorem, are proved. In
the original investigations using the operator-theoretic approach to measure-preserving dynamical systems,
the notion of conjugacy also played an important role [4]. One of the most important questions in that era was
whether spectral equivalence of the Koopman operator spectra implies conjugacy of the associated dynamical
systems. It was settled in the negative by von Neumann and Kolmogorov [5], where the examples given had
complex - mixed or continuous - spectra. The transformation of spectral properties under conjugacy, pointed
out in [6], was already used in the data-analysis context in [7]. Here we explore the relationship between
the spectrum of the composition operator and conjugacy, for dissipative systems, and discuss the type of
spectrum they exhibit for asymptotic behavior ranging from equilibria to quasi-periodicity. The approach,
inspired by ideas in [8] extends the analysis in that paper to provide spectral expansions and treat the case
of saddle point equilibria using the newly defined concept of open eigenfunctions of the Koopman operator
on subsets of state space. While these systems have discrete spectrum, we also present a simple example of
a measure-preserving (non-dissipative) system with non-chaotic dynamics with continuous spectrum.

In dissipative systems, the composition operator is typically non-normal, and can have generalized eigen-
functions. Gaspard and collaborators studied spectral expansions for dynamical systems containing equilibria
and exhibiting pitchfork and Hopf bifurcations [9, 10]. The author presented the general on-attractor ver-
sion of the expansion for evolution equations (possibly infinite-dimensional) possessing a finite-dimensional
attractor in [11]. It is important to note that spectra of dynamical systems can have support on non-discrete
sets in the complex plane, provided the space of observables is large enough, or the dynamics is complex
enough [9, 11]. Here, we restrict our attention largely to observables that are L2 in on-attractor variables
and analytic in off-attractor variables, and find that the resulting spectra are - for quasi-periodic systems
- supported on discrete sets in the complex plane. This observation by the author lead to development of
the analytic framework for dissipative dynamical systems using Hardy-type spaces for dynamical systems, in
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which the composition operator is always spectral [12]. Here we extend that analysis to provide a new, Hilbert
space setting for spectral analysis of dissipative dynamical systems. The resulting spaces are tensor products
of spaces suitable for on-attractor dynamics and off attractor dynamics. We prove that the spectrum of the
Koopman operator on these spaces is the closure of the product of the “on-attractor” and “off-attractor”
spectra, and apply these ideas to study systems with limit cycle and quasi-periodic attractors. We introduce
two new types of spaces: the modulated Fock space that has properties of the Fock (or Fock-Bargmann, or
Segal-Bargmann) space, but is defined with respect to principal eigenfunctions of the Koopman operator,
and the Averaging Kernel Hilbert Space (AKHS) which is a modification of the concept of the Reproducing
Kernel Hibert Space (RKHS), the class that modulated and regular Fock spaces belongs to. There are a
number of publications on spectrum of composition operators for dissipative dynamical systems that pursue
spectral analysis in Hilbert space setting. Fock space has been used specifically in [13, 14, 15]. But these and
other works, in different analytic function spaces, are all restricted to the case when the dynamical system
has an attracting fixed point, and there is no need for the tensor product construction (see e.g. [16, 17]).

Eigenfunctions of the composition operator contain information about geometry of the state space. For
example, invariant sets [18], isochrons [19, 20] and isostables [21], can all be defined as level sets of eigen-
functions of the operator. Here we extend this set of relations by showing that center-stable, center and
center-unstable manifolds of an attractor can be defined as joint 0-level sets of a set of eigenfunctions. This
can be viewed as shifting the point of view on such invariant manifolds from local - where the essential
ingredient of their definition is tangency to a linear subspace [22] - to a global, level-set based definition.
The connections between geometric theory and operator theory are explored further here: Floquet analysis
in the case of a limit cycle, and generalized Floquet analysis [23] in the case of limit tori are used to obtain
global (as opposed to local, as in geometric theory) results on spectral expansions. The usefulness of spectral
expansions stems from the fact that most contributions to dynamics of a typical autonomous dissipative
systems are exponentially fast, and the dynamics is taken over by the slowest decaying modes and zero-real
part eigenvalue modes. This has relationship to the theory of inertial manifolds.

On the data analysis side, the operator-theoretic analysis has recently gained popularity in conjunction
with numerical methods such as variants of the Dynamic Mode Decomposition (DMD), Generalized Laplace
Analysis, Prony and Hankel-DMD analysis, as well as compactification methods [19, 11, 24, 6, 7, 25, 26, 27,
28], that can approximate part of the spectrum of an underlying linear operator under certain conditions on
the data structure [28]. Since these methods operate directly on data (observables), they have been used to
analyze a large variety of dynamical processes in many applications. We classify here the types of spectra
associated with dynamical systems of different transient and asymptotic behavior, including systems with
fixed point, limit cycle and quasiperiodic attractors. The spectrum is always found out to be of what we
call the lattice type, and is defined as a linear combination over integers of n principal eigenvalues, where n
is the dimension of the state space. This can help with understanding the dynamics underlying the spectra
obtained from data. Namely, the principal coherent dimension of the data can be determined by examining
the lattice and finding the number of principal eigenvalues.

The paper is organized as follows: in section 3 we consider the case of linear systems, including those for
which geometric and algebraic multiplicity is not equal. We obtain the spectral expansion using the Kato
Decomposition. We also obtain explicit generalized eigenfunctions of the associated composition operator.
Using the spectral expansion, the stable, unstable and center subspaces are defined as joint zero level sets
of collections of eigenfunctions. An extension of these ideas to nonlinear systems with equilibria is given
in section 5, utilizing developments on conjugacy and spectrum in section 4, and the new concept of open
eigenfunctions of the Koopman operator. The linearization theorem of Palmer is used to provide global
definitions of center, center-stable and center-unstable manifolds using zero level sets of collections of com-
position operator eigenfunctions. The discussion of Hilbert spaces of interest in spectral Koopman operator
framework is provided in section 6, where Modified Fock Spaces are defined. Spectral expansion theorems for
asymptotically limit cycling systems are given in section 7 for 2D systems and in section 8 for n-dimensional
systems with a limit cycle. The reason for distinguishing between these two cases is that in the 2-dimensional
case the eigenfunctions and eigenvalues can be derived explicitly in terms of averages over the limit cycle,
while in the general case we use Floquet theory, due to the non-commutativity of linearization matrices along
the limit cycle. For both of these cases we define the concept of Averaging Kernel Hibert Space, in which
the Koopman operator is spectral. In section 9 we derive the spectral expansion for systems globally stable
to a limit torus, where attention has to be paid to the exact nature of the dynamics on the torus. Namely,
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Kolmogorov-Arnold-Moser type Diophantine conditions are needed for the asymptotic dynamics in order
to derive the spectral expansion, providing another nice connection between the geometric theory and the
operator theoretic approach to dynamical systems. We discuss the possibility of determining the principal
coherent dimension of the data using spectral expansion results in section 10. In section 11 we present a
measure-preserving system that has a continuous Koopman operator spectrum, but integrable dynamics,
and discuss the consequence for data analysis in such systems. We conclude in section 12.

2 Preliminaries

For a dynamical system
ẋ = F(x), (1)

defined on a state-space M (i.e. x ∈M - where we by slight abuse of notation identify a point in a manifold
M with its vector representation x in Rm, m being the dimension of the manifold), where x is a vector and
F is a possibly nonlinear vector-valued smooth function, of the same dimension as its argument x, denote
by St(x0) the position at time t of trajectory of (1) that starts at time 0 at point x0 (see Figure 1). We
call St(x0) the flow. Denote by g an arbitrary, vector-valued observable from M to Rk. The value of this
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Figure 1: Trajectory of a dynamical system in R3.

observable g that the system trajectory starting from x0 at time 0 sees at time t is

g(t,x0) = g(St(x0)). (2)

Note that the space of all observables g is a linear vector space. The family of operators U t, acting on the
space of observables parametrized by time t is defined by

U tg(x0) = g(St(x0)). (3)

Thus, for a fixed time τ , U τ maps the vector-valued observable g(x0) to g(τ,x0). We will call the family
of operators U t indexed by time t the Koopman operator of the continuous-time system (1). This family
was defined for the first time in [2], for Hamiltonian systems. In operator theory, such operators, when
defined for general dynamical systems, are often called composition operators, since U t acts on observables
by composing them with the mapping St [29].

3 Linear systems

In this section we study linear dynamical systems from the perspective of spectral theory of Koopman
operator family. We include the results previously announced in [30], but expand on the details of the
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proofs. Section 3.3 is new and utilizes Koopman eigenfunctions as new coordinates that transform the linear
dynamical system into its canonical (Jordan) form. This is used later in the paper where conjugacy theorems
are used for identification of Koopman eigenfunctions.

3.1 Continuous-time Linear Systems with Simple Spectrum

In the case when the dynamical system is linear, and given by ẋ = Ax, x ∈ Rn its matrix eigenvalues are
eigenvalues of the associated Koopman operator. The associated Koopman eigenfunctions are given by [24]:

φj(x) = 〈x,wj〉 , j = 1, . . . , n (4)

where wj are eigenvectors of the adjoint A∗ (that is, A∗wj = λcjwj), normalized so that 〈vj ,wk〉 = δjk,
where vj is an eigenvector of A, and 〈·, ·〉 denotes an inner product on the linear space M in which the
evolution is taking place. This is easily seen by observing

φ̇j = 〈ẋ,wj〉 = 〈Ax,wj〉 = 〈x, A∗wj〉 = λj 〈x,wj〉 = λjφj , (5)

and thus φj(t,x0) = U tφj(x0) = exp(λjt)φj(x0). Now, for any x ∈ M , as long as A has a full set of
eigenvectors at distinct eigenvalues λj , we may write

x =
n
∑

j=1

〈x,wj〉vj =
n
∑

j=1

φj(x)vj .

Thus,

U tx(x0) = x(t,x0) = exp(At)x0 =
n
∑

j=1

〈exp(At)x0,wj〉vj

=

n
∑

j=1

〈x0, exp(A
∗t)wj〉vj =

n
∑

j=1

exp(λjt) 〈x0,wj〉vj ,

=

n
∑

j=1

exp(λjt)φj(x0)vj , (6)

where x(x0) is the vector function that associates Cartesian coordinates with the point x0 (the initial
condition) in state space. This is an expansion of the dynamics of observables - in this case the coordinate
functions x(x0) in terms of spectral quantities (eigenvalues, eigenfunctions and Koopman modes vj) of the
Koopman family U t. Considering (6), we note that the quantity we know as the eigenvector vj is not
associated with the Koopman operator, but rather with the observable - if we changed the observable to, for
example y = Cx, C being an m× n matrix, then the expansion would read

U ty(x0) =

n
∑

j=1

exp(λjt)φj(x0)Cvj , (7)

and we would call Cvj the j−th Koopman mode1 of observable y. Assume now that the space of observables
on Rn we are considering is the space of complex linear combinations of x(x0). Then, φj(x0)Cvj is the
projection of the observable Cx onto the eigenspace of the Koopman family spanned by the eigenfunction
φj(x0) = 〈x,wj〉.

Note that what changed between expansions (6) and (7) is the Koopman modes. On the other hand,
the eigenvalues and eigenfunctions used in the expansion do not change. Thus, what changes with change in
observables is their contribution to the overall evolution in the observable, encoded in Cvj . These properties
persist in the fully nonlinear case, with the modification that the spectral expansion is typically infinite and
can have a continuous spectrum part.

1Koopman modes are defined up to a constant, the same as eigenvectors. However, here we have defined projection with
respect to a specific basis with an orthonormal dual.
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Note also that the evolution of coordinate functions can be written in terms of the evolution of Koopman
eigenfunctions, by

U tx(x0) =

n
∑

j=1

φj(t,x0)vj . (8)

3.2 Continuous-time Linear Systems: the General Case

In general, the matrix A can have repeated eigenvalues and this can lead to a lack of eigenvectors. Recall that
the algebraic multiplicity of an eigenvalue λj of A is the exponent (mj) of the polynomial factor (λ− λj)

mj

of the characteristic polynomial det(A − λI). In other words, it is the number of repeat appearences of λj
as a zero of the characteristic polynomial. An eigenvalue that repeats mj times does not necessarily have
mj eigenvectors associated with it. Indeed - the algebraic multiplicity mj of λj is bigger than or equal to
geometric multiplicity, which is the number of eigenvectors associated with λj . Such sonsiderations lead to
the so-called Kato Decomposition. Kato Decomposition is an example of a spectral decomposition, where a
linear operator is decomposed into a sum of terms consisting of scalar multiples of projection and nilpotent
operators. For a finite-dimensional linear operator A it reads [31]:

U =

s
∑

h=1

λhPh +Dh, (9)

where s is the dimension. Each Ph is a projection operator on the algebraic eigenspaceMh that can be defined
as the null space of (U − λhI)

mh , and Dh is a nilpotent operator. We now use this spectral decomposition
theorem for finite-dimensional linear operators to provide an easy, elegant proof of Hirsch-Smale theorem
[32] on solutions of ordinary differential equations. Consider a linear ordinary differential equation on Rm,
ẋ = Ax where A is an n×nmatrix. It is well-known that the solution of this equation reads x(t) = exp(At)x0,
where x0 is the initial condition. The exponentiation of the matrix A reads

exp(At) =

∞
∑

k=0

Aktk

k!
. (10)

Now, from the Kato decomposition, and using the fact that

DhDk = δhkDh, PhDk = DhPk = 0, (11)

we obtain

Ak =

s
∑

h=1

λkhPh +

k
∑

j=1

(

k

j

) s
∑

h=1

λk−j
h Dj

h, (12)

where λh, h = 1, ..., s are eigenvalues of A. We rewrite exp(At) as

I +
∞
∑

k=1

∑s
h=1 λ

k
hPh +

∑k
j=1

(

k
j

)
∑s

h=1 λ
k−j
h Dj

h

k!
tk,

=

s
∑

h=1

Ph

∞
∑

k=0

λkht
k

k!
+

∞
∑

k=1

∑k
j=1

(

k
j

)∑s
h=1 λ

k−j
h Dj

h

k!
tk,

=

s
∑

h=1

eλhtPh +

∞
∑

k=1

∑k
j=1

(

k
j

)
∑s

h=1 λ
k−j
h Dj

h

k!
tk,

(13)

Note now that

tleλht = tl
∞
∑

k=0

λkht
k

k!
=

∞
∑

k=0

λkht
k+l

k!
=

∞
∑

m=l

λm−l
h tm

(m− l)!
. (14)
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We can rewrite the second sum in the last line of (13) as

s
∑

h=1

∑

j<mh

∞
∑

k=j

(

k

j

)

λk−j
h Dj

h

tk

k!
, (15)

leading further to

=
s
∑

h=1

∑

j<mh

∞
∑

k=j

k · (k − 1) · ... · (k − j + 1)

j!
λk−j
h Dj

h

tk

k!
,

=

s
∑

h=1

∑

j<mh

Dj
h

j!

∞
∑

k=j

λk−j
h

tk

(k − j)!
,

=

s
∑

h=1

∑

j<mh

Dj
h

j!
tjeλht. (16)

(17)

Thus we get

exp(At) =

s
∑

h=1

(eλhtPh +
∑

j<mh

tjeλht

j!
Dj

h), (18)

Let us now connect this expansion to the formula we obtained previously, given by (6). In that case, we
assumed that algebraic multiplicities of all eigenvalues are 1, and there is a full set of associated eigenvectors
vh. Thus, the nilpotent part Dh = 0, and the projection of a vector x0 on the h− th eigenspace is

Phx0 = 〈x0,wh〉vh = φh(x0)vh. (19)

Using this with (18), we obtain (6).
More generally, let the dimension of each geometric eigenspace be equal to 1, let j = 1, ..., s be the

counter of distinct eigenvalues of A andm1, ...,ms their multiplicities (or equivalently dimensions of algebraic
eigenspaces corresponding to eigenvalues). Label the basis of the generalized eigenspace Eh by v1

h, ...,v
mh

h ,
where vi

h are chosen so that (A− λhI)
ivi

h = 0. In other words, v1
h is a standard eigenvector of A at λh and

the generalized eigenvectors vi
h, i = 2, ...,mh satisfy Avi

h = λhv
i
h+vi−1

h . Now let φih(x) =
〈

x,wi
h

〉

where wi
h

is the dual basis vector to vi
h and satisfies

A∗wi
h = λchw

i
h +wi+1

h , i < mh.

A∗wi
h = λchw

i
h, i = mh. (20)

Note that for i > 1.

φ̇ih(x) =
〈

ẋ,wi
h

〉

=
〈

Ax,wi
h

〉

=
〈

x, A∗wi
h

〉

=
〈

x, λchw
i
h +wi+1

h

〉

= λh
〈

x,wi
h

〉

+
〈

x,wi+1
h

〉

= λhφ
i
h(x) + φi+1

h (x). (21)

We call φih(x), 1 ≤ i < mh the generalized eigenfunctions of the Koopman operator at eigenvalue λh.

Remark 3.1. It is evident from the equation (21) that products of generalized eigenfunctions are not gen-
eralized eigenfunctions, in contrast with the property of ordinary eigenfunctions.

Example 3.1. To justify the name generalized eigenfunctions, consider the following simple example: let
mh = 2. Then φ̇1h = λhφ

1
h + φ2h, where φ

1
2 is an eigenfunction of U t at λh satisfying φ̇2h = λhφ

2
h. Then

(d/dt− λhI)
2φ1h = 0. (22)

Thus, φ1h is in the nullspace of the differential operator ( d
dt − λhI)

2.
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Expanding from Example 3.1, for mj arbitrary, generalized eigenfunctions φ satisfy (d/dt−λhI)mhφ = 0.
By integrating (21), the time evolution of the generalized eigenfunctions reads

φih(t) =

mh−i
∑

n=0

tn

n!
eλht

i+n
∑

l=mh

φlh(0). (23)

(in fact by directly differentiating (23), one can easily find out that it satisfies (21)). Now writing

x0 =

s
∑

h=1

mh
∑

i=1

〈

x0,w
i
h

〉

vi
h, (24)

we get

U tx(x0) = x(t) = exp(At)x0

=

s
∑

h=1

mh
∑

i=1

〈

exp(At)x0,w
i
h

〉

vi
h

(25)

leading further to

=

s
∑

h=1

mh
∑

i=1

〈

x0, exp(A
∗t)wi

h

〉

vi
h

=

s
∑

h=1

mh
∑

i=1

eλht(

mh
∑

k=i

tk−i

(k − i)!

〈

x0,w
k
h

〉

)vi
h,

=

s
∑

h=1

eλht
mh
∑

i=1

(

mh
∑

k=i

tk−i

(k − i)!
φkh(x0))v

i
h

=
s
∑

h=1

[

eλht

(

mh
∑

k=1

φkh(x0)v
k
h

)

+

mh−1
∑

i=1

ti

i!
eλht

(

mh
∑

k=i+1

φkh(x0)v
k−i
h

)]

. (26)

We connect the formula we just obtained with the expansion (18). Comparing the two, it is easy to see that

Phx =

mh
∑

k=1

φkh(x)v
k
h, (27)

and

Di
hx =

mh
∑

k=i+1

φkh(x)v
k−i
h (28)

The above discussion also shows that, as long as we restrict the space of observables on Rm to linear ones,
f(x) = 〈c,x〉, where c is a vector in Rm, then the generalized eigenfunctions and associated eigenvalues of
the Koopman operator are obtainable in a straightforward fashion from the standard linear analysis of A
and its transpose.

It is easy to see that the most general case, in which dimension of geometric eigenspaces is not necessarily
1, is easily treated by considering geometric eigenspace of dimension say 2 as two geometric eigenspaces
of dimension 1. Keeping in mind that these correspond to - numerically - the same eigenvalue, we can
define generalized eigenvectors corresponding to each eigenvector in - now separate - 1-dimensional geometric
eigenspaces.
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3.3 The Canonical Form of Linear Systems

The (generalized) Koopman eigenfunctions

φih(x) = 〈x,wh〉 , h = 1, ..., s 0 ≤ i < mh,

can be thought of as “good” coordinates for linear systems. Let

φ = (φ11, ..., φ
m1
1 , φ12, ..., φ

m2
2 , ..., φ1s, ..., φ

ms
s )T .

From
φ̇ih(x) = λhφ

i
h(x) + φi+1

h (x), (29)

we obtain
φ̇ = Jφ, (30)

where

J =











Aλ1 0
Aλ2

. . .

0 Aλs











(31)

and

Aλh
=



















λh 1 0 · · · 0
0 λh 1 · · · 0
... · · ·

...

0
. . . λh 1

0
. . . 0 λh



















(32)

is the Jordan block corresponding to the eigenvalue λj . Note that Koopman eigenfunctions can be complex
(conjugate) and thus this representation is in general complex.

The real form of the Jordan block corresponding to a complex eigenvalue λi whose geometric multiplicity
is less than algebraic multiplicity is obtained using the variables rj = yj (for λj ∈ R) and the polar coordinates

(

yj
yj+1

)

=

(

rj cos(θj)
rj sin(θj)

)

(33)

(for λj = λcj+1 = rje
iθj /∈ R). Thus,

φh = rh(x)e
iθh(x) = φch+1,

and (φh(x), φh+1(x)) get transformed into (yh(x), yh+1(x)) to yield the i-th Jordan block

Aλi
=













Ci I

Ci
. . .

. . . I
Ci













. (34)

where

Ci =

[

σi ωi

−ωi σi

]

, (35)

and I is the 2× 2 identity matrix.
We have the following corollary of the above considerations:

Corollary 3.1. If a set of functions φ satisfy

φ̇ = Jφ, (36)

where J is the complex Jordan normal form of a matrix A, then φ is a set of (generalized) eigenfunctions of

ẋ = Ax. (37)
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3.4 Stable, Unstable and Center Subspace

Let us recall the definition of stable, unstable and center subspaces of ẋ = Ax,x ∈ Rn: the stable subspace of
the fixed point 0 is the location of all the points in Rn that go to the fixed point at the origin as t→ ∞. The
stable subspace is classically obtained as the span of (generalized) eigenvectors corresponding to eigenvalues
of negative real part. In the same way, the unstable subspace of the fixed point 0 is the location of all
the points that go to the fixed point at the origin as t → −∞, and is classically obtained as the span of
(generalized) eigenvectors corresponding to eigenvalues of positive real part. The center subspace is usually
not defined by its asymptotics (but could be, as we will see that it is the location of all the points in the
state space that stay at the finite distance from the origin, or grow slowly (algebraically) as t → ∞), but
rather as the span of (generalized) eigenvectors associated with eigenvalues of zero real part.

Looking at the equation (6), it is interesting to note that one can extract the geometrical location of stable,
unstable and center subspaces from the eigenfunctions of the Koopman operator. We order eigenvalues
λj , j = 1, .., n from the largest to the smallest, where we do not pay attention to the possible repeat of
eigenvalues. Let s, c, u be the number of negative real part eigenvalues, 0 and positive real part eigenvalues.

Proposition 3.1. Let λ1, ...λu be positive real part eigenvalues, λu+1, ..., λu+c be 0 real part eigenvalues,
and λu+c+1, ..., λs be negative real part eigenvalues of a matrix A of an LTI system. Let

φ1, ..., φu+c+s, (38)

be the (generalized) eigenfunctions of the associated Koopman operator. Then the joint level set of (general-
ized) eigenfunctions

Ls = {x ∈ R
n|φ1(x) = 0, ..., φu+c(x) = 0}, (39)

is the stable subspace Es,

Lc = {x ∈ R
n|φ1(x) = 0, ..., φu(x) = 0, φu+c+1(x) = 0..., φu+c+s(x) = 0}, (40)

is the center subspace Ec, and

Lu = {x ∈ R
n|φu+c+1(x) = 0, ..., φu+c+s(x) = 0}, (41)

the unstable subspace Eu.

Proof. Note that setting φ1(x) = 0, ..., φu+c(x) = 0 leads to annulation of terms in (26) that are multiplied
by eλjt, where ℜλj ≥ 0. Thus, any initial condition x belonging to Ls has evolution governed by terms
that asymptotically converge to 0 and thus are parts of the stable subspace. Conversely, assume that x
does not belong to Ls, but the trajectory starting at it asymptotically converges to 0. Since x has non-zero
projection 〈x,wj〉 on at least one of the (generalized) eigenvectors of A, that are associated with eigenvalues
of non-negative real part, we get a contradiction. The proof for the unstable subspace is analogous.

Since the center subspace is defined as the span of the (generalized) eigenvectors of A having eigenvalues
with zero real part, the initial condition in the center subspace can not have any projection on (generalized)
eigenvectors associated with eigenvalues with positive or negative real part, and thus

φ1(x) = 0, ..., φu(x) = 0, φu+c+1(x) = 0..., φu+c+s(x) = 0.

This implies that x is in Lc. Conversely, if x ∈ Lc then x does not have any projection on (generalized)
eigenvectors associated with eigenvalues with positive or negative real part, and thus is in Ec.

This generalizes nicely to nonlinear systems (see below), in contrast to the fact that the standard defini-
tion, where e.g. the unstable space is the span of v1, ...,vu does not. Namely, even when the system is of
the form

ẋ = Ax+ ǫf ,

for f bounded, f(0) = 0, and ǫ small, using the span of eigenvectors we can only show existence of the
unstable, stable and center manifolds that are tangent to the unstable, stable and center subspace Eu, Es, Ec,
respectively.

So, the joint zero level sets of Koopman eigenfunctions define dynamically important geometric objects
- invariant subspaces - of linear dynamical systems. This is not an isolated incident. Rather, in general the
level sets of Koopman eigenfunctions reveal important information about the state space geometry of the
underlying dynamical system.
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4 Koopman Eigenfunctions Under Conjugacy

Spectral properties of the Koopman operator transform nicely under conjugacy, as already shown in [11].
Here we use the notion of conjugacy defined more generally than in the classical context. In fact, we will
define the notion of factor conjugacy - coming from the fact that we are combining notions of factors from
measure theory [33], and the topological notion of conjugacy [22].

Let St, U t
S be the family of mappings and the Koopman operator associated with

ẋ = F(x), x ∈ R
n,

with m ≤ n and T t, U t
T a family of mappings and the Koopman operator associated with

ẏ = G(y), y ∈ R
m.

Assume that φ(y) is an eigenfunction of U t
T associated with eigenvalue λ. In addition, let h : Rn → Rm be

a mapping such that

h(Stx) = (T t(h(x))), (42)

i.e. the two dynamical systems are (factor) conjugate.2 Then we have

exp(λt)φ ◦ h(x) = φ(T th(x)) = φ(h(St(y))) = U t
S(φ ◦ h(x)), (43)

i.e. if φ is an eigenfunction at λ of U t
T , then the composition φ ◦ h is an eigenfunction of U t

S at λ. As a
consequence, if we can find a global conjugacy of a nonlinear system to a linear system, then the spectrum of
the Koopman operator can typically be determined from the spectrum of the linearization at the fixed point.
We discuss this, and some extensions, in the next section. The classical notion of topological conjugacy
is obtained when m = n and h is a homeomorphism (a continuous invertible map whose inverse is also
continuous). If h is a Ck diffeomorphism, then we have a Ck diffeomorphic conjugacy. The notion of factor
conjugacy is broader than those classical definitions, and includes the notion of semi-conjugacy, that is
obtained when h is continuous or smooth, but m < n. 3

Generalized eigenfuctions are preserved under conjugation, just like ordinary eigenfunctions: let mj be
the geometric multiplicity of the eigenvalue λj . For 0 < i < mj we have (see (23)):

mj−i
∑

n=0

tn

n!
eλjtφn+i

j ◦ h(x) = U t
Tφ

i
j(h(x)) = φij(T

t(h(x))) = φij(h(S
tx)) = U t

S

(

φij ◦ h(x)
)

thus indicating that φij ◦h is a function that evolves in time according to the evolution equation (23) and thus
is a generalized eigenfunction. Together with the fact that we already proved this for ordinary eigenfunctions
in (43), we get

Proposition 4.1 ([30]). Let St, U t
S be the family of mappings and the Koopman operator associated with

ẋ = F(x),x ∈ Rn and T t, U t
T the family of mappings and the Koopman operator associated with ẏ =

G(y),y ∈ Rn. In addition, let h : Rn → Rn be a C2 diffeomorphism such that h(Stx) = T t(h(x)), i.e. the
two dynamical systems are C2 diffeomorphically conjugate. If φ is a (generalized) C2 eigenfunction at λ of
U t
T , then the composition φ ◦ h is a (generalized) C2 eigenfunction of U t

S at λ.

5 Nonlinear Systems with Globally Stable Equilibria

Non-degenerate linear systems (i.e. those with detA 6= 0) have a single equilibrium at the origin as the
distinguished solution. As the natural first extension to the nonlinear realm, it is interesting to consider a
class of nonlinear systems that (at least locally) have an equilibrium as the only special solution, and consider

2This is not the standard notion of conjugacy, since the dimensions of spaces that h maps between is not necessarily the
same, i.e. m 6= n necessarily.

3The definition of factor conjugacy can be generalized to include dynamical systems on spaces M and N , where h : M → N

and N 6= M (see [19], where such concept was defined for the case N = S1, indicating conjugacy to a rotation).
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what spectral theory of the Koopman operator for such systems can say. In all the work that follows, we
assume global existence and uniqueness of solutions of the underlying ordinary differential equations.

For systems that are stable to an equilibrium from an open attracting set, we develop in this section
a theory that strongly resembles that of linear systems - as could be expected once it is understood how
Koopman eigenfunctions change under conjugacy. Geometric notions that were discussed in the previous LTI
context, such as stable, unstable and center manifolds are developed in this section for nonlinear systems with
globally stable equilibria. Since we use local conjugacy theorems, such as the Hartman-Grobman theorem,
we start with the results that enables extension of an eigenfunction of the Koopman operator from an open
set to a larger domain in state space. We will assume St is a continuously differentiable flow of ẋ = f(x)
defined on a state space M .

5.1 Eigenfunctions of the Koopman Operator Defined on Subsets of the State-
Space

The classical linearization theorems that we will utilize in our study are commonly defined on a neighborhood
of a set of special dynamical significance, such as an equilibrium point, an invariant torus, or a strange
attractor. The idea we pursue here is that extensions of such “local” eigenfunctions can be done using the
flow, as long as the resulting set in state space does not begin to intersect itself. We first define the notion
of an open eigenfunction and subdomain eigenfunction.

Definition 5.1. Let φ : A→ C, where A ⊂M is not an invariant set. Let x ∈ A, and τ ∈ (τ+(x), τ−(x)) =
Ix, a connected open interval such that Sτ (x) ∈ A, ∀τ ∈ Ix. If

U τφ(x) = φ(Sτ (x)) = eλτφ(x), ∀τ ∈ Ix, (44)

Then φ is called an open eigenfunction of the Koopman operator family U t, t ∈ R, associated with an
eigenvalue λ.

If A is a proper invariant subset of M (in which case Ix = R, for every x ∈ A), we call φ a subdomain
eigenfunction.

Clearly, if A =M and Ix = R, for every x ∈M, then φ is an ordinary eigenfunction.
We now define a function that will help us extend the definition of φ from A to a larger reachable set

when A is open:

Definition 5.2. Let A ⊂M be an open, connected set in the state space. For z /∈ A, let t(z) to be the time
such that St(z)z = x ∈ cl(A), defined by

t(z) =







0, ∀z ∈ A
t ∈ R+, ∀z ∈ S−t(cl(A))\ ∪0<τ<t S

−τ (A)

t ∈ R−, ∀z ∈ S−t(cl(A))\
(

∪t<τ<0S
−τ (A) ∪ A ∪γ∈R+ S−γ(A)

)

.

Let
B = ∪t∈R+S−t(cl(A))\ ∪0<τ<t S

−τ (A).

Also, let

F = ∪t∈R−S−t(cl(A))\
(

∪t<τ<0S
τ (A) ∪ A ∪γ∈R+ S−γ(A)

)

.

Let P ⊂ M be the set of points for which t(z) is defined, i.e. P = B ∪ A ∪ F . Let τ+(z) ∈ R+ and
τ−(z) ∈ R\R+ be the times such that

τ−(z) < t < τ+(z) =⇒ S−t(z) ∈ P (45)

t > τ+(z) =⇒ S−t(z) /∈ B, (46)

and

t < τ−(z) =⇒ S−t(z) /∈ F (47)

Then Iz = (τ−(z), τ+(z)) is a connected open interval.
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Remark 5.1. One can think of the function t(z) as the time to enter the closure of A, either by a forward
flow, or by backward flow from z. τ+ and τ− are the times within which the backward image of the set A
and the forward image do not intersect. The set B is the backwards (in time) image of A under the flow,
and the set F is the forward image of A under the flow.

The following lemma enables an extension of eigenfunctions of the composition operator to a larger set:

Lemma 5.1. Let A ⊂ M be an open, connected set in the state space such that φ : A → C is a continuous
function that satisfies

φ̇(x) = λφ(x), x ∈ A (48)

for some λ ∈ C. For z ∈ P define

φ(z) = e−λt(z)φ(St(z)z). (49)

Assume there is a z ∈ P such that τ+(z) <∞, or τ−(z) > −∞. Then, φ is a continuous, open eigenfunction
of U t on P associated with the eigenvalue λ.

Proof. All Iz contain 0 and are open and connected. Pick a z in P . For any τ ∈ R such that τ ∈ Iz we have

t(Sτz) = t(z) − τ.

We obtain

φ(Sτz) = e−λt(Sτz)φ(St(Sτz)Sτz)

= e−λ(t(z)−τ)φ(St(z)−τSτz)

= eλτe−λt(z)φ(St(z)z)

= eλτφ(z), (50)

and by assumption we know that P is not invariant, so the function defined in (49) satisfies the requirement
(44) for being an open eigenfunction of U t.

The continuity of φ is proved as follows: for any given ǫ and x ∈ P we need to find a δ such that
|φ(x) − φ(y)| < ǫ if |x − y| < δ. Start with y ∈ P such that for some t with S−t(x) ∈ A, it holds
that |S−t(x) − S−t(y)| < δ1 for some sufficiently small δ1, ensuring |φ(S−t)(x) − φ(S−t(y))| < ǫ1, and
S−t(y) ∈ E ⊂ A, E open. Such a set of y exists since A is open. Now observe that

|φ(x) − φ(y)| = |eλt(φ(S−tx)− φ(S−ty))| < eλtǫ1, (51)

making it clear that the small enough choice of ǫ1 such that eλtǫ1 < ǫ, and selecting |x − y| < δ such that
|S−t(x)− S−t(y)| < δ1, which is possible by continuity of St, completes the proof.

Corollary 5.1. If Iz = (−∞,∞), ∀z ∈ P , and P is a proper subset of M , then φ is a subdomain eigen-
function of U t on P associated with the eigenvalue λ.

Corollary 5.2. If Iz = (−∞,∞), and P = M then φ is an eigenfunction of U t on M associated with the
eigenvalue λ.

Remark 5.2. It is easy to build open eigenfunctions around any point that is not an equilibrium. Namely,
in an open set N(p) around any non-equilibrium point p, the flow can be straightened out in coordinates
x1, ..., xn such that ẋ1 = 1, ẋj = 0, j 6= 1. Now consider any function χ1(x2, ..., xn) defined on the section
x1 = 0, and define χ(x1, ...xn) = ceλx1χ1(x2, ...xn) Then,

χ̇(x1, ...xn) = λceλx1χ1(x2, ..., xn)ẋ1 = λχ(x1, ...xn), (52)

for any λ ∈ R, provided χ1 is real, and λ ∈ C, provided χ1 is complex, and the definition being valid in N(p).
Thus, singularities in state space, such as fixed points, and reccurrencies, such as those occuring in a flow
around a limit cycle, serve to select λ’s in the Koopman operator spectrum.
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5.2 Poincaré Linearization and Eigenmode Expansion

We consider a continuously differentiable dynamical system defined in some open region D of Rn,

ẋ = F(x) = Ax+ v(x) , (53)

where the origin x = 0 is an equilibrium contained in D. The matrix A = DF0 is the gradient of the vector
field at x = 0, and v(x) is the “nonlinear” part of the vector field, v(x) = F(x) − Ax. The system (53)
induces a flow St(x) : D × R → D and the positively invariant basin of attraction B of the fixed point is
defined by

B = {x : St(x) ∈ D, ∀t ≥ 0, and lim
t→∞

St(x) = 0}. (54)

The Poincaré linearization, valid for analytic vector fields with no resonances amongst eigenvalues, in the
neighborhood of a fixed point reads

Definition 5.3. Let λ1, λ2, ..., λn be the eigenvalues of DF|0. We say that DF|0 is resonant if there are
nonnegative integers m1,m2, ...,mn and s ∈ {1, 2, ..., n} such that

n
∑

k=1

mk ≥ 2 (55)

and

λs =

n
∑

k=1

mkλk. (56)

If DF|0 is not resonant, we say that it is nonresonant.

For analytic vector fields, according to the normal form theory, nonresonance, together with the condition
that all eigenvalues are in the left half plane (stable case) or right half plane (unstable case), permits us to
make changes of variables that remove nonlinear terms up to any specified order in the right-hand side of
the differential equation [22]. Alternatively, the Siegel condition is required:

Definition 5.4. We say that (λ1, λ2, ..., λn) ∈ Cn satisfy the Siegel condition if there are constants C > 0
and ν > 1 such that

|λs −
n
∑

k=1

mkλk| ≥
C

(
∑n

k=1mk)ν
, (57)

for all nonnegative integers m1,m2, ...,mn satisfying

n
∑

k=1

mk ≥ 2. (58)

This leads to the Poincaré Linearization Theorem:

Theorem 5.1 (Poincaré Linearization Theorem). Suppose that F is analytic, F(0) = 0, and that all
the eigenvalues of DF|0 are nonresonant and either all lie in the open left half-plane, all lie in the open right
half-plane, or satisfy the Siegel condition. Then there is an analytic change of variables y = h(x) such that
ẏ = Ay in a small neighborhood N(0) of the fixed point 0.

Poincaré linearization is used in normal form theory [34, 22], and the issue of resonances is the well-known
reason that even analytic vector fields can not always be linearized using an analytic change of variables.

The Koopman group of operators U t associated with (53) evolves a (vector-valued) observable f : Rn 7→
Cm along the trajectories of the system, and is defined via the composition

U tf(x) = f ◦ St(x).

Let φj be the eigenfunctions of the Koopman group associated with the Poincaré linearization matrix A.
Then sj(x) = φj(h(x)) are the (analytic) eigenfunctions of the Koopman operator associated with the
nonlinear system. Clearly, sj(0) = 0. We will utilize

y = s(x) = (s1(x), ..., sn(x)) (59)
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as a change of coordinates.
Like in the case of linear systems treated in section 3 we’d like to again get an expansion of observable

f into eigenfunctions of U t. If the observable f is analytic, the Taylor expansion of f(s−1(y)) around the
origin4 yields

f(s−1(y)) = f(0) +DfT |0Ds−1|0y

+
1

2
yT (Ds−1|0)THDs−1|0 y +

1

2
yT

n
∑

k=1

∂f

∂xk

∣

∣

∣

∣

0

Hs−1
k
y

+ h.o.t. , (60)

where H is the Hessian matrix of f at 0

Hij =
∂2f

(∂xi∂xj)
(0),

and Hs−1
k

is the Hessian matrix of s−1
k at the origin

Hs−1
k

,ij =
∂2s−1

k

∂yi∂yj
(0).

Using the relationship y = (s1(x), . . . , sn(x)), we can turn the expansion (60) into an expansion of f onto
the products of the eigenfunctions sj . For a vector-valued observable f , we obtain

f(x) =
∑

{k1,...,kn}∈Nn

vk1···kn
sk1
1 (x) · · · skn

n (x) (61)

with the Koopman modes vk1···kn
up to linear terms reading

v0,...,0 = f(0) (62)

v0,..,1j,.,0 =

n
∑

k=1

∂f

∂xk

∣

∣

∣

∣

0

∂s−1
k

∂yj

∣

∣

∣

∣

0

, (63)

where notation 1j means that there is 1 at the jth place in the sequence. Note that the (0, ..., 0) Koopman
mode is just the time-average of the evolution of f [11]. We also have

v0,..1i,...,1j,.,0 =

n
∑

k=1

n
∑

l=1

∂2f

∂xk∂xl

∣

∣

∣

∣

0

∂s−1
k

∂yi

∣

∣

∣

∣

0

∂s−1
l

∂yj

∣

∣

∣

∣

0

+

n
∑

k=1

∂f

∂xk

∣

∣

∣

∣

0

∂2s−1
k

∂yi∂yj

∣

∣

∣

∣

0

(64)

v0,..,2i,...,0 =
1

2

n
∑

k=1

n
∑

l=1

∂2f

∂xk∂xl

∣

∣

∣

∣

0

∂s−1
k

∂yi

∣

∣

∣

∣

0

∂s−1
l

∂yi

∣

∣

∣

∣

0

+
1

2

n
∑

k=1

∂f

∂xk

∣

∣

∣

∣

0

∂2s−1
k

∂y2i

∣

∣

∣

∣

0

(65)

The other (higher-order) Koopman modes can be derived similarly from (60).
For the observable f(x) = x, the Koopman modes are given by

vk1···kn
=

1

k1! . . . kn!

∂k1···kns−1

∂k1y1 · · · ∂knyn

∣

∣

∣

∣

0

.

In particular, the eigenvectors of the Jacobian matrix DF|0 (i.e. vj = vk1···kn
, with kj = 1, ki = 0 ∀i 6= j)

correspond to

vj =
∂s−1

∂yj

∣

∣

∣

∣

0

4Note that the change of variables in the Poincaré-Siegel linearization is an analytic diffeomorphism [35], and thus s−1 is
analytic.
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and one has Ds−1 = V , where the columns of V are the eigenvectors vj . In addition, the differentiation of
y = s(s−1(y)) at the origin leads to

δij = Dsi(0)
∂s−1

∂yj

∣

∣

∣

∣

0

= Dsi(0)vj .

Therefore, the gradient Dsi(0) is the left eigenvector wi of DF|0 (associated with the eigenvalue λi) and one
has

si(x) = Dsci |0x+ o(‖x‖) = 〈x,wi〉+ o(‖x‖) , (66)

which implies that, for ‖x‖ ≪ 1, the eigenfunction si(x) is well approximated by the eigenfunction of the
linearized system.

From (61) the spectral decomposition for evolution of a vector-valued analytic observable f is given in
N(0), for t ∈ R

+ by

U tf(x) =
∑

{k1,...,kn}∈Nn

sk1
1 (x) · · · skn

n (x)vk1···kn
e(k1λ1+···+knλn)t (67)

and the vectors vk1···kn
are the Koopman modes, i.e. the projections of the observable f onto sk1

1 (x) · · · skn
n (x).

For the particular observable f(x) = x, (67) corresponds to the expression of the flow and can be rewritten
as

U tx =

n
∑

j=1

sj(x)vj e
λjt +

∑

{k1,...,kn}∈N
n
0

k1+···+kn>1

sk1
1 (x) · · · skn

n (x)vk1···kn
e(k1λ1+···+knλn)t . (68)

The first part of the expansion is similar to the linear flow (6). We can use these results to show that the
eigenvalues λj and the Koopman modes vj are the eigenvalues and eigenvectors of DF|0. The vectors vk1···kn

are the so-called Koopman modes [36], i.e. the projections of the observable f onto sk1
1 (x) · · · skn

n (x).
For an equilibrium at x∗ instead of at 0, and for the particular observable f(x) = x, we get

U tx = x∗ +

n
∑

j=1

sj(x)vj e
λjt +

∑

{k1,...,kn}∈N
n
0

k1+···+kn>1

sk1
1 (x) · · · skn

n (x) · vk1···kn
e(k1λ1+···+knλn)t (69)

where x∗ is the time average of the state. This will be the term that also comes out in the case of the more
general attractors treated below.

Provided the Taylor expansion (60) has validity in all of B(0), we can utilize Lemma 5.1 to extend the
validity of eigenfunctions from N(0) to the whole basin of attraction of 0:

Proposition 5.3. Let B(0) be the basin of attraction of 0. The spectral expansion of a vector-valued analytic
observable f in B(0) is given by

U tf(x) =
∑

{k1,...,kn}∈Nn

s̃k1
1 (x) · · · s̃kn

n (x)vk1···kn
e(k1λ1+···+knλn)t (70)

where s̃j are (possibly subdomain, if B(0) 6=M) eigenfunctions of U t.

Proof. We obtain s̃j from sj defined on the open set N(0) by pulling back by the flow, as in Lemma 5.1.
Namely, B(0) = ∪t∈R+S−tN(0). Since s̃j = sj on N(0), using equation (67) that is valid in N(0), we see
that the statement (70) is true for t ∈ R+. Let z /∈ N(0). We have

U τ f(z) = U τ f(S−t(z)x) =
∑

{k1,...,kn}∈Nn

= sk1
1 (x) · · · skn

n (x) ṽk1···kn
e(k1λ1+···+knλn)τ , (71)

where ṽk1···kn
are the Koopman modes associated with f ◦ S−t(z). Now we need the following lemma:

Lemma 5.4. The Koopman modes of f and f ◦ S−t(z) are related by

ṽk1···kn
= e−(k1λ1+···+knλn)t(z) vk1···kn

. (72)
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Proof. This is a simple consequence of the Generalized Laplace Analysis theorem [12].

Now we finish the proof of the proposition: Since

s̃j(z) = e−λjt(z)sj(S
t(z)z),

combining (72) and (71) we obtain (70).

We recognize here that the operator formalism we are developing leads to a striking realization: the only
difference in the representation of the dynamics of linear and nonlinear systems with equilibria on state space
is that in the linear case the expansion is finite, while in the nonlinear case it is infinite. In linear systems,
we are expanding the state x(p) (which itself is a linear function of a point p on the Euclidean state-space),
in terms of eigenfunctions of the Koopman operator that are also linear in state x(p). In the nonlinear
case, this changes - the Koopman eigenfunctions are in general nonlinear as functions of state x(p) and the
expansion is infinite. It is also useful to observe that the expansion is asymptotic in nature - namely, there
are terms that describe evolution close to an equilibrium point, and terms that have higher expansion or
decay rates.

5.3 Hartman-Grobman Type Theorems and Stable and Unstable Manifolds

The benefit of non-resonance conditions or Siegel condition is that the conjugacy h is analytic. Thus, if we
want to expand an analytic vector of observables f(x), in terms that reflect dynamics of ẋ = F(x) that has
a globally stable equilibrium, that expansion is readily available by Taylor expanding f ◦ h−1(y).

Theorems of Hartman and Grobman require much less smoothness, and do not have resonance conditions
associated with them. We state Hartman’s version, modified slightly to fit into our narrative of Koopman
operator theory:

Theorem 5.5 (Hartman). Let
ẋ = F(x), F ∈ C2(D) ,F(0) = 0, (73)

and U t the associated Koopman family of operators. If all of the eigenvalues of the matrix A = DF|0 have
non-zero real part, then there exists a C1-diffeomorphism h̃ of a neighborhood N of x = 0 onto an open set
V containing the origin such that for each x ∈ N there is an open interval I(x) ⊂ R containing zero such
that for all x ∈ N and t ∈ I(x)

U th̃(x) = h̃ ◦ St(x) = eAth̃(x). (74)

The time interval I(x) = (a(x), b(x)) can be extended to I(x) = (a(x),+∞) provided all eigenvalues of
DF|0 have negative real parts, and to I(x) = (−∞, b(x)) provided all eigenvalues of DF|0 have positive real
parts.

Looking at equation (74), we could call a matrix A an eigenmatrix of U t associated with eigenmapping
h̃. Within the Hartman theorem, this is the case only locally, around an equilibrium point, and possibly
for finite time, if the equilibrium point is a saddle. The Hartman theorem therefore states that, locally, the
nonlinear system ẋ = F(x), is conjugate to a linear system ẏ = Ay, where y = h̃(x).

Now, assume A have distinct real eigenvalues. Then, it can be transformed into a diagonal matrix Λ
using a linear transformation V . Setting z = V −1y leads to

ż = V −1AV z = Λz. (75)

Using V −1, from (74) we also get

V −1h̃ ◦ St(x0) = V −1eAth̃(x0) = V −1eAtV V −1h̃(x0).

Thus, k̃ = V −1h̃ satisfies

k̃ ◦ St(x0) = eΛtk̃(x0) (76)

i.e. each component function of k is an eigenfunction of U t. Thus, we proved, that ẋ = F(x) is conjugate to
the diagonal linear system (75) in N , and the conjugacy is provided by the mapping k̃ whose components
are Koopman eigenfunctions.

Hartman’s local theorem for stable equilibria can be extended to a global one that is valid in the whole
basin of attraction B, as shown in [8]:
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Theorem 5.6 (Autonomous flow linearization). Consider the system (53) with v(x) ∈ C2(D). Assume that
A is a n × n Hurwitz matrix, i.e. all its eigenvalues have negative real parts (thus x = 0 is exponentially
stable). Let B be the basin of attraction of 0. Then ∃h(x) ∈ C1(B) : B → Rn, such that y = h(x) is a C1

diffeomorphism with Dh(0) = I in B and satisfies ẏ = Ay.

Proof. The proof is based on the following observation: Hartman theorem provides us with a domain U
inside which the local conjugation h̃ to the linear system x = Ax, exists. If we find a manifold diffeomorphic
to a sphere Σ of dimension n − 1 inside U such that each initial point x ∈ B has a unique point i(x) (and
unique time, t(x)) of intersection with Σ, then the mapping

h(x) = e−At(x)h̃(St(x)(x))

is the required conjugacy. To see this, observe that

h(Sτ (x)) = e−A(t(x)−τ)h̃(St(x)−τ (Sτ (x)))

= eAτe−At(x)h̃(St(x)(x))

= eAτh(x),

(77)

where we used the fact that t(Sτ (x)) = t(x)−τ . Since the surface Σ exist by the converse Lyapunov theorem
[37],5 the theorem is proven.

The following corollary, that enables extension of eigenfunctions to the whole basin of attraction holds:

Corollary 5.7. The functions k = V −1h are eigenfunctions of (73) in the basin of attraction B of 0.

When the equilibrium is a saddle point, the result on extension of Koopman eigenfunctions can be
obtained using Lemma 5.1:

Proposition 5.8. Let the equilibrium 0 of (73) be a non-degenerate saddle point, i.e. all the eigenvalues of
A have non-zero real values. Then, the n functions k = V −1h can be extended to open eigenfunctions of the
Koopman operator associated with (73) in the set P defined in Lemma 5.1, by setting

s(z) = e−λt(z)k(St(z)z), ∀z ∈ P. (78)

The following definition characterizes the principal parts of stable and unstable manifolds of the equilib-
rium point in P :

Definition 5.9. Let W
s(u)
P be the part of the stable (unstable) manifold of 0 such that for every z ∈ W

s(u)
P

we have St(z)z ∈W
s(u)
loc , and W

s(u)
loc is the local stable (unstable) manifold at 0.

We have the following corollary:

Corollary 5.10. Let s1, ..., su be open eigenfunctions of the Koopman operator on P associated with the
positive real part eigenvalues, and let su+1, ..., sn be open eigenfunctions of the Koopman operator on P
associated with the negative real part eigenvalues. Then the joint level set of (generalized) eigenfunctions

Ls = {x ∈ R
n|s1(x) = 0, ..., su+c(x) = 0}, (79)

is W s
P , and

Lu = {x ∈ R
n|su+1(x) = 0, ..., sn(x) = 0}, (80)

is Wu
P .

5Specifically, if an equilibrium is asymptotically stable from an open set U , then there is a Lyapunov function L such that,
sufficiently close to the origin (but not at the origin) L̇ < 0 and thus the vector field “points inwards” on level sets of L

sufficiently close to the origin. We can choose Σ to be one of those level sets. Then clearly t(x) and i(x) are unique, for every
trajectory as if not, the trajectory would need to “enter” and then “exit” the interior of L.
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5.4 Center Manifolds

Now we tackle the problem of defining the (global) center manifold for a nonlinear systems using Koopman
operator eigenfunctions. Let 0 again be an equilibrium point of a smooth nonlinear system,

ż = F(z), z ∈ R
n, (81)

with eigenvalues λj , j = 1, .., s associated with the linearization DF|0 at equilibrium. Let s, c, u be the
number of negative real part eigenvalues, 0 and positive real part eigenvalues of DF|0. Let (λ1, ...λu) be
positive real part eigenvalues, (λu+1, ..., λu+c) 0 real part eigenvalues, and (λu+c+1, ..., λu+c+s) be negative
real part eigenvalues of DF|0.

We split DF|0 into the zero real part eigenvalue block B - a c × c matrix - and the non-zero real part
eigenvalue block A - an (u + s) × (u + s) matrix. The Palmer linearization theorem [38] generalizes the
Hartman-Grobman theorem in this situation:

Theorem 5.2. Let the equation (81) be written as

ẋ = Bx+ g(x,y), (82)

ẏ = Ay + h(x,y), (83)

where h, g are bounded and Lipshitz with sufficiently small Lipshitz constants cj , dj , j = 1, 2:

|g(x1,y1)− g(x2,y2)| ≤ c1|x1 − x2|+ c2|y1 − y2|, (84)

|h(x1,y1)− h(x2,y2)| ≤ d1|x1 − x2|+ d2|y1 − y2|, (85)

Then, (82-83) is C0− conjugate to the system

˙̃x = Bx̃+ g̃(x̃), (86)

˙̃y = Aỹ, (87)

where g̃ is a bounded, Lipshitz function.

Proposition 5.1. The system (82-83) has u unstable (generalized) eigenfunctions s1, ..., su and s stable
(generalized) eigenfunctions su+1, ..., su+s of the Koopman operator. The joint zero level set of unstable
(generalized) eigenfunctions

Lcs = {x ∈ R
n|s1(x) = 0, ..., su(x) = 0}, (88)

is the center-stable manifold W s,

Lc = {x ∈ R
n|s1(x) = 0, ..., su(x) = 0, su+1(x) = 0..., su+s(x) = 0}, (89)

is the (global, unique) center manifold W c, and

Lcu = {x ∈ R
n|su+1(x) = 0, ..., φu+s(x) = 0}, (90)

is the center-unstable subspace W cu.

Proof. Theorem 5.2 provides us with functions ỹ(x,y) that satisfy

˙̃y = Aỹ. (91)

Let V be the matrix transforming A to its Jordan normal form, J . Define s = V −1ỹ. Then,

s = (su, ss) = (s1, ..., su, su+1, ..., su+s), (92)

satisfy equation (30), i.e.
ṡ = Js, (93)
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and thus, by Corollary 3.1, and Proposition 4.1, s is a set of generalized eigenfunctions of the Koopman
operator associated with the system. The joint zero level set of these is the global center manifold on which
the dynamics is given by

˙̃x = Bx̃+ g̃(x̃). (94)

Consider now the set
Lcs = {x ∈ R

n|s1(x) = 0, ..., su(x) = 0}, (95)

the dynamics on which is given by

˙̃x = Bx̃+ g̃(x̃),

ṡs = Jsss, (96)

where Js is the Jordan form block corresponding to eigenvalues with negative real part. This proves that
Lcs =W cs, the center-stable manifold of 0. The proof for the center-unstable manifold,W cu is analogous.

Remark 5.2. The requirement of the boundedness of nonlinear terms in the above result is not necessarily an
obstacle to defining the global center manifold. Namely, it is often stated that only the local center manifold
can be obtained, since a bump-function type correction to the vector field needs to be introduced to control the
possibly non-Lipshitzian growth away from the small neighborhood of 0. However, this is not necessarily so.
Consider again the system (53). Assume now there is a factor-conjugacy g : D ⊂ Rn → C ⊂ R1 such that

exp(λt)g(x) = g(St(x)). (97)

Then clearly we have found a Koopman eigenfunction for the fully non-linear system. But such conjugacies
can exist if the stable and unstable manifolds for the nonlinear case come with associated fibrations and
projections to stable and unstable directions that commute with the flow. Consider for example fibration of
the stable manifold F s(W s) and the associated projection Πs : F s(W s) →W s that satisfies

St(Πs(x)) = Πs(St(x)).

Since there is a conjugacy mapping h :W s → Es, where Es is the stable subspace [8], we set

g(x) = h ◦Πs(x).

Then,
g(Stx) = h ◦Πs(Stx) = eAst(h(Πs(x))) = eAstg(x), (98)

where As is the stable block of the matrix A, and we have achieved the desired semi-conjugacy. Multiplying
(98) from the left by matrix V −1, where the matrix V takes As into its Jordan form, we obtain s stable
(generalized) eigenfunctions of the Koopman operator with the same eigenvalues as those of As. In the same
way we can construct u unstable eigenfunctions. We then define the (global) center manifold as the joint zero
level set of these stable and unstable eigenfunctions. The center-stable and the center-unstable manifolds can
now be defined analogously to the definition in the Proposition 5.1.

Consider the famous example (attributed to Kelley [39]) 6 of a vector field with non-unique local center
manifold,

(

ẋ1
ẋ2

)

=

(

(x1)
2

x2

)

, (99)

The figure depicting the flow is 2
In the Kelley example above, although all the curves

x2 = Ae−1/x1 , x1 > 0, (100)

(one of which is shown in figure 2 in bold black) joined with x2 = 0 axis for x1 ≤ 0 satisfy the requirement
of tangency of local center manifold to center subspace, they have exponential behavior as t → −∞, and
in the operator-theoretic point of view fail to satisfy the global center manifold properties. In contrast, the

6Kelley in fact presented a similar example, with a stable direction instead of the unstable one in x2.
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Figure 2: Flow of vector field (99). The “true” global center manifold is shown in red.

construction we provided above would indicate the global center manifold in this case is x2 = 0, i.e. the x1
axis, corresponding to the zero level set of the eigenfunction f2(x1, x2) = x2. Note also that,

f1 =

{

e1/x1 ∀x1 < 0
0 ∀x1 ≥ 0

(101)

satisfies, for x1 < 0

ḟ1 = − 1

x21
e1/x1 ẋ1 = −e1/x1 = −f, (102)

For x1 ≥ 0 the equation ḟ = −f is trivially satisfied, and thus f is an (infinitely smooth, but not analytic!)
eigenfunction of the system at eigenvalue −1. It is interesting to note that x1 ≥ 0 (the zero level set of
f) is the unstable manifold (with boundary) of 0, despite the fact that (f(x1), x2) does not represent a new
coordinate system on the plane as it does not distinguish points with the same x2 on the right half plane.

Note that there is another smooth eigenfunction,

f3 =

{

e−1/x1 ∀x1 ≥ 0
0 ∀x1 < 0

(103)

corresponding to eigenvalue 1. In addition, the product of two eigenfunctions, f1 and f2, f = x2e
1/x1 is

another eigenfunction whose level sets are trajectories for x1 ≥ 0. The intersection of zero level sets of two
unstable eigenfunctions, f2 = x2 = 0 and f3 (the whole semiline x1 ≤ 0) is still the stable manifold of 0.

6 Function Spaces for Dissipative Dynamical Systems

The next couple of sections are dedicated to deduction of spectral expansions of dissipative systems with limit
cycling and quasi-periodic attractors. To prepare for this, in this section we consider the general problem
of finding function spaces in which spectral expansion is possible. For this task, we do not need to restrict
to a specific attractor type. The definition of a dissipative system we use here is the one that has a global
(Milnor) attractor A of zero Lebesgue measure, where A is equipped with a physical measure [40].

Let D be a compact forward invariant set of St, and µ the physical invariant measure on the (Milnor)
attractor A ⊂ D, with µ(A) = 1. Let HA be the space of square-integrable observables on A. Note that
U t restricted to HA is unitary. The functions in HA can typically be thought of as being defined on the
whole basin of attraction of A. In a paper by Sell [41] it is shown that in the vicinity of a smooth compact
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m-dimensional invariant attracting manifold A coordinates (u,y) can be found such that the vector field
can be written as

ẏ = A(u)y + v(y,u)

u̇ = ω(u) +Ω(y,u), (104)

where v(0,u) = Dyv(0,u) = Ω(0,u) = 0 and thus on A the dynamics is given by u̇ = ω(u). One can
think of u as “on-attractor” coordinates and y as “off-attractor” coordinates. This coordinatization can be
extended in certain cases to the full basin of attraction using the following pullback construction: it was
shown in [41] that, in the case when A is normally hyperbolic and satisfies certain spectral conditions, (104)
is Cs conjugate in a neighborhood of A to the skew-linear system

ẏ = A(u)y

u̇ = ω(u), (105)

by the conjugacy h̃. We call such an attractor A the Sell-type attractor. Let St
A(u) be the flow restricted

to the manifold A, St
A×AT (y,u) the flow of (105) and St(x) the flow of the original system

ẋ = F(x). (106)

Close to the attractor A we can pick a section Σ of the normal bundle such that every trajectory of (106)
eventually crosses Σ, and does the crossing only once. The global conjugacy h in the basin of attraction B
of A is given by

h(x) = S−tΣ
A×AT h̃(S

tΣ(x))

Thus, every point in the basin of attraction of A is coordinatized by (u,y). In view of this, with a slight
abuse of notation, we will consider HA as a space of functions defined on all of D.

Remark 6.1. Provided that U t
SA

, the Koopman operator associated with the flow on A, has m smooth
eigenfunctions

(s1(u), ..., sm(u)),

when viewed as functions of x these are eigenfunctions of the Koopman operator of the full system (106),
s = (s1(u(x)), ..., sm(u(x))). Define the set Is in the basin of attraction of A by

Is = {x ∈ B| lim
t→∞

|St(x)− St
A(s)| = 0.}

The joint level sets of eigenfunctions s are sets Is. We call them the s-Isochrons, in analogy with isochrons
for limit cycles and invariant tori [42, 43, 20].

Let H̃B ⊂ C(D) be a Hilbert space of functions f : D → C orthogonal to HA with respect to µ, that
satisfy

∫

D

fφdµ = 0, ∀φ ∈ HA. (107)

Remark 6.2. The requirement (107) can be replaced by the requirement that f is 0 on A provided µ is a finite
Borel measure, by the following argument of Professor Dimitris Giannakis: By (107), every function f in
H̃B lies in the orthogonal complement of HA in itself, i.e., the 0 subspace of HA. As a result, every f in HB

is zero µ-a.e., i.e., there exists a measurable subset S of D with µ(S) = 1, such that f vanishes everywhere
on µ(S). Because µ is a finite Borel measure, every such S must necessarily be dense in the support of µ.
Thus for every x in the support of µ there exists a sequence {xn} in S such that limn→∞ xn = x, and because
f is continuous, f(x) = lim f(xn) = 0.

We assume that the tensor product space H̃ = HA ⊗ H̃B is invariant under U t. It is clear that the space
HA is itself invariant under U t. So is H̃B:

Lemma 6.3. H̃B is invariant under U t.
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Proof. We have

∫

D

U tf(x)φ(x)dµ(x) =

∫

D

f(x)φ(S−tx)dµ(S−tx) =

∫

D

f(x)ψ(x)dµ(x) = 0, ∀φ ∈ HA, (108)

where the last equation is due to the invariance of µ. Since the set of functions ψ = φ(S−t), is precisely HA,
this implies that U tf ∈ H̃B.

Define HB = H̃B ∪ 1, where 1 is the constant unit function on D. Recall that a bounded operator T on
a space L is of scalar type if it satisfies

T =

∫

C

λdPλ, (109)

where dP is the resolution of the identity for S [44].

Remark 6.1. The results on linear systems in section 3.2 were obtained in the case when the underlying
operator is spectral, defined as

T = S +N,

where S is of scalar type, and N is quasi-nilpotent, i.e.

lim
n→∞

(T n)1/n = 0.

For simplicity here we assume that the quasinilpotent part is 0.

We assume that U t restricted to HB is a scalar type operator. Define the tensor product space

H = HA ⊗HB. (110)

Clearly, U t = U t|HA
⊗U t|HB

on H. Define P (a, b) = a · b, a, b ∈ C to be the scalar product of a and b, and

P (A,B) = ∪a∈A,b∈BP (a, b), A,B ⊂ C. (111)

We have the following:

Theorem 6.4. Consider the composition operator U t : H → H, and let σ(U t|HA
), σ(K|HB

) be the spectra
of its restrictions to HA and HB with the associated projection-valued spectral measures Pω, ω ∈ S1, and
Pz , z ∈ C. Then σ(U t) = cl(P (σ(U t|HA

), σ(U t|HB
))) and

U t =

∫

C

∫

R

eztei2πωtdPωdPz . (112)

Proof. Using [45], and the fact that HA,HB are invariant under U t, it follows that

σ(U t) = cl(P (σ(U t|HA
), σ(U t|HB

))). (113)

Since U t|HA
is unitary, it satisfies

U t|HA
=

∫

R

ei2πωdPω , (114)

while the composition operator U t|HB
is bounded (as HB ⊂ C and D is compact) and thus spectral, and

satisfies

U t|HB
=

∫

C

eztdPz . (115)

Taking into account the product space structure, we obtain (112).
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Example 6.5. Consider a one-dimensional system

ẋ = F (x), x ∈ R, (116)

F entire, with a globally attracting, nondegenerate fixed point at 0, for which df/dx(0) < 0. The invariant
measure is the Dirac delta at 0. The space HA is the space of all constant functions on R, for which the
inner product is the usual scalar product. Let H̃B be the space of analytic (entire) functions

f(z) =

∞
∑

n=1

anz
n, (117)

where z ∈ C, and
∫

C

|f(z)|2e−|z|2dz <∞ (118)

An inner product on this space van be defined by

〈f, g〉 = 1

π

∫

C

f(z)gc(z)e−|z|2dz, (119)

Alternatively, the inner product for f and g =
∑∞

n=1 bnz
n in H̃B is given by

〈f, g〉 =
∞
∑

n=1

anb
c
nn!, (120)

and functions in H̃B satisfy

〈f, g〉 =
∞
∑

n=1

|an|2n! <∞, (121)

This is the Fock (or Bargmann-Fock, or Segal-Bargmann) space of real analytic (entire) functions [13, 14,
15]7. Complex monomials en = zn/(n!)1/2 form an orthonormal basis in H̃B, which is a Reproducing Kernel
Hilbert Space (RKHS) with kernel

K(z, w) = Kz(w) = ez·w. (122)

The functions corresponding to Taylor series (117) with real coefficients an form a linear subspace of H̃B.
Any real function can then be represented by (117) with z = x + iy = x, i.e. restriction of the complex
function to the real line.

We complexify (116) to the whole complex plane by analytic continuation, since F is entire. Let St be
the flow of complexified (116) and assume it is entire. We are interested in whether f(St) is in H̃B, i.e.

∫

C

|f(Stz)|2e−|z|2dz <∞ (123)

We have
∫

C

|f(Stz)|2e−|z|2dz =

∫

C

|f(y)|2e−|S−ty|2 dS
−ty

dy
dy, (124)

for y = Stz. As an example, let F (z) = λz, λ < 1. Then

∫

C

|f(Stz)|2e−|z|2dz = e−λt

∫

C

|f(y)|2e−|e−λty|2dy <∞, (125)

for any t, provided λ < 0. Thus H̃B is invariant for linear stable systems.
However, Theorem 1 in [15] implies that the case of linear transformation (assuming the globally stable

fixed point is at 0) is the only case in which the Fock space is closed under conjugacy. We assume there is

7I am thankful to Professor Mihai Putinar for directing my attention to the Fock space.
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an entire conjugacy h to a linear system. It is then of interest to use the conjugacy h : C → C to define the
Modulated Fock Space (MFS), as the space of all the entire functions g = f ◦h on C vanishing at 0 such that

∫

C

|f ◦ h|2e−|h|2dh <∞, (126)

The conjugacy h is provided by the principal eigenfunction [12] of the complexified system at eigenvalue λ.
It is then clear that monomials in h belong to MFS. Namely, choosing f(h) = hn, the integral in (126)
converges.

Remark 6.6. In contrast, note that the integral
∫

C

h2(z)e−|z|2dz, (127)

might not converge, even if h is in the Fock space.

We have the following:

Proposition 6.7. Let h : C → C be an entire principal eigenfunction of the complexified flow St globally
stable to the origin. Assume h is real on the real line in C. Then the MFS is an RKHS space with respect
to the kernel

K(z, w) = Kz(w) = eh(z)·h(w) , z, w ∈ C. (128)

and the Koopman operator on it is closed under composition with the flow St.

Proof. The statement on the RKHS is clear. The closedness under the flow is proven as follows: Consider

∫

C

|f ◦ h(St(z))|2e−|h(z)|2dh(z) =

∫

C

|f(h)|2e−|h(S−tz)|2 dS
−tz

dz
d(h ◦ S−t(z))

=

∫

C

|f(h(z))|2e−|e−λth(z))|2d(e−λth(z))

= e−λt

∫

C

|f(h)|2e−|e−λth|2dh

< ∞. (129)

Note that, again due to Theorem 1 in [15], the MFS is not the same as the underlying Fock space except
in the trivial case when the conjugacy h is linear, and thus identity. MFS is a space of functions on which
the globally stable dynamical system has the simple spectrum nλ, n ∈ N.

We generalize the above example as follows:

Theorem 6.8. Consider the flow St of a dynamical system in Rn with a globally stable Milnor attractor A
of Sell type. Let µ be the invariant physical measure on µ. Let s = (s1, ..., sn) be principal eigenfunctions of
U t that vanish on A and correspond to negative real part eigenvalues λ = (λ1, ..., λn). Let MFS be the space
of entire functions on Cn such that

∫

C

|f ◦ s|2e−|s|2ds <∞, (130)

which is the RKHS with respect to

K(z,w) = Kz(w) = es(z)·s(w) , z,w ∈ C
n. (131)

Let HA = L2(µ) and H̃B be the MFS. Then the spectrum of the Koopman operator U t is given by

σ(U t) = cl(P (σ(U t|HA
), σ(U t|HB

)))

= cl(P (σ(U t|HA
),k · λ)),k = (k1, ..., kn) ∈ N

n (132)
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Proof. The first line in (132) is a direct consequence of Theorem 6.4, where we only need to check that
U t is closed under composition with the flow on the MFS in this, multi-dimensional case. This is an easy
extension of the proof in one-dimension provided in Proposition 6.7. The second line is due to the fact that
all the monomials sk = sk1

1 · ... · skn
n are in the MFS and are eigenfunctions of U t.

Remark 6.9. Restriction of the functions in MFS to the ones defined on Rn in the above theorem yields
the same spectrum, as complex monomials are real-valued on Rn.

7 Spectral Expansion for Limit Cycling Systems in R2

Consider a C2 vector field F(x) in R2 that has a stable limit cycle with domain of attraction B. According
to [8], the two-dimensional set of ordinary differential equations can - inside the domain of attraction of the
limit cycle - be transformed to the following form:

ẏ = A(s)y,

ṡ = 1, (133)

where y ∈ R, s ∈ S1 and A(s) is a 2π-periodic function. We have the following theorem:

Theorem 7.1. 8 Any function F (y, s) that is analytic in y and L2 in s can be expanded into eigenfunctions
of the Koopman operator associated with (133) as follows:

F (y, s) =

∞
∑

m=0

∞
∑

n=−∞

amny
me−m

∫
s

0
(A(s̄)−A∗)ds̄eins, (134)

where amn are constant,

A∗ =
1

2π

∫ 2π

0

A(z)dz. (135)

and
yme−m

∫
s

0
(A(s̄)−A∗)ds̄)eins (136)

is an eigenfunction of the Koopman operator corresponding to the eigenvalue

e(mA∗+in)t. (137)

We first prove the following lemma:

Lemma 7.1. The system (133) has C1 eigenfunctions of the Koopman family of operators that are of form

g(y, s) = b(s)yα, (138)

where the function b(s) is 2π-periodic and of the form

b(s) = ce−αaf (s), where c is an arbitrary constant, (139)

af (s) =

∫ s

0

(A(s̄)−A∗)ds̄, and (140)

A∗ =
1

2π

∫ 2π

0

A(z)dz. (141)

corresponding to the eigenvalue µ(t) = eαA
∗t.

8The author proved the result a while ago and presented it in an early draft manuscript (UCSB preprint, 2011) with Dr.
Yuehang Lan. That manuscript never got completed or published. The announcement of the result can be found in [12], where
function spaces were built based on the intuition from this example. Since only the statement and no proof was provided in
[12], the author felt it appropriate to provide the complete result with the proof here.
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Proof. We need to find functions that satisfy

g(y(t), s(t)) = µ(t)g(y0, s0). (142)

Observing from (133) that

s(t) = s0 + t, (143)

y(t) = y0e
∫

t

0
A(s0+t̄)dt̄, (144)

we get

g(y0e
∫

t

0
A(s0+t̄)dt̄, s0 + t) = µ(t)g(y0, s0). (145)

By taking the derivative with respect to time and setting t = 0, we obtain the partial differential equation

∂g

∂y
(y0, s0)A(s0)y0 +

∂g

∂s
(y0, s0) = µ̇(0)g(y0, s0), (146)

whose solution is
g(y0, s0) = b(s0)y

α
0 (147)

where α is a real number and b is a function that satisfies

db

ds
(s0) = (µ̇(0)− αA(s0))b(s0), (148)

as can be verified directly by plugging (147) into (146). The function b must be periodic to be C1. Solving
(148), we get

b(s0) = ceµ̇(0)s0e−α
∫ s0
0 A(s)ds, (149)

We now show µ̇(0) = αA∗. From (148) we get

db/ds

b
(s0) = (µ̇(0)− αA(s0)) (150)

Since b is periodic in s0, integrating both sides with respect to s0 from 0 to 2π leads to

2πµ̇(0) =

∫ 2π

0

αA(s0)ds0. (151)

Going back to (145) and plugging in the expression for g that we just obtained, we get µ(t) = eαA
∗t, as

claimed.

Proof. of the Theorem. It is clear that eint is an eigenvalue of the Koopman operator associated with the
eigenfunction eins, since

U teins = ein(s+t) = einteins (152)

Now, if two functions f1 and f2 are eigenfunctions of the Koopman operator with two eigenvalues eat and
ebt, then so is f = f1 · f2, with eigenvalue e(a+b)t. Thus, any function of the form

yme−m
∫

s

0
(A(s̄)−A∗)ds̄eins (153)

is an eigenfunction of the Koopman operator corresponding to the eigenvalue e(mA∗+in)t. We have to prove
now that any function F (y, s) analytic in y and L2 in s can be expanded as a countable sum of terms in
(153). We first expand such an F (y, s) in Taylor series in y:

F (y, s) =

∞
∑

m=0

am(s)ym

where am(s) is an L2, 2π periodic function of s. Since

e−m
∫

s

0
(A(s̄)−A∗)ds̄
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is a strictly positive, bounded function of s, we can write

am(s) = e−m
∫

s

0
(A(s̄)−A∗)ds̄ām(s)

Expanding

ām(s) =

∞
∑

n=−∞

amne
ins

completes the proof.

Assume now that the transformation h(x) = (y(x), s(x)) is such that h(x) is analytic. Then, for any
vector-valued function

G(x) : R2 → R
m,

analytic in x, we have

G(x) = G̃(y(x), s(x)) =
∞
∑

m=0

∞
∑

n=−∞

amny(x)
me−m

∫ s(x)
0 (A(s̄)−A∗)ds̄eins(x), (154)

where
y(x)me−m

∫ s(x)
0 (A(s̄)−A∗)ds̄eins(x)

is an eigenfunction of U t associated with the vector field F(x) and thus the time-evolution of G can be
written as

U tG(x) =

∞
∑

m=0

∞
∑

n=−∞

amne
(mA∗+in)ty(x)me−m

∫ s(x)
0 (A(s̄)−A∗)ds̄eins(x), (155)

where amn are the Koopman modes associated with G. Just like in the case of linear systems and nonlinear
systems with a stable equilibrium, the expansion retains the form of the sum of products of Koopman
eigenvalues, Koopman eigenfunctions and Koopman modes. The eigenvalues and eigenfunctions are the
property of the system, and do not change in the expansion from one observable to another. The Koopman
modes are associated with a specific observable.

Remark 7.1. The above theorem indicates an interesting property of spectral expansions that carries over
to more general attractors: smoothness requirements are different for on-attractor evolution (in this case, a
limit cycle) and off-attractor evolution. On the attractor, the appropriate functional space is L2, while in
directions tranverse to it (y in the above example) at least continuity (and usually more, e.g. analyticity) is
required.

Remark 7.2. The emphasis in Theorem 7.1 is on spectral expansion and not on the spectrum itself. The
convergence of the spectral series to the function F (y, s) is pointwise in y, and in L2 in s. The spectral
expansion can be pursued without utilizing all the elements of the spectrum. As an example, consider the
irrational rotation on S1, equiped with the Haar measure µ, θ → θ+2πω, θ ∈ [0, 2π), where ω is an irrational
number in [0, 1). The eigenvalues of the associated unitary Koopman operator acting on functions in L2(µ),
Uf(θ) = f(θ + 2πω) are given by ein2πω, n ∈ Z, while its spectrum is the closure of the set of eigenvalues
that are dense in S1, i.e. σ(U) = S1. The spectral expansion for any f ∈ L2(µ) reads f(θ) =

∑

n∈Z
ane

inθ,
and thus

Uf =
∑

n∈Z

ane
in2πωeinθ. (156)

Contrasting with the spectral theorem for unitary operators, that states

Uf =

∫

[0,1)

ei2πωdPω(f) (157)

we see that the spectral expansion in (156) utilizes a dense subset of the spectrum instead of the whole
spectrum.
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Corollary 7.2. Any C2, two dimensional system of ordinary differential equations globally asymptotically
stable to a limit cycle can be written in the form

ṙ = A∗r (158)

θ̇ = ω. (159)

Proof. Let r = e−
∫

s

0
(A(s̄)−A∗)ds̄y.

We can now connect the above result in Theorem 7.1 with Theorem 6.4, by setting up appropriate
function spaces and discussing the spectrum itself. Let D be the set r ≤ D, where r is defined in Corollary
7.2, and D is a positive constant. Let HA = L2(A, µ) = L2(s), the space of functions of s that are square
integrable. Here we will take a slightly different approach than in Theorem 6.8, since the construction is more
direct and does not involve prior knowledge of principal eigenfunctions. The space H̃B can be constructed as
a space carrying some properties of a Reproducing Kernel Hilbert Space. In particular, we construct it as a
space of power series vanishing at y = 0, whose indeterminates are monomials in y ∈ C, while the coefficients
are square integrable functions of s (see [12] for such a construction in the Banach space context):

F (y, s) =

∞
∑

m=1

fm(s)ym, fm(s) ∈ L2(s). (160)

such that
1

2π

∞
∑

m=1

m!

∫

S1

f2
m(s)ds <∞. (161)

We equip H̃B with the inner product

〈F,G〉 = 1

2π

∞
∑

m=1

m!

∫

S1

fm(s)gm(s)ds, (162)

If we define a kernel of the form

K(y, z) =
∞
∑

m=1

ymzm

m!
, (163)

we evaluate

Ky(z) = K(·, y)(z) =
∞
∑

m=1

ymzm

m!
=

∞
∑

m=1

km(s)zm, (164)

the coefficients km are given by

km(s) =
ym

m!
∈ L2(s) (165)

i.e. they are constant functions on the circle. We also have

〈Kz(y), F 〉 =
1

2π

∞
∑

m=1

ym
∫

S1

fm(s)ds =
1

2π

∫

S1

F (s, y)ds = F̄ (s, y). (166)

Given this characterization, we call H̃B the Averaging Kernel Hilbert Space (AKHS).
It is now evident, using Theorem 6.4, and the proof of the Theorem 7.1 that the following is true:

Corollary 7.1. Assume A(s) ≤ 0. The spectrum of U t in H̃ is cl({mA∗ + in,m ∈ N,m ∈ Z}).
Proof. We only need to prove that AKHS is closed under composition with St, which follows from

F (y(t, y0), s(t, s0)) =

∞
∑

m=1

fm(s0 + t)ym0 e
m

∫
t

0
A(s0+t̄)dt̄. (167)

We have
∞
∑

m=1

m!|fm(s0 + t)em
∫

t

0
A(s0+t̄)dt̄|2 ≤

∞
∑

m=1

m!|fm(s0 + t)|2 <∞ (168)

and thus, F (y(t, y0), s(t, s0)) is in AKHS for every t.
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Remark 7.3. The AKHS defined above can also be defined as the space of functions f(s, z), s ∈ S1, z ∈ C,
such that

∫

S1

∫

C

|f(s, z)|2e−|z|2dzds <∞. (169)

8 Spectral Expansion for Limit Cycling Systems in Rn

Consider now a C2 vector field F(x) in Rn+1, that has a stable limit cycle with domain of attraction B. The
corresponding set of ordinary differential equations ẋ = F(x) can - inside the domain of attraction of the
limit cycle - be transformed to the following form:9

ẏ = A(s)y,

ṡ = 1, (170)

where y ∈ Rn, s ∈ S1 and A(s) is a 2π-periodic matrix. We have the following theorem:

Theorem 8.1. Let Floquet exponents µ = (µ1, ..., µn) of (170) (eigenvalues of the Floquet stability matrix
B) be distinct. Any vector-valued function G(y, s) that is analytic in y and L2 in s can be expanded into
eigenfunctions of the Koopman operator associated with (170) as follows:

G(y, s) =
∑

m∈Nn,k∈Z

amkz
m(y, s)eiks,

where amk are constant Koopman modes, m = (m1, ...,mk),

z(y, s) = (z1(y, s), ..., zk(y, s))

are principal Koopman eigenfunctions defined by

z(y, s) = V −1P−1(s)y,

where P (s) is the Floquet periodic matrix, V −1 is the diagonalizing matrix for B, and

zm = zm1
1 (y, s) · ... · zmk

k (y, s)eiks

is the eigenfunction of the Koopman operator corresponding to the eigenvalue

e(m·µ+ik)t.

Proof. From Floquet theory [46] we know that the transformation y = P (s)ỹ leads to

˙̃y = Bỹ,

where P (s) is the Floquet periodic matrix B the s-independent stability matrix. In case of the matrix B
with n independent eigenvectors, let V be such that V −1BV = Λ, where Λ is a diagonal matrix. Then by
setting

z(y, t) = V −1ỹ = V −1P−1(t)y, (171)

we obtain z(y, s) as the Koopman eigenfunctions of the suspended system.

9Note the increase of dimension of state space by 1, to n+1, to accommodate easier notation since it makes the off-attractor
vector y n-dimensional.
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Then, we expand G(y, s) in Taylor series to obtain

G(y, s) =
∑

m∈Nn

bm(s)ym

=
∑

m∈Nn

bm(s)(P (s)V z(y, s))m

=
∑

m∈Nn

ām(s)zm(y, s)

=
∑

m∈Nn,k∈Z

amke
ikszm(y, s)

where āmk(s) are the Koopman modes.

In the previous section we were able to explicitly write the spectral expansion for the planar, limit-cycling
system in terms of an integral of a scalar function A(s). In the n-dimensional case with a stable limit cycle
we can not exhibit the eigenfunctions explicitly. This is essentially due to non-commutativity of A(s1) and
A(s2), in the case when A’s are matrices. Nevertheless, using a bit of Floquet theory, we obtained a useful
expansion that leads to time evolution of the observable given by

U tG(y, s) =
∑

m∈Nn,k∈Z

e(m·µ+ik)tamke
ikszm(y, s). (172)

Note that the eigenvalues
λm,k = (m · µ+ ik)

again form a lattice in the complex plane (see example 10.1).

Remark 8.1. We now again construct, HA = L2(A, µ) = L2(s), the space of functions of s that are
square integrable. The space H̃B can be constructed similarly to the construction of the Averaging Kernel
Hilbert Space in the previous section. We construct it as a space of power series vanishing at z = 0, whose
indeterminates are monomials in z ∈ Cn, while the coefficients are square integrable functions of s

F (y, s) =
∑

k,|k|≥1

fk(s)z
m, fk(s) ∈ L2(s), . (173)

where |k| =∑n
j=1 kj, and zm = zm1

1 ...zmn
n . We equip H̃B with the inner product

〈F,G〉 = 1

2π

∑

k,|k|≥1

ak

∫

S1

fk(s)gk(s)ds, (174)

where ak = k! = k1!k2!...kn!. If we define a kernel of the form

K(y, z) =
∑

k,|k|≥1

(zw)k

ak
, (175)

where (zw)k = (z1w
1)k1 ...(znw

n)kn we evaluate

Kz(w) = K(·, z)(w) =
∑

k,|k|≥1

(zw)k

ak
=

∑

k,|k|≥1

jk(s)w
k, (176)

the coefficients jk are given by

jk(s) =
zk

ak
∈ L2(s) (177)

i.e. they are constant functions on the circle. We also have

〈Kz(w), F 〉 = 1

2π

∑

k,|k|≥1

zk
∫

S1

fk(s)ds =
1

2π

∫

S1

F (s, z)ds = F̄ (s, z). (178)

The spectrum of U t is then characterized by

Corollary 8.1. The spectrum of U t in H̃ is cl({λm,k,m ∈ Nn, k ∈ Z}).
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9 Spectral Expansion for Quasiperiodic Attractors in Rn

Consider again ẋ = F(x),x ∈ Rn that has a quasi-periodic attractor - an m-dimensional torus on which the
dynamics is conjugate to

θ̇ = ω, θ ∈ T
m,ω ∈ R

m,

where ω is a constant and incommensurable vector of frequencies that satisfies

k · ω ≥ c/|k|γ (179)

for some c, γ > 0. In addition, we ask that the quasi periodic linearization matrix A(θ) has a full spectrum,
where the spectrum σ(A) of the quasi-periodic matrix is defined as a set of points λ ∈ R for which the shifted
equation

ẏ = (A(θ + ωt)− λI)y,

does not have an exponential dichotomy. Provided σ(A) is full - meaning it consists ofm isolated points, and
A(θ + ωt) is sufficiently smooth in θ, there is a quasi-periodic transformation P (t) and a constant matrix
B - which we will cal quasi-Floquet- such that the transformation z = P (t)y reduces the system to ż = Bz
[23]. Analogous to the case with an attracting limit-cycle, we consider the skew-linear system10

ẏ = A(θ)y,

θ̇ = ω, (180)

where y ∈ Rn, θ ∈ Tm and A(θ) is a 2π-periodic matrix.

Theorem 9.1. Let quasi-Floquet exponents µ = (µ1, ..., µn−m) of (180) (eigenvalues of the quasi-Floquet
matrix B) be distinct. Any vector-valued function G(y, θ) that is analytic in y and L2 in θ can be expanded
into eigenfunctions of the Koopman operator associated with (180) as follows:

G(y, θ) =
∑

m∈Nk,k∈Zm

amkz
m(y, θ)eik·θ,

where amk are the constant Koopman modes, m = (m1, ...,mk),

z(y, θ) = (z1(y, θ), ..., zk(y, θ))

are the principal Koopman eigenfunctions defined by

z(y, θ) = V −1P−1(θ)y,

V −1 is the diagonalizing matrix for B, and

zm = zm1
1 (y, θ) · ... · zmk

1 (y, θ)eik·θ

is an eigenfunction of the Koopman operator corresponding to the eigenvalue e(m·µ+ik·ω)t.

Proof. The proof is analogous to the proof of the theorem 8.1.

From the above theorem, we have the expression for the evolution of an observable, L2 in θ and analytic
in y that reads

U tG(y, θ) =
∑

m∈Nk,k∈Zm

e(m·µ+ik·ω)tamkz
m(y, θ)eik·θ. (181)

Remark 9.1 (Spectral expansion for nonlinear systems with limit cycle or toroidal attractors). In this
chapter we derived spectral expansions corresponding to skew-linear systems that arise through conjugacies
with linearization around a (quasi)periodic attractor of a nonlinear system and are extended through the whole
basin of attraction using the methodology we first developed in theorem 5.6. It is interesting to note that the
spectral expansion for systems with equilibrium, for example equation (67) are possible in that form only

10Note on the terminology: these types of systems were classically called linear skew-product systems.
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under the non-resonance conditions on the eigenvalues. However, the spectral expansion theorems for skew-
linear systems only have a non-resonance condition - equation (179) - in the case when there are multiple
angular variables. For full spectral expansion of a nonlinear system with a quasi-periodic attractor, we need
the conjugacy to be analytic in off-attractor coordinates, and thus the non-resonance conditions such as those
in the Poincaré linearization theorem 5.1 would be required.

The construction of an appropriate Hilbert space in which the spectrum of U t is the closure of the set of
eigenvalues m ·µ+ ik ·ω can be done along the lines of the previous section, with the only difference being
that the averaging is now over an m-dimensional torus, rather than over a circle.

9.1 Isostables in Systems with a (Quasi)Periodic Attractor

In theorems 9.1 and 8.1 we find special eigenfunctions of the Koopman operator that correspond to important
partitions of the state space. For example, in the case of an attracting limit cycle, the level sets of eis(x)

define isochrons. Similarly, for

m = (0, ..., 0),

k = (0, ..., 1j, ...0), (182)

the eigenfunction corresponding to a quasi-periodically attracting limit cycle whose level sets define gen-
eralized isochrons is eiθj(x). Extending our discussion of linear and nonlinear systems with equilibria, we
can also define the notion of generalized isostables through level sets of Koopman eigenfunctions. Let the
eigenvalues -(quasi)-Floquet exponents - of the constant matrix B be such that |µk| > ... > |µ1| > 0 and
their real parts σn < ..., σ1 < 0. Then the level sets of the eigenfunction z1(y(x), θ(x)) are defined to be
isostables associated with the system. They have the property that initial conditions on such an isostable
converge simultaneously to the attractor of the system, at the rate σ1.

9.2 Stable, Unstable and Center Manifolds in Systems with (Quasi)Periodic
Invariant sets

Akin to the discussion of stable, unstable and center manifolds in section 5.4 for systems with equilibria,
we can define such manifolds for systems with (quasi)periodic invariant sets (not necessarily attracting),
by utilizing spectral expansions such as (172) and (181), if they exist. Namely, we select the principal
eigenfunctions - those with m = (0, ..., 1j , ..., 0). Then we obtain the stable manifold as the joint zero level
set of principal eigenfunction corresponding to eigenvalues µj with real part σj ≥ 0. Similar consideration
leads to definition of center and unstable manifolds.

10 Principal Coherent Dimension of the Data

In each case of the dynamical systems in Rn we studied,the spectrum was found to be of the lattice type
where eigenvalues are given as combinations of m+ j principal eigenvalues,

λn,k = n · µ+ ik · ω,

where n = (n1, ..., nm) ∈ Nm, k = (k1, ..., kj) ∈ Zj , µ = (µ1, ..., µm) ∈ Cm and ω = (ω1, ..., ωm) ∈ R+j , j is
the dimension of the attractor, and m = n − j. This leads us to say that data has the principal spectrum
and that the principal coherent dimension of the data is n if the experimentally or numerically observed
spectrum has such structure in which n principal eigenvalues generate the rest of the point spectrum.

Example 10.1. Consider the three-dimensional, limit cycling system

ẋ = y (183)

ẏ = x− x3 − cy (184)

θ̇ = ω. (185)
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The two fixed points of the equations (183-184) are y = 0, x = ±1. The linearization matrix at those is

A =

[

0 1
−2 −c

]

, (186)

and thus the eigenvalues are determined by

(−λ)(−c− λ) + 2 = λ2 + cλ+ 2 = 0, (187)

leading to

λ1,2 =
−c±

√
c2 − 8

2
(188)

For c =
√
7, ω = 1, the eigenvalues read λ3,4 = −1.3228756± .5i. Setting ω = 1, the other two principal

eigenvalues are ±i. In figure 3 we show a subset of the eigenvalues of the Koopman operator on L2(S1)×A,
where A is the space of analytic functions on the plane, in the basin of attraction of either of the limit cycles
(since they are symmetric) of (183-185).

Figure 3: Eigenvalues of the Koopman operator, for {0, 1, .., 4} × {0, 1, .., 4} lattice of integers.

The lattice spectrum can be approximated from data utilizing, for example, variants of Dynamic Mode
Decomposition [47] or compactification methods [48]. See for example [49] for some such computations, from
which the principal dimension can be determined.

11 A Dynamical System with Continuous Spectrum: a Caution-

ary Tale in Data Analysis

In this section we shift away from the dissipative dynamics and consider a measure-preserving system that
presents us with an example of a Koopman operator with continuous spectrum.
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While integrable systems are in some sense the simplest nontrivial examples (harmonic oscillator is the
simplest, but somewhat trivial) of measure-preserving dynamics, there are already some complexities when
considering them from spectral perspective of the Koopman operator. Consider a 1 degree of freedom system
in action-angle variables (I, θ) ∈ I × S1, where I = [a, b] ⊂ R+, given by

İ = 0,

θ̇ = I. (189)

Such a system is produced by e.g. pendulum dynamics in the part of the state space separating oscillating
motion from the rotational motion of the pendulum [50]), While I is an eigenfunction at 0 of the Koopman
operator U t, there are no eigenvalues at any other point on the unit circle, since the associated eigenfunction
φω(I, θ) would have to satisfy

U tφω(I, θ) = φω(I, θ + It) = eiωtφω(I, θ). (190)

Write φω = reiϕ(I,θ) since the modulus r does not change with time, to obtain

φω(I, θ + It) = rei(ϕ(I,θ)+It) = rei(ϕ(I,θ)+ωt). (191)

However, this can be satisfied only for ω = I, and thus the eigenfunction in a proper sense does not exist.
Now, we could define

φ(I, θ) = eiθδ(I − c) (192)

as the Dirac delta function defined on I = c, a closed circle in the I − θ plane, and that “function” would
satisfy (190), in a weak sense:

∫

M

U tφ(I, θ)w(I, θ)dIdθ =

∫

M

φ(I, θ + It)w(I, θ)dIdθ

=

∫

M

ei(θ+It)δ(I − c)w(I, θ)dIdθ

= eict
∫

M

φ(I, θ)w(I, θ)dIdθ. (193)

where w is a smooth, compactly supported function on I ×S1. However, φ is not a function, but a measure.
In fact, there is a family of measures φj(I, θ) = eijθδ(I − c), that satisfy

∫

M

U tφj(I, θ)w(I, θ)dIdθ =

∫

M

φj(I, θ + It)w(I, θ)dIdθ

=

∫

M

eij(θ+It)δ(I − c)w(I, θ)dIdθ

= eijct
∫

M

φj(I, θ)w(I, θ)dIdθ, (194)

that we call eigenmeasures. It turns out that the the Koopman operator for the above equation has continuous
spectrum. The continuous spectrum can be understood as the extension of the notion of the point spectrum,
but for which eigenfunctions are replaced by eigenmeasures.

Consider now a square integrable function f(I, θ). Its evolution under the Koopman operator is given by

U tf(I, θ) = f(I, θ + It).

Expanding f into Fourier series we obtain

f(I, θ) =
∑

j∈Z

aj(I)e
ijθ ,

and thus
U tf(I, θ) = f(I, θ + It) =

∑

j∈Z

eijItaj(I)e
ijθ . (195)
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We will show that the evolution of f has a spectral expansion

U tf(I, θ) = f∗(I) +

∫

R

eiβtdPβ(f(I, θ)), (196)

where f∗(I) = a0(I) is the time average of f along trajectories and dPβ is the “differential” of the so-called
projection valued measure on R which is a map from Borel sets on the real line to the set of all linear
projection operators on the set of square integrable functions. Recall that a linear operator is a projection if
it satisfies P 2 = P , i.e. applying it twice we get the same result as applying it once. Now, let Z′ = Z− {0},
f ′ = f − f∗, so f ′ has zero mean, and define

dPβ(f(I, θ)) =
∑

j∈Z′

aj(I)e
ijθδ(jI − β)dβ, (197)

where β is the Lebesgue measure on R. The projection valued measure P is then defined by P (A) =
∫

A dPβ ,
for any Borel set A in Borel σ-algebra on R. With this, it should become clear why we called dPβ the
“differential” of the projection-valued measure. To show that P is a projection valued measure, we need to
show that, when evaluated on the full set R, it is equal to identity on the Hilbert space of square integrable
functions of zero mean, i.e. P (R) = I and, in addition, that µ(A) =

∫

M
P (A)gcfdIdθ is a measure on R,

where f, g are both of zero mean.
Firstly, note that

P (R)(f ′(I, θ)) =

∫

R

dPβ(f
′(I, θ)) =

∫

R

∑

j∈Z′

aj(I)e
ijθδ(jI − β)dβ =

∑

j∈Z′

aj(I)e
ijθ = f ′(I, θ), (198)

and thus P (R) is identity on the space of zero-mean functions R. Secondly, integration against a function
g(I, θ) =

∑

k∈Z′ bk(I)e
ikθ gives:

∫

M

gc(I, θ)dPβ(f(I, θ))dIdθ = 2π
∑

k∈Z′

κ(β)bk(β)ak(β)dβ, (199)

where κ(β) is a function that gives a (finite, bounded) integer number of times β = jI where j is an integer
and I ∈ I. The last expression is a differential of a measure on R, and

∑

k∈Z′ κ(β)bk(β)ak(β) is a square
integrable function. Therefore, we get an absolutely continuous measure

µ(A) =

∫

A

2π
∑

k∈Z′

κ(β)bk(β)ak(β)dβ. (200)

We have
∫

R

eiβtdPβ(f(I, θ)) =

∫

R

eiβt
∑

j∈Z′

aj(I)e
ijθδ(jI − β)dβ =

∑

j∈Z′

eijItaj(I)e
ijθ (201)

and since a0(I) = f∗(I) this proves our assertion (196).
The expression for the evolution of a function under the action of the Koopman operator is quite interest-

ing to consider from the perspective of an experimentalist. Say one is studying the motion of a mechanical
pendulum governed by the equation for the angle ρ and angular velocity ψ

ρ̇ = ψ,

ψ̇ = −g
l
sin ρ, (202)

and assume the initial condition (ρ0, ψ0) is in the region of state space inside the separatrix, where action-
angle coordinates can be defined. The experiment could for example be performed by taking a video of the
motion and extracting the angular position ρ by image processing. According to our theory, Fourier analysis
of the evolution of observable ρ will show peaks at frequencies jI0(ρ0, ψ0), where I0(ρ0, ψ0) is the action
corresponding to initial condition (ρ0, ψ0). Changing the initial condition to (ρ1, ψ1) will lead to a different
peaked spectrum where peaks are at frequencies jI1(ρ1, ψ1). The point here is that, while the spectrum of
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the Koopman operator is continuous in the sense discussed above, measurement of the spectrum from a single
trajectory will in this case lead to a peaked spectrum with generally different peaks associated with initial
conditions of different actions. Since in experiment a single initial condition is chosen, the only consequence
of the continuous spectrum to this experimental situation is that relevant frequencies change continuously
with initial conditions. Koopman operator spectrum and spectrum obtained from a single initial condition
could coincide in cases when dynamics is more complicated than that of a pendulum, e.g. in the case when
the dynamics on the attractor is mixing. But, in general, the spectrum is expected to be the same for almost
all initial conditions in the same ergodic component, and different for initial conditions in different ergodic
components [51].

12 Conclusions

In this paper, spectral expansions are derived for a class of dynamical systems possessing pure point spec-
trum for observables that are L2 on the attractor and analytic in off-attractor directions. Hilbert spaces are
constructed utilizing the tensor product of on-attractor and off-attractor Hilbert spaces, rendering the Koop-
man operator spectral. It is interesting to note that natural Hilbert spaces for dissipative linear systems-
Fock spaces - are not closed when the dynamics is nonlinear. This might help explain the phenomenon that
occurs when polynomials are used as EDMD basis [52], where the spectrum “switches” as a trajectory of
the system goes from one of the singular solutions such as an unstable fixed point, towards another. The
intuition drown from present work is that the function space is unstable, and the dynamics “leaks out” of the
subspace it was in. Also, it is typical in prior approaches to defining Koopman operator analysis in RKHS’s
(see e.g. [53, 54]) to skirt the issue of the closedness of the RKHS under the action of a dynamical system.
Thus again, the dynamics might “leak” out of the defined RKHS space. Using principal eigenfunctions, the
Modified Fock Space is created here that does not encounter that problem, as the dynamics stays within an
invariant subspace. The Hankel DMD methods (see e.g. [55]) also have good invariance properties and have
been proven useful in prediction tasks [56]. .

The notion of generalized eigenfuctions of the composition (Koopman) operator is utilized to derive a
spectral decomposition of linear and skew-linear systems. The concept of open eigenfunctions is defined,
and used together with conjugacy to (skew)-linear systems to construct eigenfunctions in stable, unstable
and saddle-point equilibria cases. Consequences for the geometry of the state-space for such systems are
derived by considering level sets of specific eigenfunctions. Notably, the concepts of stable, unstable and
center manifolds are redefined using joint level sets of (generalized) eigenfunctions. The analysis is extended
to the case of (quasi)-periodic attractors, and the appropriate spectral expansions derived, and the concept
of isostables extended for such systems. The results in this paper largely carry over, with appropriate
modifications (for example in the resonance conditions) for discrete-time maps. An example of a measure-
preserving, integrable system with a continuous spectrum is presented, motivating the discussion of the type
of spectrum of the Koopman operator of a system vs. the type of spectrum computed for time-evolution of
data from a single initial condition of the same system. Finally, the discussion of types of spectrum found in
data is related to the spectrum of analyzed dynamical systems, enabling identification of dynamical system
type directly from data.
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